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Foreword

Publication of Volume 22B, Metals Process Simulation, completes an ambitious undertaking begun
in 2007 to compile an all-new, comprehensive reference resource on modeling as it applies to metals
processing. The first part, Volume 22A, Fundamentals of Modeling for Metals Processing, was pub-
lished in 2009.

Many of the sections in this Volume will be familiar to ASM Handbook users, as they have been
covered extensively across the ASM Handbook series: phase diagrams, casting and solidification, form-
ing, machining, powder metallurgy, joining, heat treatment, and design. This Volume interprets these
subjects in the interdisciplinary context of modeling, simulation, and computational engineering.

The high cost of capital investment in manufacturing can be mitigated by modeling and simulating
the options. The effects of processing on materials can be tested and understood through modeling.
This Volume and its companion, Volume 22A, provide materials engineers and scientists with the
information they need to understand the potential and advantages of modeling and simulation and to
provide them with the tools they need to work with the modeling experts.

When the first ASM Handbook was published in 1923 by ASM International’s predecessor, the
American Society for Steel Treaters, the computational tools of choice were a slide rule, paper, pencil,
and data tables—all conveniently sized to slip into a lab coat pocket. Today, computational tools are
almost entirely software based, although some handheld electronics are also conveniently sized to slip
into a lab coat pocket. Many of the basic concerns between then and now are the same: how to control
properties during processing, how to minimize waste, how to maintain quality, and so on. Additional
contemporary concerns include automated manufacturing, new alloys, new applications such as aero-
space and medical devices, environmental responsibility, tracking, and so on.

ASM International is indebted to co-editors David Furrer and S. Lee Semiatin for their vision and
leadership in bringing Volumes 22A and 22B to completion. The many authors and reviewers who
worked on these Volumes shared that vision. Unlike the subjects about which they wrote, a technical
article cannot be modeled or simulated; it must take tangible form as text and images, and this Volume
is the direct result of the contributors’ generosity in sharing their time and expertise.

That first ASM Handbook was published as a loose-leaf collection of data sheets assembled in a
leather-bound binder. Today’s ASM Handbooks are available online, in hardcover, or as DVDs. Times
have changed, and ASM International continues to provide the quality information that materials sci-
ence professionals need to chart the course of the future for their industries.

Frederick J. Lisy
President
ASM International

Stanley C. Theobald
Managing Director
ASM International
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Preface

Computer-aided engineering and design have substantially changed the
way new products are developed and defined. The pencil and drafting
table have long since been replaced by the mouse and computer monitor.
To date, much of this engineering transformation has been limited to geo-
metric design, or the form and fit of a component. Efforts are now ongo-
ing to develop computer-based tools to assess the function of components
under the intended final application conditions (i.e., temperature, environ-
ment, stress, and time).

There have been substantial efforts over the past 25 years to develop
and implement computer-based models to simulate manufacturing pro-
cesses and the evolution of microstructure and accompanying mechanical
properties within component materials. The rate of change within this
area of engineering has continued to increase with increasing industrial
application benefits from the use of such engineering tools, accompanied
by the reduced cost and increased speed of computing systems required
to perform increasingly complex simulations.

Volumes 22A and 22B of the ASM Handbook series summarize mod-
els that describe the behavior of metallic materials under processing con-
ditions and describe the development and application of simulation
methods for a wide range of materials and manufacturing processes. Such
information allows the sharing of best practices among diverse scientific,
engineering, and manufacturing disciplines. Background information on
fundamental modeling methods detailed in Volume 22A provides the

user with a solid foundation of the underlying physics that support many
industrial simulation software packages. The present Volume provides an
overview of a number of specific metals processing simulation tools
applicable in the metals manufacturing industry for a wide range of engi-
neering materials.

All simulation tools require a variety of inputs. For example, details
regarding material and process boundary conditions are critical to the
success of any computer-based simulation. Thus, this Handbook also
provides information regarding material and process boundary condi-
tions that are applicable to manufacturing methods. Additionally, this
Volume provides guidance regarding how to develop and assess
required thermophysical material data for materials that have not been
previously characterized, so practitioners of simulation software
packages can effectively generate required material and manufacturing
process databases to enable successful predictions for metals processing
methods.

The benefits provided by integrated computational materials engineer-
ing include reduced component development time, enhanced optimiza-
tion of component design (design for performance, design for
manufacturing, and design for cost), and increased right-the-first-time
manufacturing. These benefits have led to an overwhelming pull for
materials and manufacturing process simulation integration with early
stages of component design.

D.U. Furrer, FASM
Rolls-Royce Corporation

S.L. Semiatin, FASM
Air Force Research Laboratory
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Policy on Units of Measure

By a resolution of its Board of Trustees, ASM International has
adopted the practice of publishing data in both metric and customary
U.S. units of measure. In preparing this Handbook, the editors have
attempted to present data in metric units based primarily on Système
International d’Unités (SI), with secondary mention of the corresponding
values in customary U.S. units. The decision to use SI as the primary sys-
tem of units was based on the aforementioned resolution of the Board of
Trustees and the widespread use of metric units throughout the world.
For the most part, numerical engineering data in the text and in tables

are presented in SI-based units with the customary U.S. equivalents in
parentheses (text) or adjoining columns (tables). For example, pressure,
stress, and strength are shown both in SI units, which are pascals (Pa)
with a suitable prefix, and in customary U.S. units, which are pounds
per square inch (psi). To save space, large values of psi have been con-
verted to kips per square inch (ksi), where 1 ksi = 1000 psi. The metric
tonne (kg � 103) has sometimes been shown in megagrams (Mg). Some
strictly scientific data are presented in SI units only.
To clarify some illustrations, only one set of units is presented on art-

work. References in the accompanying text to data in the illustrations are
presented in both SI-based and customary U.S. units. On graphs and
charts, grids corresponding to SI-based units usually appear along the left
and bottom edges. Where appropriate, corresponding customary U.S.
units appear along the top and right edges.
Data pertaining to a specification published by a specification-writing

group may be given in only the units used in that specification or in dual
units, depending on the nature of the data. For example, the typical yield
strength of steel sheet made to a specification written in customary U.S.

units would be presented in dual units, but the sheet thickness specified
in that specification might be presented only in inches.

Data obtained according to standardized test methods for which the
standard recommends a particular system of units are presented in the
units of that system. Wherever feasible, equivalent units are also pre-
sented. Some statistical data may also be presented in only the original
units used in the analysis.

Conversions and rounding have been done in accordance with IEEE/
ASTM SI-10, with attention given to the number of significant digits in
the original data. For example, an annealing temperature of 1570 �F con-
tains three significant digits. In this case, the equivalent temperature
would be given as 855 �C; the exact conversion to 854.44 �C would
not be appropriate. For an invariant physical phenomenon that occurs at
a precise temperature (such as the melting of pure silver), it would be
appropriate to report the temperature as 961.93 �C or 1763.5 �F. In some
instances (especially in tables and data compilations), temperature values
in �C and �F are alternatives rather than conversions.

The policy of units of measure in this Handbook contains several
exceptions to strict conformance to IEEE/ASTM SI-10; in each instance,
the exception has been made in an effort to improve the clarity of the
Handbook. The most notable exception is the use of g/cm3 rather than
kg/m3 as the unit of measure for density (mass per unit volume).

SI practice requires that only one virgule (diagonal) appear in units
formed by combination of several basic units. Therefore, all of the units
preceding the virgule are in the numerator and all units following the vir-
gule are in the denominator of the expression; no parentheses are required
to prevent ambiguity.
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Introduction to Metals Process Simulation
D.U. Furrer, Rolls-Royce Corporation
S.L. Semiatin, Air Force Research Laboratory

TECHNOLOGY CHANGE and the adoption
of new technologies by industry are largely dic-
tated by economics. Tools and methods that
enable reduced-cost design approaches,
manufacturing methods, or maintenance costs
for components or products are sought to
enable greater competitiveness or product dif-
ferentiation within the marketplace.
Technology change and advancement is cur-

rently occurring at a very high rate. The current
rate of technology change is due in part to
the development and application of computers
and computational methods (Ref 1). Nearly
all areas of engineering and industry are seeing
rapid changes in technology, including data-
analysis methods, automation, enhanced sensors
and feedback systems, rapid prototyping and
manufacturing methods, and computer-enhanced
optimization of materials, processes, and designs.
Computational modeling and simulation meth-

ods for materials and processes have been grow-
ing rapidly. As an example, in the 1970s, the
development of computer codes to simulate solid-
ification was initiated; commercial codes such as
AFS-Solids became available to industry shortly
thereafter, followed by many other software
packages, including ProCast, MagmaSoft, and
SOLIDCast. During this time period, codes for
deformation processes, such as ALPID, were
being developed to enable industrial engineers to
simulate metal flow and predict the occurrence
of flow defects. A number of commercial codes
are now available for use by industry, including
DEFORM, FORGE, and Simufact.
Today (2010), commercial off-the-shelf codes

are available for a wide range of manufacturing
processes for use in material and process design
and analysis. Nearly every known metallurgical
mechanism has been modeled or is being studied
to enable quantitative predictions, as detailed in
Fundamentals of Modeling for Metals Proces-
sing, Volume 22A of the ASM Handbook. The
simulation of crystallographic texture evolution
during deformation processes is now possible as
well with both research and commercial computer
codes. The various models are leading to the sim-
ulation of microstructure and defect occurrence
during real-world manufacturing and in-service
applications.

As the sophistication of computational
modeling and simulation of materials and pro-
cesses increases, so do the technologies within
design and manufacturing engineering to which
these modeling and simulation efforts are being
applied. With the ability to predict microstructure
and mechanical properties or the potential for
defect occurrence within components, designers
and manufacturing engineers can assess virtual
designs and manufacturing processes. This
can lead to right-the-first-time design and
manufacturing as well as unique component and
process designs that would otherwise not be dis-
covered. In fact, holistic engineering approaches
are now increasingly possible through the linkage
of design tools with material and process models
and simulation tools. In addition, these simulation
tools are enabling the prediction and control of
location-specific microstructure and mechanical
properties within components. These location-
specificmechanical properties can, in some cases,
be directly used to assess adequacy of designs for
specific service applications.
The use of material and process modeling

and simulation tools has also led to a greater
understanding of materials and manufacturing
processes. For example, simulation tools have
enabled the assessment and quantification of
sources of variation within materials and
manufacturing processes. This has led to
enhanced manufacturing methods, equipment,
and controls to ensure materials and products
meet design specifications. Further utilization
of material and process simulation tools will
result in an increased rate of technology
change within alloy and manufacturing
process designs, which is already being seen,
as exemplified by the Defense Advanced
Research Projects Agency (DARPA)-funded
program known as Accelerated Insertion of
Materials (AIM) (Ref 2).
Future challenges for material and process

simulation technology include further linkage
of these tools with design functions, increasing
the range and fidelity of simulation tool capa-
bility and reducing cost, and the further
increase in computation speed. The benefits of
material and process simulation are clear, as it
continues to drive development and application

within a variety of legacy and emerging
manufacturing sectors.

Metals Process Simulation

Simulation Applications

Awide range of engineered-materials industries
are employing simulation methods. These indus-
tries are using advanced tools to simulate a range
of metallurgical processes and properties within
materials and components. Volume 22A of the
ASM Handbook detailed models for a number of
metallurgical phenomena that play a role in indus-
trial processes formetals and alloys, such as recrys-
tallization and grain growth; defect formation of
various types, such as cavitation/porosity and
strain localization; the development of chemical
or microstructural gradients; and the effect of such
metallurgical conditions on mechanical properties.
The metalworking industry has used simula-

tion tools for a number of years. For example,
forging process modeling had been used initially
to assess bulkmetal flow and to predictmetal-flow
defects, such as laps/folds during deformation.
Various articles in this Volume (e.g., “Finite-Ele-
ment Method Applications in Bulk Forming” and
“Sheet Metal Forming Simulation”) and its com-
panion Volume (22A) provide information on
the current state of metal working simulation cap-
abilities, including the prediction of recrystalliza-
tion, deformation texture, and cavitation.
Casting processes have been and continue to

be simulated using a wide range of computa-
tional methods. A number of software compa-
nies have developed simulation tools for the
prediction of solidification and defect forma-
tion. The capabilities and application of current
simulation tools in this area are summarized in
the articles “Modeling of Transport Phenomena
during Solidification Processes,” “Modeling of
Porosity Formation during Solidification,”
“Computational Analysis of the Vacuum Arc
Remelt (VAR) and Electroslag Remelt (ESR)
Processes,” “Simulation of Casting and Solidifi-
cation Processes,” “Modeling of Dendritic
Grain Solidification,” “Modeling of Laser-
Additive Manufacturing Processes,” and

ASM Handbook, Volume 22B, Metals Process Simulation
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“Formation of Microstructures, Grain Textures,
and Defects during Solidification.” Prediction
of solidification shrinkage, porosity, grain
structure, and solidification defects, such as
freckles, can be readily obtained through cur-
rent commercial simulation methods.
Powder metallurgy processing is used in

many industries due to the economics of
manufacturing near-net or net components by
means of powder material compaction, sintering,
and shaping. The articles “Modeling of Powder
Metallurgy Processes,” “Modeling and Simula-
tion of Press and Sinter Powder Metallurgy,”
“Modeling of Hot Isostatic Pressing,” and “Mod-
eling and Simulation of Metal Powder Injection
Molding” provide details on the simulation of
these manufacturing processes through the use
of various models and computational tools. The
issue of shape change during consolidation is a
critical aspect in these manufacturing processes
and is reviewed within these articles.
Machining processes are used within the

manufacturing sequence of nearly every engi-
neered component produced today (2010). Sim-
ulation of machining processes is of growing
interest due to its associated cost. Increased
machining speed, reduced tool wear, and the
elimination of distortion and machining-
induced damage are key quality and economic
drivers. The articles “Modeling and Simulation
of Machining,” “Modeling Sheet Shearing Pro-
cesses for Process Design,” and “Modeling of
Residual Stress and Machining Distortion in
Aerospace Components” provide insight into
how simulation tools can provide guidance to
engineering decisions relative to machining
processes, cutting tools, and machining fixtures.
The simulation of chip formation is leading to
new machining methods and control schemes
for improved component surface/dimensional
quality and reduced cost.
Surface Engineering. Simulation tools are

also being developed and used to support sur-
face engineering applications. The articles
“Simulation of Induction Heat Treating” and
“Simulation of Diffusion in Surface and Inter-
face Reactions” provide insight into the state
of the art of these methods. Specific applica-
tions, such as local heat treatment and
chemistry enhancement for local property opti-
mization, are provided in these articles. Gradi-
ents in chemistry or microstructure are often
the goal for predictions within metallurgical
simulations of surface heat treatment,
carburizing, nitriding, or diffusion-coating pro-
cesses. Greater understanding of critical proces-
sing parameters and control requirements can
be obtained through the simulation of these pro-
cesses and conducting virtual processing
experiments.
Heat treatment processes are also common

in the manufacturing milieu for metallic com-
ponents to develop the required final compo-
nent microstructure and mechanical properties.
The simulation of thermal processes provides
detailed temperature and stress histories. The
articles “Heating and Heat-Flow Simulation,”

“Modeling of Quenching, Residual-Stress For-
mation, and Quench Cracking,” and “Simula-
tion of Induction Heating Prior to Hot
Working and Coating” provide details of the
models that are used to simulate heating and
cooling processes and provide details of the
capabilities of current simulation methods.
Simulation tools are also providing greater
understanding of equipment and processes and
are being used to guide the application of pro-
cess controls to further enhance the repeatabil-
ity of thermal processes. Prediction of
thermally induced residual stresses is being
accomplished with the simulation of thermal
histories within manufactured components.
Understanding of bulk residual stresses is hav-
ing a profound impact on how components are
machined and how components are being ana-
lyzed for service performance.
Joining processes for many applications can

now be simulated. The articles “Introduction
to Integrated Weld Modeling,” “Simulation of
Rotational Welding Operations,” “Simulation
of Joining Operation: Friction Stir Welding,”
and “Modeling of Diffusion Bonding” provide
detailed analysis and examples of simulation
tools and methods for various joining processes.
The simulation of a joining process frequently
uses software developed for other types of
simulations but often with very different bound-
ary conditions.
Alloy Development. The development of

new alloys with unique properties that can ful-
fill the requirements for new applications is see-
ing significant benefit from the use of modeling
and simulation tools. Historical trial-and-error
methods of alloy design are extremely costly,
time-consuming, and often result in less than
optimal or robust results. The simulation of
alloy phases and phase diagrams can thus be a
critical first step in computational alloy design.
The articles “Commercial Alloy Phase Dia-
grams and Their Industrial Applications” and
“The Application of Thermodynamic and Mate-
rial Property Modeling to Process Simulation”
provide excellent examples of how thermody-
namic modeling can be used to simulate
and design new alloys. The predicted phase
equilibria information can also be used to pre-
dict microstructure and be linked to microstruc-
ture-sensitive mechanical property models.
Within an integrated computational materials

engineering approach to alloy design, organiza-
tions are working to identify the metallurgical
mechanisms that control or could control the
behavior of an alloy during a specified-use
application. Using simulation tools to assess
variations in alloy chemistry and microstruc-
ture, new alloys can be investigated compu-
tationally. Process simulation tools are also
incorporated into the alloy design process to
assess the ease or potential challenges in
achieving the goal alloy chemistry and
microstructure.
A number of organizations are using material

and process modeling and simulation tools to
guide alloy development through “alloy-by-

design” methods (Ref 3, 4) or a “Materials by
Design” (Ref 5) approach. For instance, the
recent development of alloys such as Ferrium
C61 and S53 are examples of how modeling
and simulation tools can enable rapid develop-
ment, maturation, and implementation of new
alloys.
Optimization. Lastly, simulations can be

used to assess parameters for a unique or opti-
mal final component process or design. In this
regard, uncertainties in input information and
the propagation of errors from one model to
another must be assessed and managed. The
articles entitled “Design Optimization Meth-
odologies,” “Stress-Relief Simulation,” “Uncer-
tainty Management in Materials Design and
Analysis,” and “Manufacturing Cost Estimat-
ing” provide insight into these issues.

Input Data and Boundary Conditions
for Process Simulations

The implementation of modeling and simula-
tion tools requires accurate descriptions of
material properties and process boundary con-
ditions. Inaccurate input data can easily lead
to poor or even misleading predictions.
Input Data. The articles “Measurement and

Interpretation of Flow Stress Data for the Simula-
tion of Metal-Forming Processes,” “Thermophy-
sical Properties,” “Thermophysical Properties of
Liquids and SolidificationMicrostructure Charac-
teristics: Benchmark Data Generated in Micro-
gravity,” “Measurement of Thermophysical
Properties at High Temperatures for Liquid,
Semisolid, and Solid Commercial Alloys,”
“Grain-Boundary Energy and Mobility,” “Tex-
ture Measurement and Analysis,” and “Three-
Dimensional Microstructure Representation” in
this Volume provide information on the genera-
tion and representation of accurate physical and
mechanical properties. Standard methods have
been established in many cases, although there
are still challenges in developing the neededmate-
rial property data over the entire range of proces-
sing conditions (time, temperature, pressure,
environment, transient conditions, etc.) encoun-
tered within the manufacturing environment.
Many current material property characterization
methods and databases are for narrow use condi-
tions and often do not apply to or include the range
of conditions within other processes.
Boundary Conditions. In addition to mate-

rial characteristics, process boundary conditions
are critical to accurate simulation predictions.
Each manufacturing process has unique bound-
ary conditions that must be identified, under-
stood, and characterized for the specific
application being simulated. Moreover, bound-
ary conditions can be equipment specific,
meaning that one press or furnace may not give
rise to the same boundary conditions as another
press or furnace of a similar type used under the
same nominal processing conditions. A number
of the articles in this Volume touch upon the
boundary-condition information needed and
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the criticality of its accuracy. Examples include
the heating and cooling of metals; for example,
the variation in heat-transfer coefficients during
quenching processes and how to determine
them are reviewed. Understanding of process
boundary conditions and detailed assessment
of these boundary conditions within simulation
efforts can provide guidance for the level of
control needed to establish robust and repeat-
able processes and equipment that produce
results within the range required for specific
applications.
The article “Solid Modeling” also provides

information on how to represent the solid object
that is being simulated and how to link a solid
model with finite-element analysis software.
Such geometry representation is a critical com-
ponent in computational materials and process
simulation.

Linking Academia and Industry

Modeling and simulation tools often have
roots and ties to university or research laboratory
efforts throughout the world. The science of
material and process modeling is very challeng-
ing and often requires dedicated research to
establish correct physics-based relationships,
computational methods, and validation proce-
dures. Industrial companies often do not have
the capability to develop fundamental models
to describe the physics of materials and
manufacturing processes with which they work.
However, industry has realized the importance
of these models and subsequent simulation tools
to the development of component designs and
manufacturing methods and, as such, is incor-
porating modeling and simulation tools that have
been initially conceived in basic research/aca-
demic environments. There is actually signifi-
cant pull from industry for continued academic
research in the area of material and process mod-
eling and simulation. This is evident through the
number of consortia that have been developed to
link companies and universities to guide the
development of new tools.
The increase in the development and applica-

tion of modeling and simulation tools is bringing
academia and industry closer together. While
academia may focus on establishing new the-
ories and models, industry is applying them in
a practical, purposeful manner. The strengthened
linkage between fundamental materials science
and pragmatic engineering is also enhancing
academic studies. Some universities have previ-
ously taught courses in materials processing,
but many programs have had to eliminate indus-
trial-scale or industrial-emulating processing
labs due to shrinking budgets and space/safety
issues. Nevertheless, students are still learning
about manufacturing processes through simula-
tion tools and applications pertinent to indus-
trial-scale shop-floor processes.
Students are also learning to link component-

design methods with material and process simu-
lation tools to further develop skills in holistic

component and systems engineering. A recent
survey has shown that many universities in the
United States are using simulation software
within their curriculum to aid in teaching general
materials science and engineering principles
(Ref 6). The application of simulation software
in universities will develop capable scientists
and engineers for the future who are more
knowledgeable and equipped to develop and
apply additional uses of modeling and simula-
tion tools.

Computational Material and Process
Modeling and Simulation Enablers and
Challenges

Computational materials engineering has
been growing and increasingly deployed
throughout industry due to several critical
enablers:

� Computational speed
� Computational materials engineering soft-

ware/hardware supply chain
� Cost structure for virtual versus physical

manufacturing and analysis

Computational Speed. The issue of compu-
tational speed is critical for industrial applica-
tions. Rapid simulation and analysis of
materials and processes are required within
industry, where design and manufacturing deci-
sions require near-instant turnaround. To sup-
port design and manufacturing decision-
making, simulation tools must provide real-
time input. A rule of thumb within industry is
that simulation run time is “acceptable” if it

runs overnight, with simulation times much
shorter than this being the preference. In some
cases, multiday simulations are still necessary
to enable predictions to the required level of
accuracy to be sufficiently useful for the
intended purpose. These long computational
times are a challenge for industrial applications.
Computational speeds have increased via

three primary means: computer processor speed
increases, increased efficiency of computational
methods, and simplification of models to
increase computation speed while still
providing the required level of prediction accu-
racy and precision. Computer processor speeds
have increased continually in recent years.
Figure 1, for example, shows the rapid increase
in computer processor speeds over the past two
decades. It is significant to note that computer
memory as well as computational speed is
important in enabling rapid computer-based
simulation. The amount of computer memory
for computational processing has actually
increased at a higher rate than processing speed,
as shown in Fig. 1. Both of these factors have
supported the further development and applica-
tion of material and process simulation tools.
Computer codes and computational methods

have been and continue to be developed to enable
parallel processing. Dual- and quad-core personal
computers (PCs) are providing increased
computational speed through parallel processing.
The PC clusters enable even further parallel-
processing capability for software that can use
large numbers of computer processors at the same
time. Further efforts to establish and use
distributed processing are continuing. Local,
flexible networks with computing resources of
various types and architectures are being linked

Fig. 1 Historical comparison of approximate speed and memory capabilities for personal computers (PCs) during the
last two decades. CPU, central processing unit; RAM, random access memory

Introduction to Metals Process Simulation / 5

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



together to enable multiple computational tasks
simultaneously, such as large numbers of simula-
tions within a design-of-experiments task or
large-scale Monte Carlo simulations. Software
tools are now available that can set up and support
sharing of simulation workflows and to distribute
their execution to available computer resources.
Computational Supply Chain. Efficient

simulation codes are being written and main-
tained by code developers and software suppli-
ers. This is a critical enabler and challenge
for continued development and deployment
of computational materials engineering tools. A
computational engineering supply chain is
needed to provide software solutions for various
industries and to develop, enhance, and maintain
these tools for the future. Many software compa-
nies are relatively small and depend on small
niche markets. Survival of such companies and/
or simulation tools is critical to the continued
development and growth of computational mate-
rials engineering within industry. The added
value obtained from a number of software
packages is well known, such that continued pull
from industry will sustain the growth of the soft-
ware market. However, the market will also
determine the number of sustainable codes for
niche applications. It is critical that specialized
codes for specific applications are flexible and
enable linkage with other codes, thereby allow-
ing seamless data passage for maximum benefit
for component and manufacturing process design
applications.
Cost Structure. The cost of computational

materials engineering is a major challenge for
this growing technology. Software suppliers
are working to increase the value of their pro-
ducts through code enhancements and increased
functionality. However, these efforts can lead to
niche software tools and greater software main-
tenance and overhead cost that must be passed
along to users. Computational speed is also crit-
ical, so high-end computers or computer clus-
ters are sometimes required to run enhanced
versions of some codes. The challenges of soft-
ware, infrastructure, and personnel cost may
lead to major barriers for the further utilization
of these tools by small organizations.
The potential of material and process simula-

tion is nearly limitless, but the challenges asso-
ciated with tool enhancement, linkage with
design tools and methods, and the cost relative
to the value added by their application must
be managed. Joint industrial sector efforts
and industry/government consortia are potential
approaches to contend with these challenges,
while further enhancing and enabling the effective
use and growth of this technology (Ref 7–9).

Benefits of Modeling and Simulation

The modeling and simulation of metallurgi-
cal processes and manufacturing methods is
being used for a wide range of applications. Ini-
tial utilization has been for problem solving, in
which simulation tools have been used to guide

engineers to the root cause and potential correc-
tive actions. High-visibility, high-cost chal-
lenges have led to the use of simulation tools
for greater understanding of failures or subopti-
mal component or process capabilities.
Simulation tools have been and will continue

to be used for trend analysis and providing
direction for material or process changes. As
further understanding and validation of models
for specific metallurgical processes is attained,
modeling and simulation tools can be devel-
oped to provide increasingly quantitative pre-
dictions to support design and component-
capability analysis. There are many benefits
from the use of computational material and pro-
cess simulation during the early stages of com-
ponent and system design. Simulation of
materials and processes provides greater under-
standing of component designs and enables
greater product definition. Furthermore, com-
mercial products can exhibit variation in prop-
erties and performance. Through material and
process simulation, these variations can often
be understood and assigned a cause. If reduced
variation is required, then simulation tools can
provide a means to rapidly assess the impact
of material and process parameter and tolerance
changes.
Materials and process simulation also

enables large numbers of virtual experiments
to be conducted in a very short time period
and with significantly less cost than physical
trials. This ability to assess alternative material
and process parameters allows engineers to gain
increased understanding of materials and pro-
cesses at an accelerated rate.
The knowledge captured by conventional

empirical material and process engineering
methods often resides with experienced engi-
neers and scientists or is recorded in limited-
distribution reports and documents. The devel-
opment, utilization, and validation of new mod-
eling and simulation tools is a means of
capturing knowledge that can be effectively
conveyed to subsequent generations of engi-
neers and scientists. Simulation tools provide a
means of examining specific material and pro-
cess examples and providing quantitative pre-
dictions. Empirical knowledge tends to
provide rules of thumb or information from his-
torical examples that are similar to, but do not
exactly match, current or future needs. In con-
trast, validated simulation tools are an enhanced
means of capturing knowledge that can be read-
ily reused for future specific examples.
Modeling and simulation tools within the

materials industry have been used extensively
for industrial problem-solving. Solving indus-
trial problems is often time-sensitive and
requires immediate action. Hence, funding for
simulation capabilities to solve manufacturing
issues has become available along with the
development of new simulation tools them-
selves. As such, simulation tools initially used
in a “reactive” mode to solve problems have
now gained support for introduction into early
design stages in a more proactive manner.

The evolution of material and process model-
ing and simulation tools within industry has been
for direct-benefit applications, such as process
development. These applications are so-called
“hand-to-mouth”-type applications, in which
simulations are conducted to guide engineering
decisions on specific manufacturing methods.
Examples of these types of process design appli-
cations are forging and casting in which
manufacturing process engineers obtain informa-
tion from simulations to establish shop-floor pro-
cess parameters and tolerances. The benefit of
the simulation effort for these applications is
nearly immediately realized after initial manufac-
ture of a component.
The next step in the industrial implementa-

tion of material and process modeling and sim-
ulation tools is to the early stages of component
design. The benefits in this case are not realized
until much later, when the component design is
finalized, the exact processing method and
source (often external for design organizations)
have been defined, and components are manu-
factured and tested to validate acceptance to
application requirements. The extended chain
of engineering, manufacturing, and testing dis-
tances the benefits of modeling and simulation
from the resultant benefits. A holistic approach
to component and system design should there-
fore be adopted to capture and realize the bene-
fits of early-design-stage simulation efforts.
This approach is now being used within a range
of industries for component design and life-
cycle savings and capability enhancements
(Ref 10–12).
Material and process simulation has the

potential to substantially reduce the financial
risk associated with new materials and pro-
cesses. Companies that develop new alloys
can reduce the risk of spending large amounts
of funding and resources on developing, char-
acterizing, and certifying an alloy that may
have a critical issue limiting its widespread
use. Similarly, manufacturing companies often
must develop or specify new equipment for tra-
ditional or new manufacturing processes.
Understanding of the level of control and range
of flexibility of processing parameters can be
critical for the success of a new piece of equip-
ment. Installing a new piece of equipment that
cannot control a critical parameter to the level
required for final component property control
could be a disaster for a company. Simulating
manufacturing processes to support equipment
design and equipment capability specifications
can result in reduced capital expenditure risk,
increase process performance when a new sys-
tem is installed, and enable greater understand-
ing of process windows.

Future Perspective for Computer-Based
Modeling and Simulation

Many examples of material and process mod-
eling and simulation pertain to solutions for
specific examples. Exact simulation results for
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a single set of material and process inputs are
very useful but do not by themselves provide
guidance or understanding to the potential
range of these predicted results in real-world
materials and manufacturing. Characterizing
variation in material and process inputs and
using these sources of variation to provide
understanding for the range of variation of final
predictions in component properties is needed
for future simulation efforts. Probabilistic meth-
ods for design must incorporate distributions in
component properties. Further work is required
to establish standardized methods to predict sta-
tistically relevant distributions of properties for
engineering materials, processes, and compo-
nent designs.
Certification of materials and processes will be

another major area for the application and benefit
of computational materials and process modeling
and simulation. Efforts have already been accom-
plished in the area of materials certification (Ref
13). Material properties are now being predicted
and applied for certification or confirmation of
property compliance, which underlies needed
manufacturing-process controls.
Component and system performance simula-

tions incorporating location-specific material
properties from prior process simulations are also
being performed. For example, the automotive
industry is using crash-simulation tools that take
into account component forming methods and
properties to provide greater fidelity of service
performance predictions (Ref 14, 15). Further
application of materials and process simulation
to certification processes will result in reduced
costs associated with physical tests and will
greatly reduce the lead time for component and
system certification and entry into the market.
The articles in this Handbook provide an

introduction for both students and practicing

engineers. The materials engineering tools
have the potential for location-specific compo-
nent design and optimization for enhanced
component performance and reduced cost. The
future of materials and process modeling and
simulation appears to be past a critical point
where benefits are becoming clear and indus-
trial utilization and pull are greatly expanding.
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Thermophysical Properties of Liquids
and Solidification Microstructure
Characteristics—Benchmark Data
Generated in Microgravity
Hans J. Fecht, Ulm University, Germany
Bernard Billia, Aix-Marseille Université and CNRS, France

FOR A WIDE RANGE of new or better pro-
ducts, solidification processing of metallic
materials from the melt is a step of uppermost
importance in the industrial production chain.
Examples of such advanced products include
turbine blades for energy production in land-
based power plants and for jet engines, low-
emission energy-effective engines for cars,
lightweight metallic foams for absorbing
crashes, so-called supermetals (amorphous
metallic alloys) as thin sheets for electronic
components with ultimate strength, high-
performance magnets, medical implants such
as hip replacements, and fine metallic powders
to catalyze chemical reactions, to name just a
few. Furthermore, the production and fabrica-
tion of alloys, together with the casting and
foundry industry, generate a considerable
amount of wealth (Fig. 1a, c). The market is
huge; the millions of tons of total castings pro-
duced worldwide are worth approximately 100
billion U.S. dollars per year. For example,
Hydro (a division of Norsk Hydro ASA, Oslo,
Norway) is providing more than 200,000 units
of the V6 diesel engine block shown in Fig. 1
(a) to Mercedes-Benz (a division of Daimler
AG, Stuttgart, Germany); the Engine Alliance
(GE and Pratt and Whitney) has developed the
new high-bypass GP7200 engine (Fig. 1c) for
the Airbus A380. The continuation of wealth
generation by the casting and foundry industry
relies on the design and optimization of
advanced materials processing, with increased
efficiency at reduced cost.
Accordingly, to produce materials meeting

specifications and performance requirements
never seen in the past, which often implies
breaking existing technology barriers, the solid-
ification processing of metallic structural mate-
rials must be controlled with ever-increasing

precision, especially because it is expected that
materials for tomorrow will be optimized in
their design and more efficiently produced.
Theoretical modeling and predictive quantita-
tive numerical simulations of grain structure
formation in solidification processes using
sophisticated integrated software (Ref 1, 2)
have become the manufacturers’ tool-of-choice
for optimizing processing routes and to
improve casting quality and reproducibility,
yield strength, and other properties (Fig. 1b, d).
There are two essential aspects for the con-

tinuous progress of integrated software serving
materials design and processing at casthouses:

� The reliable determination of the thermo-
physical and related properties of metallic
melts in order to understand the fundamen-
tals of complex melts (e.g., multicomponent
alloys, intermetallics, semiconductors, etc.)

� The reliable determination of the formation
and selection mechanisms at microstructure
scales in order to understand the fundamentals
of casting and other solidification processes
(foundry, welding, microelectronic soldering,
etc.) and to foster the development of quantita-
tive predictive numerical simulation

In practice, the improvement of the design and
processing of advanced materials follows the
progress of the sophisticated numerical simula-
tions developed following the explosion in avail-
able computational resources. Close comparison
with precisely controlled benchmark experim-
ents is necessary for guidance and validation.
Researchers and engineers are seeking simpler
model experiments that will capture the essence
of the thermophysical phenomena to feed
numerical simulations with better fundamentals
of solidification microstructure formation for

processmodeling and uncorrupted physicochemi-
cal materials parameters. The goal is to generate
reliable data for comparison of numerical simula-
tion predictions of microstructure evolution and
solidification processing.
Research conducted in the reduced-gravity

environment of space is making significant con-
tributions by rendering negligible one of the
most critical parameters, gravity, which can
interact in multiple ways in experiments on
the ground. The basic understandings learned
from these studies, freed from the churning of
the alloy melt by gravity-driven fluid flow, are
fostering the development of physically better
and more accurate models for solidification
microstructure development, the prediction of
materials properties, and, eventually, may open
ways to improve manufacturing on Earth.
Materials processing in space affords a way to

remedy the lack of standards that modeling and
numerical simulation teams need and is therefore
a key area of microgravity research (Ref 3–8).
Aside from the basics ofmaterials processing, that
is, grain structure, dendrite morphology, mushy
zone characteristics, columnar-to-equiaxed tran-
sition conditions, micro- and macrosegregation
of chemical species, and so on, a number of topics
have been included in the research program:
eutectic, peritectic, monotectic, and intermetallic
alloy growth, and, more generally, multiphase
multicomponent alloy solidification.

Casting and Solidification
Processing from the Melt

Solidification of a molten metallic alloy is a
thermodynamically nonequilibrium process.
Without special attention, the solidification pro-
cess installs a polycrystalline grain structure in
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the material (Fig. 1d). In each grain, the growth
front reorganizes itself into a diversity of
microstructures rather than evolving evenly in
space and smoothly in time. The most prevalent
solidification microstructures exhibit a dendritic
morphology. Columnar dendrites (Fig. 2a) are
required for aeroengine turbine blades capable
of operating at ever higher temperatures with
excellent creep properties and long service life.
A dendritic equiaxed grain structure (Fig. 2b) is
desirable for homogeneous, macroscopic
behavior under mechanical stress, such as for
car engine blocks. The columnar-to-equiaxed
transition is thus a critical issue in casting

(Fig. 2c) (Ref 9). Besides the grain structure,
the dendrites, which control the mechanical
properties through their branch spacing and
concomitant microsegregation of the chemical
species, must be designed in accordance with
new materials specifications.
Actually, the relevant length scales in casting

are widespread over 10 orders of magnitude. At
the nanometer scale, atomic attachment deter-
mines the growth kinetics, and the change in
atomic arrangement between solid and melt
determines the solid-liquid interfacial energy;
crystalline defects such as dislocations also are
observed. Macroscopic fluid flow driven by

gravity or imposed by an external stimulus
(electromagnetic field, vibration, etc.) occurs
in the melt at the meter scale of the cast prod-
uct. The characteristic scales associated with
the solidification microstructures are meso-
scopic, that is, intermediate, ranging from den-
drite tip/arm scale (1 to 100 mm) to the grain
size (millimeter to centimeter). It follows that
controlling the grain structure of the product
and inner microstructure of the grains during
the liquid-to-solid phase transition is paramount
for the quality and reliability of castings, as
well as for tailoring new advanced materials
for specific technological applications.
To reliably determine the thermophysical and

related properties of metallic melts and the for-
mation and selection mechanisms at micro-
structure scales, a comprehensive strategy has
been established that is based on benchmark
experiments on technical and selected model
alloy systems. Most of these simplified model
experiments are carried out under the terrestrial
conditions encountered in practice at industrial
casthouses, where gravity-driven effects are
unavoidable.
First, significant fluid flow in the melt drives

segregation of the chemical species that can be
characterized by x-ray radiography at the mac-
roscopic sample scale for both thermal con-
vection and solutal convection. Thermal
convection effects are shown in Fig. 3. The hor-
izontal bands in Fig. 3(a) show how the indium
concentration stratifies in the liquid ahead of
the growth front (Ref 10, 11). The indium con-
centration stratifications and the growth front
predicted by the cellular automaton finite-element
(CAFE) model are illustrated in Fig. 3(b)
(Ref 12). Solutal convection during directional
solidification is shown in Fig. 4 (Ref 13). The
development of solute plumes in the dendritic

Fig. 1 Representative examples of high-tech castings and integrated-software contributions to processing control. (a) V6 diesel engine blocks cast for Mercedes cars by Hydro
Aluminium. #Norsk Hydro. Used with permission. (b) MAGMASOFT numerical simulation of the surface temperature distribution over an engine car block

immediately after mold filling. For such a large piece of metal, the temperature varies considerably because the cooling rate is high close to the surface. Courtesy of H. Fecht.
(c) Cutaway view of the Engine Alliance GP7200 engine for the Airbus A380, with a closeup of the turbine blades. #The Engine Alliance. (d) THERCAST simulated three-
dimensional grain structure in a turbine blade geometry produced by investment casting, with the selection with time of a few columnar grains visible on the outer surface.
Courtesy of Ch.-A. Gandin

Fig. 2 (a) Columnar dendritic growth in a directionally solidified Co-Sm-Cu peritectic alloy showing primary and
secondary arms. The view of the dendrite array is obtained by etching away the Co17Sm2 matrix from the

primary cobalt dendrites. Courtesy of R. Glardon and W. Kurz, École Polytechnique Fédérale de Lausanne. (b)
Equiaxed grains growing in the melt during cooling of an Al-4wt%Cu alloy. Observed by synchrotron x-ray
radiography at the European Synchrotron Radiation Facility (Institut Matériaux Microélectronique Nanosciences de
Provence, Univ. Paul Cézanne). Equiaxed crystals have dendritic branches that are not identical to one another,
because the arms are not feeling neighbor interactions at the same time. (c) Input on the columnar-to-equiaxed
transition in unrefined Al-7wt%Si from the microgravity experiment MACE A in the sounding rocket Maxus 7 and
corresponding R2sol axisymmetric two-dimensional numerical simulation of grain structure (Ref 9) showing
qualitative agreement. Courtesy of the Columnar-Equiaxed Transition in Solidification Processing (CETSOL) European
Space Agency Microgravity Applications Promotion Program
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mush is shown in Fig. 4(a), and the
corresponding flow fields are represented in
Fig. 4(b). An x-ray radiography configuration
is shown in Fig. 4(c).
Second, sedimentation of solid pieces (e.g.,

equiaxed grains, detached dendrite fragments,
etc.) is observed (Fig. 5), the description of

which involves evolution at thinner microstruc-
ture scale(s) and is still a largely pending issue
in modeling (Ref 14). In solidification proces-
sing, for example, casting or cooling down, a
characteristic sedimentation cone of fine
equiaxed crystals generally is seen at the bot-
tom part of the ingot. A longitudinal cross

section (Fig. 6a) of an aluminum-base alloy
casting shows the grain morphologies that
develop during solidification (Ref 15). When
the equiaxed grains are allowed to move during
CAFE numerical simulation, the predicted
grain structure (Fig. 6b) is in qualitative agree-
ment with experiment (Ref 16). The simulation
without grain movement is drastically different,
showing a homogeneous structure of equiaxed
grains (Fig. 6c), which is actually very similar
to the grain structure obtained in microgravity
processing (Fig. 6d) (Ref 17). Grain growth
during cooling down at 1 g with strong settling
effects yields a microstructure with fine
equiaxed crystals at the bottom of the ingot
(Fig. 6e).
Experiments in the limit of diffusion-

controlled heat and mass transport in the low-
gravity environment of space, and free from
sedimentation, eliminate the intricate interac-
tions of various gravity-driven factors (fluid
flow, particle/grain sedimentation, bending
under weight, etc.) that take place at the multi-
ple length scales of solidification processing
(Fig. 7) (Ref 18, 19). The dendrite length scales
are the most critical for material strength and
malleability/forming. These experiments pro-
vide timely benchmark data on material physi-
cochemical properties and the solidification
microstructure that are necessary to the clarifi-
cation of critical pending issues and the sound
advancement and validation of numerical pre-
dictions (Ref 20–22).
Reduced-gravity platforms have thus risen as

unique research tools. The reduced-gravity
facilities currently in use, which include drop
towers, parabolic flights, sounding rockets, and
satellites, are now complemented by the Inter-
national Space Station (ISS), affording a variety
of materials science facilities in a microgravity
environment.

Materials Processing in Space

Low-Gravity Platforms and Facilities

Fresh insights into the fundamentals of
metallic alloy solidification can be gained with
the potential of engineering novel microstruc-
tures. Examples for high-tech systems are
high-temperature superalloys (e.g., nickel base
and titanium base); low-weight, high-strength
cast-to-shape metals (aluminum, magnesium,
steel); metallic glasses; and nanomaterials.
The space environment allows levitated melts
to be controlled effectively at temperatures up
to 2200 K (3500 �F), which, in turn, enables
critical liquid physicochemical parameters to
be measured much more accurately than in an
Earth-based laboratory. Cooperatively, these
cornerstone research activities ultimately con-
tribute to the improved validation of numerical
models of solidification processing from the
melt, as was mentioned earlier.
To perform these experiments, it is important

to have access to extended periods of reduced

Fig. 3 Solidifying Ga-5wt%In alloy 165 min after beginning of cooling. (a) Indium stratification in the liquid (colored
horizontal bands) and growth front morphology (field of view: 0.048 m width, 0.033 m height; TA, TB, and TC

indicate the positions of the thermocouples) (Ref 10, 11). (b) Map of indium concentration (wt%) predicted by the
cellular automaton finite-element model (thick black line: growth front deduced from the cellular automaton model)
(Ref 12)

Fig. 4 Dendritic growth in directional solidification of Ga-30wt%In (Ref 13). (a) Snapshot of growing dendritic mush
with solutal plumes in the melt showing solute segregation obtained by in situ x-ray radioscopic imaging.

(b) Corresponding flow field (vector plot) calculated by optical flow approach at the given time offsets relative to the
first image. Contour lines correspond to lines of constant brightness/solute concentration in (a). (c) Schematic drawing
of the radiography setup based on the microfocus x-ray source that will be used for sounding-rocket experiment
MASER 12 on aluminum-copper alloy. Field of view and magnification are controlled by L1 and L2

Fig. 5 (a, b) Sedimentation of growing equiaxed grains recorded by synchrotron x-ray radiography in columnar-to-
equiaxed transition following a jump in pulling rate from 1.5 to 15 mm/s at t0. Directional solidification of a

refined Al-3.5wt%Ni alloy, G = 30 K/cm (Ref 14). (c) Sedimentation of a detached secondary arm (composite
radiograph) during directional cooling down of Al-7wt%Si (Institut Matériaux Microélectronique Nanosciences de
Provence, Univ. Paul Cézanne)
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gravity, available in unmanned satellites and
on retrievable platforms such as Foton (Russian
science satellite) and the European Retrievable
Carrier (European Space Agency science satel-
lite), National Aeronautics and Space

Administration (NASA) shuttles, and space sta-
tions (Mir, ISS). After many years of definition
and preparation, and despite occasional slow-
downs brought on by fluctuations in govern-
mental space policies regarding support of ISS

assembly and utilization and also the unfortu-
nate Columbia accident, a series of micrograv-
ity experiments in materials research is now
commencing onboard the ISS in a number of
multiuser facilities afforded by major space
agencies, such as the European Space Agency
(ESA) in the Columbus module (Fig. 8). For
the sake of completeness, it is valuable to
briefly introduce some of the available tools of
interest to the materials science community in
the ISS era that are expected be used to 2020
and perhaps somewhat beyond.
In the field of materials research, both direc-

tional and isothermal solidification experiments
will be performed in the Materials Science Lab-
oratory (MSL) using dedicated furnace inserts,
with the possibility of applying stimuli such as
a rotating magnetic field to force fluid flow
under microgravity conditions. The electromag-
netic levitator (EML) will enable containerless
melting and solidification of alloys and semi-
conductor samples, either under ultrahigh vac-
uum or high-purity gaseous atmospheres.
Furthermore, the EML is equipped with highly
advanced diagnostic tools that allow accurate
measurements of thermophysical properties as
well as direct observation of the experiment
during flight by high-speed videography (see
further discussion in the next section of this
article).
The synergy of competences gained by team-

ing together scientists from academia and
research-and-development engineers from
industry on focused critical fields, which has
been fostered by the space agencies involved
in the ISS utilization (Ref 23), is proving to
have a significant, positive return on the intel-
lectual and financial investment. A striking
example is the ESA-European Union integrated
project IMPRESS (Intermetallic Materials Pro-
cessing in Relation to Earth and Space Solidifi-
cation) that comprises approximately 40
industrial and academic research groups from
15 countries in Europe, as shown in Fig. 9(a)
(Ref 24). Among others, a new intermetallic
aluminum-titanium alloy was developed for
investment casting of lightweight, high-strength
turbine blades for next-generation aeroengines
(Fig. 9b), which are expected to contribute to
reducing fuel consumption. Also, the first frac-
tallike aggregates of catalytic nickel (Fig. 9c),
for potential high-performance fuel cell appli-
cations, were produced in low gravity, where
collapse under their own weight is suppressed.

Selected Highlights: Microgravity
Research Inputs to Modeling and
Numerical Simulation

Liberated from bothersome gravity-driven
effects, new, major outcomes are expected from
the ISS era that will build on pioneer and pre-
cursor experiments that have paved the way
(e.g., Ref 3–8), in particular by making use of
NASA’s space shuttles or the Salyut and Mir
space stations. Rather than an exhaustive

Fig. 6 (a) Longitudinal cross section of an aluminum-base alloy (height = 120mm) cast in a steel mold (Ref 15).
Numerical simulation of grain structure in a cast Al-7wt%Si alloy (Ref 16) when grain movement is

(b) included and (c) impeded. Equiaxed growth of refined Al-4wt%Cu alloy (Ref 17) in microgravity (d) with regular
equiaxed grains and (e) at 1 g with a strong settling effect

Fig. 7 (a) Postmortem observation of transverse cross section of a columnar dendritic array formed in microgravity at
V = 4.2 mm/s and G = 30 K/cm in Al-26wt%Cu (D1-Spacelab mission, 1985), with huge dendrite spacing (1.5

mm) compared to that on Earth (450 mm). (b) Outputs: microgravity data (filled symbols) following the diffusion theory
(dashed line) in the nondimensional diagram of dendrite spacing against growth velocity. The inset is a three-
dimensional reconstruction of the morphology of an individual dendrite from a series of closely spaced cross sections
and shows the coarsening of side arms (Ref 18, 19). In situ characterization of dendrite-free growth in an
undercooled melt of transparent organic surrogates for metals (Ref 20–22). (c) Images of the formation of a
succinonitrile dendrite. (d) Diagram showing a slowing down of dendrite growth velocity (Pe � V1/2) in the absence
of fluid flow (filled circles: microgravity data, Isothermal Dendritic Growth Experiment/U.S. Microgravity Payload
(USMP)-4, 1997; open circles: 1 g data)

Thermophysical Properties of Liquids and Solidification Microstructure Characteristics / 11

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



compilation, representative success stories that
have impacted science and applications are
highlighted next.

Dendritic Growth Studies. Two striking
examples of important low-gravity solidifica-
tion experiments are shown in Fig. 7. Dendritic
directional solidification of aluminum-copper
alloys was performed in microgravity in the
Gradient Heating Facility instrument of the
French space agency, CNES, during the D1-
Spacelab mission in 1985. The drastic reduction
in primary dendrite spacing on Earth due to
gravity-driven fluid flow was unambiguously
demonstrated (Ref 18, 19).

The Isothermal Dendritic Growth Experi-
ment (IDGE) provided a separate and quantita-
tive test of the Ivantsov steady-state shape and
selection theory of free dendrite growth under
diffusion transport, which was not possible
before (Ref 20–22). Hundreds of IDGE experi-
ments were carried out aboard the Space Shut-
tle Columbia as part of NASA’s U.S.
Microgravity Payload (USMP)-2 to -4 Shuttle
missions in 1994, 1996, and 1997. Dendrites
were monitored in situ in pure succinonitrile
and pivalic acid, which exhibit significantly dif-
ferent tip shapes and overall morphologies.
Both steady-state tip speed and tip radii were

measured as functions of the initial supercool-
ing from the global dendrite images provided
by the IDGE flight instruments (35 mm films
and then full gray-scale videos).

Electromagnetic Levitation. In recent years,
there has been a great deal of work on prepara-
tory experiments in precursor instruments of
ISS facilities. For instance, using an electro-
magnetic levitator, surface oscillations of the
liquid hot drop with a diameter of 8 mm (Fig.
10a) can be introduced by an electromagnetic
pulse and the results captured by a high-speed,
high-resolution video camera. The surface ten-
sion as a function of temperature in the range

Fig. 8 Schematic presentation of (a) the Materials Science Laboratory and (b) the electromagnetic levitator reaching temperatures up to 2200 K (3500 �F). Courtesy of EADS
Astrium, Germany

Fig. 9 Intermetallic Materials Processing in Relation to Earth and Space Solidification (IMPRESS) integrated project. (a) Geographical distribution of IMPRESS partners in Europe.
Courtesy of European Space Agency (ESA). (b) Lightweight, high-strength TiAl turbine blades. Courtesy of ACCESS e.V., Germany. (c) Fractal-like aggregate of catalytic

nickel. Courtesy of IFAM, Bremen, Germany, via ESA
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of 1300 to 1750 K (1100 to 1480 �C, or 1880 to
2690 �F) for liquid Ni-75at.%Al processed
under 10 s of low gravity in four parabolic
flights is shown in Fig. 10(b).
It should be stressed that the EML is per-

fectly adequate for measuring thermophysical
properties of deeply undercooled melts. Indeed,
such undercoolings are required to freeze
metallic alloys as amorphous materials with
unique mechanical properties (Fig. 11a). Due
to their excellent forming ability (Fig. 11b),
metallic glasses have found diverse applications
in common life, from cellular phones (Fig. 11c)
to sporting goods (golf club heads, baseball
bats, tennis rackets, etc.). (Because the material
absorbs less energy than traditional materials,
more energy is transferred to the ball and less
to the player’s hands, giving a “soft” feel.)
Also, metallic glasses are used in high-tech
applications such as microelectromechanical
systems technology (Ref 26). It is worth noting
that samples from California Institute of Tech-
nology processed on the space shuttle Columbia

(Microgravity Sciences Laboratory-1 mission,
1997) in the electromagnetic containerless
metal-processing facility TEMPUS of the Ger-
man Space Agency DLR yielded the first mea-
surements of specific heat and thermal expansion
of glass-forming metallic alloys and the highest
temperature (2273 K, or 2000 �C, or 3630 �F)
and largest undercooling (340 K, or 340 �C, or
610 �F) ever achieved in space (Ref 27).

Levitation of moltenmetals and othermaterials
has been developed to solve a series of practical
issues. First, high-temperature chemical reactivity
between the liquid and container, if any, can be
devastating (e.g., silicon in contact with graphite);
sample contamination can lead to drastically erro-
neous phase transformation and thermophysical
properties data. Second, heterogeneous nucle-
ation of solid phases easily occurs at the container
wall, making deep undercooling and growth of
metastable phases unattainable. Conversely, with-
out a container, undercoolings reaching several
hundred degrees Kelvin below the melting point
are now produced.

Microgravity has additional advantages over
containerless levitation processing. Indeed, segre-
gation and sedimentation effects become negligi-
ble, and uniform mixing is achieved; also, much
larger samples can be levitated than is possible
on Earth. However, levitation is still not straight-
forward in microgravity, where residual gravity
and capillary forces at the fluid surfaces are still
at work. (Everyone has seen astronauts on televi-
sion catching free-floating water drops to drink.)
Stable sample positioning, which must be
ensured, for example, for heating with lasers or
pyrometry measurements, is easier in micrograv-
ity and requires weaker electromagnetic fields.
For more than 20 years, space agencies have

been developing levitators using electromag-
netic forces as well as acoustic waves or elec-
trostatic forces. Electromagnetic levitators
(e.g., Fig. 8b) take advantage of well-known
phenomena that follow from Maxwell’s equa-
tions. High-frequency alternating and/or static
magnetic fields are generated by passing a cur-
rent through an assembly of coils shaped for
positioning and heating. The applied electro-
magnetic field induces eddy currents in the
metallic sample placed between the coils that,
due to the Joule effect, heat and may even melt
the sample. The coupling of these currents with
the applied electromagnetic field is used to
impose a lifting force on the sample, which is
concomitantly undergoing fluid flow driven by
the electromagnetic forces when molten.
Also in the EML, solidification of the metal-

lic drop can be triggered and resolved in time
with a high-speed camera (Fig. 12a) (Ref 28).
This mimics the growth of a single equiaxed
dendritic grain in a casting (Ref 29), which
affords a case study for interactive feedback
with numerical modeling. A comparison shows
that the prediction by a three-dimensional
CAFE model (Fig. 12b), which integrates
dynamic memory allocation methods for the
creation of the cellular automaton grid based
on a finite-element mesh (Fig. 12c), is already
in qualitative agreement with observation.
Solidification and Casting. A series of

ground and sounding-rocket experiments were

Fig. 11 (a) Elastic limit and strength of bulk metallic glasses (BMGs) compared to other materials. (b) Examples of shapes obtained for the BMG Zr41Ti14Cu12.5Ni10Be22.5 (Ref 25).
(c) Vertu cell phone with subframe and battery case made of thin BMG sheets with extremely high strength, hardness, and scratch resistance (Ref 26)

Fig. 10 (a) Video image of a fully spherical liquid sample of titanium in an electromagnetic levitator obtained in a
parabolic flight. This allows measuring the surface tension and viscosity of liquid metallic alloys at elevated

temperature with high accuracy. Courtesy of European Space Agency. (b) Surface tension of a drop of molten Ni-75at.%
Al between 1300 and 1750 K (1100 and 1480 �C, or 1880 and 2690 �F). Adapted from R. Wunderlich, Ulm University.
European Space Agency-German Space Agency (DLR) ThermoLab project
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carried out within the Microstructure Formation
in Castings of Technical Alloys under Diffusive
and Magnetically Controlled Convective Condi-
tions (MICAST), Columnar-Equiaxed Transition
in Solidification Processing (CETSOL), and
IMPRESS projects to prepare the utilization of
the Low-Gradient Facility and the Solidification
with Quenching Facility in the MSL. Unexpect-
edly, it was found that fluid flow, either driven by
gravity or forced by a magnetic field, was enhanc-
ing dendrite arm coarsening despite the tip radius
(Fig. 13a) not being affected. Benchmarking of
the columnar-to-equiaxed transition (CET) has
begun on Al-7wt%Si alloys in theMaxus 7 sound-
ing rocket, and results suggest that the presence or
absence of CET should be linked to the effective-
ness of melt inoculation by dendrite arm fragmen-
tation. For the sake of comparison, development of
phase-field modeling (Ref 30–33) is pursued to
reach quantitative numerical prediction from the
scale of the dendrite tip (Fig. 13b) (Ref 34) to the
scale of cooperative array growth (Fig. 13c).

In Situ and Real-Time Monitoring of
Solidification Processing

The development of in situ, real-time diagnos-
tics to clarify the dynamic phenomena acting
and interacting in the formation of the solidifica-
tion microstructure in processing was, and is
still, a major challenge. This has been success-
fully accomplished using optical methods on
transparent systems that freeze similar to metals,
with the main focus on growth morphology (Fig.
7c, Fig. 14a–c). More recently, x-ray imaging of
representative metallic systems (e.g., aluminum-
silicon alloys are the most widely used alloys for
aluminum cast parts), with pioneering work at
synchrotrons such as the European Synchrotron
Radiation Facility (Fig. 5, Fig.14d, e), has made
possible the in situ monitoring of solidification
of “real” materials of interest to industry, which
are opaque to visible light (Ref 14, 35–43).
Beyond the formation, selection, if any, and sta-
bility of the solidification microstructure,

unprecedented insight can be gained on chemical
segregation and mechanical effects. This
endeavor is resulting in new facilities for the
ISS and sounding rockets.

Conclusion and Perspectives

Cast materials are common objects in everyday
life (car and jet engines, metallic skeletons of
buildings, dental and orthopedic implants, etc.).
They are used primarily because of their attractive
mechanical properties and the ability to sustain
and/or transmit forces with negligible damage.
The latest developments have been achieved
through solidification processing from the melt
on Earth and in space, to improve casting facilities.
Examples are chill casting of complex parts into
net shape products and gas atomization and pow-
der production of catalytic compounds. To achieve
these goals reliably, there has been a worldwide
effort to develop sophisticated computer models,
which, in all aspects of industrial materials proces-
sing, supports long-term sustainability and tech-
nology leadership on a global scale. Thus, most
national space agencies have established or are
establishing strong scientific programs to use
space as a critical, complementary venue to expe-
dite the development of new products through the
fundamental advances acquired from parabolic
flights, sounding rockets, and the ISS.
Since the Bronze Age, mankind has engi-

neered materials to suit its purposes, and,
acknowledging that today (2010) man is living
“on the boundary between the Iron Age and
the New Material Age” (Ref 44), basic research
on solidification processing in microgravity can
provide important insights to the engineering of
materials on Earth. Interest in multicomponent,
multiphase alloys, including metastable phases,
and functional materials is expanding. For
instance, eutectic ceramic oxides are promising
in situ composites for high-temperature structural
applications (Fig. 15a), but only if processing is
carefully designed to tailor the solid-solid

Fig. 12 (a) High-speed video images obtained in a parabolic flight during solidification at 70 K (126 �F)
undercooling of an Fe-0.0046wt%C-0.636Mn sample in an electromagnetic levitator. The images show

the growth of a dendritic grain (light gray) into the alloy melt (dark gray). Courtesy of D. Herlach et al., German
Space Agency (DLR)-Köln. Corresponding numerical simulation using a three-dimensional cellular automaton finite-
element model shows (b) the envelope of the growing grain and (c) the active (darker or red) chevron-shaped region
through the midsection of the sphere and deactivated (bright or green area at top of sphere) elements at this
computation time step. Courtesy of Ch.-A. Gandin, Centre for Material Forming (CEMEF), Chill Cooling for the
Electro-Magnetic Levitator in Relation with Continuous Casting of Steel (CCEMLCC), European Space Agency-
Microgravity Applications Promotion Project

Fig. 13 (a) Decanted solid-liquid interfaces of Al-7Si-Mg samples directionally solidified without and with rotating magnetic field (RMF). (b) Three-dimensional phase-field
simulation of AlSi7 dendrite with silicon solute field, revealing the dendrite tips (Ref 34). Courtesy of ACCESS e.V., Germany. (c) Two-dimensional phase-field

simulation of nickel-aluminum solidification showing primary Ni2Al3 dendrites (dark-gray cross-hair morphology regions, or blue), NiAl3 peritectic (bright areas, or green), and the
remaining liquid (dark regions within the other two regions, or red/brown). Courtesy of A. Mullis, University of Leeds
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Fig. 14 In situ and real-time observation of the solidification microstructure in three-dimensional samples. Optical methods on transparent model systems. (a, b) [001]-dendrites
viewed from above during directional solidification of dilute succinonitrile-camphor alloys in the Device for the Study of Critical Liquids and Crystallization (DECLIC)-

Directional Solidification Insert of the French Space Agency, CNES (Ref 41, 42), showing that the localization of vertical dendrites at the center in the ground experiment (a) is
effectively cured in microgravity experiments under diffusion transport (b), as recently observed in the first microgravity experiments carried out on the International Space Station,
where laterally extended arrays of dendrites formed. Courtesy of Institut Matériaux Microélectronique Nanosciences de Provence (IM2NP), Univ. Paul Cézanne. (c) Zigzag
instability of lamellae in directional solidification of CBr4-C2Cl6 eutectic in Directional Solidification Laboratory (DIRSOL) model (Ref 43). Synchrotron x-ray imaging on metallic
systems: (d) Disorienting on the dendrite stem (evidenced by the splitting of the dendrite image into pieces on topographs) during directional cooling of Al-7wt%Si. Courtesy of
IM2NP, Univ. Paul Cézanne. (e) Solute field in the interdendritic liquid, varying from 33 wt% Cu (black) to 30 wt% Cu (light-gray region at top of image, or yellow online) in the
melt ahead (dendrites are white), determined from the gray levels in the radiograph below (Ref 35, 37)

Fig. 15 Al2O3/yttrium-aluminum garnet (YAG) eutectic ceramics. (a) Dependence of high-temperature flexure strength on processing. Transmission electron microscopy revealing
(b) the presence of an amorphous phase at the grain boundary in the sintered material and (c) a perfect interface in the directionally solidified material (Ref 45). (d) Grain

structure in a polycrystalline wafer cut in directionally solidified silicon showing normal size grains (1) and small grains (2), or grits (Ref 46)
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interfaces at the nanometer scale (Fig. 15b, c).
The interfaces act as barriers to high-tempera-
ture dislocation motion, which increases resis-
tance to plastic deformation (Ref 45).
Polycrystalline silicon for photovoltaic solar
cells is another example of a functional material
produced by solidification processing. As the
demand for clean-energy production increases,
the need for efficient solar cells is expected to
rise exponentially. To achieve solar cell effi-
ciency, the research focus is on understanding
and preventing the transition to small-grain,
equiaxed-like growth, because grain boundaries
impede the flow of electrons and favor detri-
mental electron-hole recombination, thereby
reducing the power output (Fig. 15d) (Ref 46).
Using the reduced-gravity environment of

space to generate benchmark data to input model-
ing and numerical simulation of materials proces-
sing and advance materials engineering is
doubtless appealing. Yet, potential users must be
aware that weightlessness is only approached in
space experiments. Residual gravity (10�6 to
10�3 Earth gravity) is a vector field that varies in
space and over a frequency spectrum in time and
also depends on crew activity on manned space-
crafts. Thus, the efficiency of gravity reduction
must be estimated case by case using an order-
of-magnitude analysis (Ref 47; see also Chapter
14 in Ref 4) or direct numerical simulation. Mod-
eling and simulation are all the more important
because costs are huge for academic and
research-and-development laboratories, and the
return on own-money investment is not necessar-
ily as rapid as expected in industry. Furthermore,
in light of the hazards that have impacted ISS
assembling and utilization funding in the last
decade, it is certainly a prerequisite that continued
governmental political and financial support
through the space agencies persist to give confi-
dence to individuals or companies willing to
invest careers or funds in using such a unique
and opportune research tool that has now reached
maturity.
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32. B. Böttger, J. Eiken, and I. Steinbach,
Phase-Field Simulation of Equiaxed Solidi-
fication in Technical Alloys, Acta Mater.,
Vol 54, 2006, p 2697–2704

16 / Input Data for Simulations

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



33. I. Steinbach, Pattern Formation in Con-
strained Dendritic Growth with Solutal
Buoyancy, Acta Mater., Vol 57, 2009,
p 2640–2645

34. G. Zimmermann, L. Sturz, and M. Walter-
fang, Directional Solidification of Al-7Si
Based Alloys in a Rotating Magnetic Field,
Solidification Processing 2007, H. Jones,
Ed., University of Sheffield, Sheffield,
U.K., 2007, p 395–399

35. R.H. Mathiesen, L. Arnberg, K. Rams�skar,
T. Weitkamp, C. Rau, and A. Snigirev,
Time-Resolved X-Ray Imaging of Aluminum
Alloy Solidification Processes, Metall. Mater.
Trans. B, Vol 33, 2002, p 613–623

36. B. Billia, N. Bergeon, H. Nguyen-Thi, H.
Jamgotchian, J. Gastaldi, and G. Grange,
Cumulative Mechanical Moments and
Microstructure Deformation Induced by
Growth Shape in Columnar Solidification,
Phys. Rev. Lett., Vol 93, 2004, p 126105

37. R.H. Mathiesen and L. Arnberg, X-ray
Radiography Observations of Columnar
Dendritic Growth and Constitutional
Undercooling in an Al-30wt%Cu Alloy,
Acta Mater., Vol 53, 2005, p 947–956

38. H. Yasuda, I. Ohnaka, K. Kawasaki,
A. Sugiyama, T. Ohmichi, J. Iwane, and
K. Umetani, Direct Observation of Stray
Crystal Formation in Unidirectional Solid-
ification of Sn-Bi Alloy by X-Ray Imag-
ing, J. Cryst. Growth, Vol 262, 2004,
p 645–652

39. B. Li, H.D. Brody, and A. Kazimirov, Syn-
chrotron Microradiography of Temperature
Gradient Zone Melting in Directional
Solidification, Metall. Mater. Trans. A,
Vol 37, 2006, p 1039–1044

40. G. Reinhart, A. Buffet, H. Nguyen-Thi,
B. Billia, H. Jung, N. Mangelinck-Noël,
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Thermophysical Properties
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ADVANCED COMPUTER SIMULATION
TECHNOLOGY is a powerful tool used to under-
stand the critical aspects of heat-transfer and fluid-
transport phenomena and their relationships to
metallurgical structures and defect formation in
metal casting and solidification processes.
Computational models are enabling the design
and production of more economical and higher-
quality castings. To produce accurate and reliable
simulation of the complex solidification pro-
cesses, accurate, self-consistent, and realistic ther-
mophysical properties input data are necessary.
Unfortunately, reliable data for many alloys of
industrial interest are very limited.
Sand, ceramic, andmetal molds are extensively

used to cast most metals. During the solidification
process, the predominant resistance to heat flow is
within the mold/metal interface and the mold
itself; thus, the primary interest is not the mold
thermal history but rather the rate at which the
heat is extracted from the solidifying metal.
Therefore, heat transfer is the governing phenom-
enon in any casting process. Heat transfer is fun-
damentally described by the heat-transfer
coefficient, the temperature gradient, the geome-
try of the system, and the thermophysical proper-
ties of both metal and mold material.
Table 1 shows the required thermophysical

properties that must be available for input before
reliable numerical simulations of a casting or
solidification process can be performed, as well
as their influence in the prediction of defects. Cur-
rent commercial software requires that the ther-
mal conductivity, specific heat capacity, latent
heat, solidus and liquidus temperatures, and den-
sity must be known for heat-transfer operations.
Viscosity, density, wetting angle, and surface ten-
sion of the molten alloy are required for fluid flow
operations. In addition to the metal properties,
mold materials properties are also needed to con-
duct an effective simulation.

Sources and Availability of Reliable
Data

The thermophysical property data found in
the literature for engineering and design calcu-
lations of casting processes must not be used

indiscriminately without knowing their source
and reliability. Prior to using a given set of
data, it is very important to critically evaluate
and analyze the available thermophysical prop-
erty data, to give judgment on their reliability
and accuracy.
There are several main sources of thermo-

physical property data that provide the most
authoritative and comprehensive compilations
of critically and systematically evaluated data
that are presently available. The challenge of
finding data is discussed in Ref 2. The data
have been published and can be found in the
following resources:

� The Center for Information and Numerical
Data Analysis and Synthesis (CINDAS) gen-
erated and recommended reference values
for diverse materials (Ref 3 to 12).

� Smithells’ Metals Reference Book provides
an extensive compilation of thermochemical
data for metals, alloys, and compounds of
metallurgical importance (Ref 13).

� Summary of Thermal Properties for Casting
Alloys and Mold Materials by R.D. Pehlke
and co-workers (Ref 14)

� The ASM International Materials Properties
Database Committee publishes a compre-
hensive thermal properties database of most
commercially available metals (Ref 15).

� Recommended Values of Thermophysical
Properties for Selected Commercial Alloys
by K.C. Mills includes the experimental
determination, estimation, and validation of
the thermophysical properties in the solid
and liquid states (Ref 16).

Computer models based on first principles of
thermodynamics and kinetics of phase transfor-
mations have been developed to calculate ther-
mophysical properties for various materials in
the solid and liquid states (Ref 17 to 22). How-
ever, their use is still limited due to the lack of
thermodynamic data and accurate measure-
ments of thermophysical properties for materi-
als of industrial interest. Also, sensitivity
studies (Ref 23) are necessary to truly evaluate
the reliability of calculated thermophysical
property data from these models in actual cast-
ing/solidification processes.

Limitations and Warning on the Use
of Data

The thermophysical properties data presented
in this article are provided to assist in the mate-
rials properties selection for the simulation of
casting processes. Great effort has been exer-
cised in the compilation and analysis of the
data, and careful attention has been taken to
faithfully duplicate the data and their sources
found in the literature. The thermophysical
properties data provided here shall bear the
warning “not for design purposes.” It is the full
responsibility of the reader to further investi-
gate the sources of information and follow all
necessary engineering steps to make sure the
validity and quality of the data meet the
requirements of the intended application.

Methods to Determine
Thermophysical Properties

Experimental determinations of reliable ther-
mophysical properties are difficult. In the
solid state, the properties recorded in the technical
literature are often widely diverging, conflicting,
and subject to large uncertainties. This problem
is particularly acute for materials in the mushy
and liquid state. Also, accurate, consistent, and
reliable thermophysical property measurements
are experimentally difficult. Convection effects
in molten samples and their interactions and reac-
tivity with their containers and environment often
exacerbate the difficulties.
The measurements are difficult because of

high temperatures and the reactivity of some
alloys. The methods and strategies adopted to
minimize these effects are presented and dis-
cussed in the article “Measurement of Thermo-
physical Properties at High Temperatures for
Liquid, Semisolid, and Solid Commercial
Alloys” in this Volume. Table 2 lists some
common techniques used for the measurement
of relevant thermophysical properties.
Numerous methods exist for the measure-

ment of thermophysical properties of metallic
materials and are cited in the literature (Ref
16, 25 to 45). However, only a few of them
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have been standardized, and most of them are
limited to the solid-state properties. The current
ASTM International standards and selected
CEN and ISO standards include:

� Specific heat capacity: Differential scanning
calorimetry, ASTM E 1269, E 967, E 968,

E 2253, E 793, and D 2766 (Ref 46 to 51).
Ceramics, EN 821–3 drop and DSC (Ref 52)

� Thermal expansion: Dilatometry, ASTM
E 228; interferometry, ASTM E 289; and
thermomechanical analysis, ASTM E 831
(Ref 53 to 55). Ceramics, EN 821–1 and
ISO 17562, both dilatometry (Ref 56, 57)

� Thermal conductivity:Modulated-temperature
scanning calorimetry, ASTM E 1952; thermal
diffusivity of solids by the laser flash method,
ASTM E 1461; and the steady-state heat
flow, ASTM C 518 (Ref 58 to 60). Ceramics,
EN 821–2 and ISO 18755, both laser flash
(Ref 61, 62)

� Thermal emittance: Radiometric techniques,
ASTM E 307 and E 408 (Ref 63, 64)

Standardizedmethods to determine the thermal
properties of liquidmetals are practically nonexis-
tent. However, details of the various methods that
have been used to successfully measure thermo-
physical properties of liquid metallic alloys are
discussed in the article “Measurement of Thermo-
physical Properties at High Temperatures for Liq-
uid, Semisolid, and Solid Commercial Alloys” in
this Volume. In this article, the available thermo-
physical properties for puremetals and some com-
mercial alloys are presented.

Specific Heat Capacity and Enthalpy
of Transformation

Specific heat capacity of a material is the
amount of thermal energy needed to change the
temperature of a unit mass (m) of a substance
by one degree Kelvin. The specific heat capacity
is an extensive property ofmatter that depends on
the amount of species in the system and is sensi-
tive to phase changes. Specific heat capacity can
be defined for a constant volume (Cv) or for a
constant pressure (Cp). The specific heat capacity
in SI units is expressed in J/kg �K. Also, the spe-
cific heat term is often used interchangeably with
heat capacity. While this is not precisely correct,
it is not a cause of misunderstanding.
The total amount of thermal energy or enthalpy,

DH, associated with the specific heat capacity and
a temperature change (T1 to T2) is given by:

DH ¼
ZT2
T1

CpdT (Eq 1)

A good approximation to calculate the specific
heat capacity as a function of temperature is
given by:

Cp ¼ aþ bT þ cT�2 þ . . . (Eq 2)

where Cp is the molar heat capacity; a, b, and c,
are constants; and T is the temperature in
degrees Kelvin. Table 3 shows the specific heat
capacity of solids as a function of temperature,
the specific heat capacity of liquids at the melt-
ing point (Tm), and the enthalpy of fusion for
most common elements found in cast metals.
Changes in specific heat capacity and most

thermophysical properties with changing tem-
perature in liquid metals may be gradual and
continuous, rather than showing the abrupt
effects of phase transitions that take place in
the mushy and solid state. Thus, a reasonable
estimate of the specific heat capacity for a

Table 2 Thermophysical and mechanical properties needed for casting process simulation
and common measurement techniques

Thermophysical property Measurement technique

Thermal conductivity Comparative stationary (solid), indirect (liquid)
Heat capacity Differential scanning calorimetry, pulse heating; drop calorimetry
Density Archimedian balance, push-rod dilatometry; levitation
Thermal diffusivity Laser flash
Heat of fusion Differential scanning calorimetry, pulse heating
Transformation temperatures Differential scanning calorimetry, thermal analysis
Fraction solid Differential scanning calorimetry, thermal analysis
Electrical resistivity Pulse heating, four-point probing
Hemispherical emissivity Pulse heating
Viscosity Levitation, viscometer
Surface tension Levitation, sessile drop
Young’s modulus, Poisson’s ratio Tensile test, sound speed measurements
Thermal expansion Push-rod dilatometry
Yield strength Tensile test

Source: Ref 24

Table 1 Thermophysical property data required for metal casting

Casting process
component

Transport phenomena for
casting Thermophysical data required

Computer modeling
for process, part design, and defect

prediction

Furnace metal S

O

L

I

D

I

F

I

C

A

T

I

O

N

Heat transfer

� Conduction

� Convection

� Radiation

Heat-transfer coefficient

� Metal/mold � Metal/core

� Metal/chill � Mold/chill

� Mold/environment
Emissivity—Metal/mold/furnace wall
Temperature-dependent parameters

� Density � Heat capacity

� Conductivity
Latent heat of fusion
Liquidus and solidus

Effective design for:

� Riser � Chill � Insulation
Solidification direction
Solidification shrinkage
Porosity
Hot spots

Mold core chill Mass transfer
(fluid flow)

Temperature dependent

� Viscosity

� Surface tension

� Density

Effective design for:

� Ingate � Runner � Vents
Pouring parameters

� Temperature � Pouring rate
Mold filling time
Cold shut
Missruns

Insulation Microstructural
evolution

Phase diagram
Phase chemical composition
Capillarity effect (Gibbs-Thompson
coefficient)

Nucleation and growth parameters
Solid fraction vs, temperature
Diffusivity

� Solubility

Microsegregation
Macrosegreation
Grain size
Grain orientation
Phase morphology
Mechanical properties

Stress analysis Temperature-dependent parameters

� Coefficient of thermal expansion

� Stress/strain

Casting design for:

� Dimension and distortion
Internal stresses
Hot tears and hot cracks

Source: Ref 1
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liquid alloy (CpL) can be calculated from the
elemental heat capacities of the components in
the alloy by using the commonly known
Kopp-Neumann rule of mixtures (Ref 67, 68):

CpL ¼
Xn
i¼1

YiðCpÞLi in cal=ðmol �KÞ (Eq 3)

where Yi is the atomic fraction of element i in
the alloy. The small changes in the specific heat
capacity of the liquid with temperature allows
for a reasonable estimate (þ�3%) using Eq 3.
Equation 3 can be expressed in SI units by mul-
tiplying CpL by 4.184 J/cal and dividing by the
atomic mass of the element i in kg/mol.
Major changes in the specific heat capacity

with heating or cooling rates are observed in
the solid-liquid range (mushy region). Macro-
and microsegregation, as well as the presence
of eutectics, peritectics, and other phase trans-
formations that occur during solidification, can-
not be easily described by Eq 1. Instead, the

behavior in the solid or mushy state is more
complex, because the phase transformations
are dependent on the heating and cooling rates
and on the chemistry of the alloy system. The
dynamic characteristics of a given casting pro-
cess require the input of all liquid-to-solid
changes to understand the behavior of the soli-
difying metal. Therefore, in casting processes,
determination of the specific heat capacity must
be conducted on cooling for the solidifying
metal and on heating for the mold and core
materials, because the latter absorb most of
the superheat and latent heat of solidification.

Enthalpy of Melting, Solidus and
Liquidus Temperatures

The enthalpy or latent heat of melting (DHf) is
the heat that is required during solid-to-liquid
transformations, and the latent heat of solidifica-
tion is the heat released during liquid-to-solid

transformations. The latent heats of melting and
solidification in a multicomponent alloy system
occur over a temperature range. The temperature
at which the alloy starts to melt is called the soli-
dus temperature, and the temperature at which
the melting is completed is called the liquidus
temperature.
In actual melting and casting processes, equi-

librium conditions do not exist, because melting
and solidification processes are ruled by the rate
of phase transformations and by the heat- and
mass-transfer phenomena. On melting, high
heating rates may displace the solidus and liqui-
dus temperatures to higher values, while on
cooling and prior to the nucleation of the solid
phase, the molten alloy is usually undercooled.
High undercooling generally decreases the
liquidus and solidus temperatures. Also,
the degree of undercooling directly affects the
kinetics of the liquid-solid phase transformation
and the type of second phases that evolve dur-
ing solidification. A more detailed discussion
of nonequilibrium structures can be found in
Ref 69. In actual casting processes, depending
on the process and degree of inhomogeneity
and impurities in a cast material, the liquidus
and solidus temperatures can differ by several
or even tens of degrees from equilibrium. The
latent heat, solidus, liquidus, and other phase
transformation temperatures are determined
using the same techniques as for heat capacity
and are described elsewhere in the literature
(Ref 25).
The enthalpy of fusion and the solidus and

liquidus temperatures for various alloys of com-
mercial interest are shown in Table 4. The heat
capacity, along with the thermal conductivity
and density, for some commonly used sand
molds is shown in Table 12.

Coefficient of Thermal Expansion

The coefficient of linear thermal expansion
(a) is a material property that indicates the
extent to which the material expands or con-
tracts with temperature changes. At a constant
pressure, the true coefficient of volumetric ther-
mal expansion (aV, or commonly b) is defined
by the changes that occur by a differential tem-
perature change (dT). This is usually expressed
by the relationship:

av ¼ 1

V

@V

@T

� �
P

(Eq 4)

where V is the volume at a temperature, T, at a
constant pressure, P.
The corresponding definition for the linear

coefficient of expansion can be represented by
the relationship:

al ¼ 1

l

@l

@T

� �
P

(Eq 5)

Usually, the coefficient of thermal expansion is not
measured directly but is calculated by the

Table 3 Specific heat capacity values and enthalpy of fusion for pure metals

Element Cp = a + bT + cT�2 +. . .(a), J/K �mol
Temperature
range, K Tm (b), K CPLm

, J=g � K DHf, J/g Reference

Al(s) 4.94 + 2.96 � 10�3T 298–932 933 1.18 397 16, 65
Al(l) 7.0 932–1273
C(graphite) 4.1 + 1.02 � 10�3T � 2.10 � 10�5T�2 298–2300 4073 . . . . . . 65
Co(b) 3.3 + 5.86 � 10�3T 715–1400 1768 0.59 275 13, 16, 65
Co(g) 9.60 1400–Tm
Co(l) 9.65 Tm–1900
Cr(s) 5.84 + 2.35 � 10�3T � 0.88 � 10�5T�2 298–Tm 2130 0.78 401.95 13
Cr(l) 9.4 Tm
Cu(s) 5.41 + 1.4 � 10�3T 298–Tm 1356 0.495 208.7 13, 16
Cu(l) 7.50 Tm–1600
Fe(a, d) 8.873 + 1.474 � 10�3T � 56.92T�1/2 298–Tm 1809 0.762 247 13, 16, 66
Fe(g) 5.85 + 2.02 � 10�3T 1187–1664
Fe(l) 9.74 + 0.4 � 10�3T Tm–2000
Hf(s) 5.61 + 1.82 � 10�3T 298–1346 2500 . . . 134.85 13
Li(s) 3.33 + 8.21 � 10�3T 273–Tm 454 . . . 422.1 13, 65
Li(l) 5.85 + 1.31 � 10�3T + 2.07 � 10�5T�2

� 467 � 10�6T�2
Tm–580

Mg(s) 5.33 + 2.45 � 10�3T � 0.103 � 10�5T�2 298–Tm 922 1.32 349 13, 16
Mg(l) 7.68 Tm–1100
Mn(a) 5.70 + 3.38 � 10�3T � 0.375 � 10�5T�2 298–1000 1517 0.838 267.5 13
Mn(b) 8.33 + 0.66 � 10�3T 1108–1317
Mn(g) 6.03 + 3.56 � 10�3T � 0.443 � 10�5T�2 1374–1410
Mn(d) 11.10 1410–1450
Mn(l) 11.0 Tm–Tbp(c)
Mo(s) 5.77 + 0.28 � 10�3T + 2.26 � 10�6T2 298–2500 2893 0.57 371 13
Nb(s) 5.66 + 0.96 � 10�3T 298–1900 2740 0.334 315.4 13
Ni(a) 7.80 � 0.47 � 10�3T � 1.335 � 10�5T�2 298–630 1726 0.63 292.4 13, 16, 65
Ni(b) 7.10 + 1.0 � 10�3T � 2.23 � 10�5T�2 630–Tm
Ni(l) 9.20 Tm–2200
Pb(s) 5.63 + 2.33 � 10�3T 298–Tm 600 0.142 23.2 13
Pb(l) 7.75 � 0.74 � 10�3T Tm–1300
Si(s) 5.72 + 0.59 � 10�3T � 0.99 � 10�5T�2 298–1200 1685 0.968 1877 13, 16
Si(l) 6.498 Tm–1873
Ta 6.65 � 0.52 � 10�3T � 0.45 � 10�5T�2

+ 0.47 � 10�6T2
298–2300 3288 . . . 136.5 13, 16

Ti(a) 5.28 + 2.4 � 10�3T 298–1155 1940 0.965 295 13, 16
Ti(b) 4.74 + 1.90 � 10�3T 1155–1350
Ti(l) 11.042 Tm–2073
V(s) 4.90 + 2.58 � 10�3T + 0.2 � 10�5T�2 298–1900 2175 . . . 328.6 13
W(s) 5.74 + 0.76 � 10�3T 298–2000 3673 . . . 176.8 . . .
Y(a) 5.72 + 1.805 � 10�3T + 0.08 � 10�5T�2 298–1758 1803 0.394 128.6 13
Y(b) 8.37 1758–Tm
Y(l) 9.51 Tm–1950
Zn(s) 5.35 + 2.4 � 10�3T 298–Tm 692.5 0.481 112 13, 16
Zn(l) 7.5 Tm–Tbp
Zr(a) 5.25 + 2.78 � 10�3T � 0.91 � 10�5T�2 298–1135 2125 . . . 13
Zr(b) 5.55 + 1.11 � 10�3T 1135–Tm . . . . . . . . . . . .

(a) Cp in SI units (J/kg �K) when multiplied by 4.184 J/cal and divided by the corresponding element atomic mass (kg/mol). (b) Tm = melting point.
(c) Tbp = boiling point
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Table 4 Specific heat capacity data, latent heat of fusion, and solidus and liquidus temperatures for some alloys of commercial interest

Material Nominal composition, wt% Specific heat capacity, J/g �K Temperature
range, K Cp at 25

�C Cp at TL DHf , J/g TS, K TL, K Reference

Aluminum alloys
A319 (LM4;
Al-5Si-3Cu)

Al-3Cu-5Si-1Zn-0.35Ni-0.4Mn-0.1Mg Cp = 0.7473 + 2 � 10�4T + 5
� 10�7T2

298–780 0.87 1.17 393 798 898 16

A356 (LM25;
Al-7Si-0.5
Mg)

Al-7Si-0.5Fe-0.4Mn-0.2Cu-0.1Ni-0.2Ti Cp = 0.7284 + 5 � 10�4T
�8 � 10�7T2

298–840 0.88 1.16 425 840 887 16
Trans. T 653

2003 Al-4.5Cu Cp = 0.749 + 4.44 � 10�4T T < 775 0.882 1.059 . . . 775 911 14
Cp = 1.287 � 2.5 � 10�4T 775–991

3004 Al-0.2Cu-1Mg-1Mn-0.43Fe-0.14
Si-0.25Zn

Cp = 0.7989 + 3 � 10�4T � 9
� 10�8T2

298–873 0.90 1.22 383 890 929 16

2024-T4 Al-4.4Cu-1.5Mg-0.6Mn-0.5Fe-0.5
Si-0.25Zn-0.1Cr-0.15Ti

Cp = 0.7688 + 3 � 10�4T
� 2 � 10�7T2

298–811 0.87 1.14 297 811 905 16

6061-T6 Al-0.3Cu-1Mg-0.15Mn-0.7Fe-0.6
Si-0.25Zn-0.04Cr-0.15Ti

Cp = 0.7067 + 6 � 10�4T � 1
� 10�7T2

298–873 0.87 1.17 380 873 915 16

7075-T6 Al-1.6Cu-2.5Mg-0.3Mn-0.5Fe-0.4
Si-5.6Zn-0.2Cr-0.2Ti

Cp = 0.7148 + 5 � 10�4T + 4
� 10�10T2

298–805 0.86 1.13 358 805 901 16

Copper alloys
Cu-Al
(Al-bronze)

Cu-9.7Al-4.6Fe-0.64Mn-4.6Ni Cp = 0.353 + 3 � 10�4T � 1
� 10�7T2

298–1313 0.442 0.582 240 1313 1350 16

Cp = 0.582 1313–1773
Brass 70Cu-30Zn Cp = 0.355 + 1.36 � 10�4T 298–1188 0.396 0.49 164.8 1188 1228 14

Cp = 1.32 + 6.75 � 10�4T 1188–1228
Cp = 0.49 1228 � T

Brass 60Cu-40Zn Cp = 0.354 + 1.11 � 10�4T T � 1173 0.387 0.489 160.1 1173 1178 14
Cp = �0.689 + 1.0 � 10�3T 1173–1178
Cp = 0.489 1178 � T

Copper-nickel 70Cu-30Ni-Fe-Mn Cp = 0.37 + 1.13 � 10�4T T � 1443 0.404 0.543 . . . 1443 1513 14
Cp = 0.348 + 1.28 � 10�4T 1443–1513
Cp = 0.543 1513 � T

Iron and steel alloys
Carbon steel
AISI 1008

Fe-0.08C-0.31Mn-0.08Si-0.45Cr-0.03
P-0.05S

Cp = 0.593 + 4.8 � 10�5T 1273–1550 0.469 . . . . . . 1768 1808 14

Carbon steel
AISI 1026

Fe-0.23C-0.63Mn-0.11Si-0.07Ni-0.03
P-0.03S

Cp = + 2.1 � 10�4T 1379–1550 0.469 . . . . . . 1768 1798 14

1% Cr Fe-0.3C-0.69Mn-0.2Si-1.1Cr-0.7
Ni-0.012Mo-0.039P-0.036S

Cp = 0.436 + 1.22 � 10�3T 1173–1683 0.477 0.856 251 1693 1793 14

304 stainless
steel

Fe-0.08C-19Cr-0.3Cu-2Mn-9.5Ni Cp = 0.443 + 2 � 10�4T
� 8 � 10�10T2

298–1727 0.49 0.80 290 1673 1727 14, 16

316 stainless
steel

Fe-0.08C-17Cr-0.3Cu-2Mn-2.5Mo-12
Ni-1Si

Cp = 0.412 + 2 � 10�4T
� 2 � 10�8T2

298–1658 0.45 0.79 260 1658 1723 14, 16

420 stainless
steel

Fe-0.3C-13Cr-0.12Cu-0.5Mn-0.06
Mo-0.5Ni-0.4Si

Cp = 1.92 � 1.587 � 10�2T 1150–1173 0.477 . . . 304 1727 1783 14
Cp = 0.569 T > 1173

10-Ni steel Fe-0.07C-0.55Mn-0.061Si-0.55
Cr-1.25Mo-0.12V-9.5Ni

Cp = 0.66 � 6.0 � 10�4T
� 8.0 � 10�7T2

450–900 0.74 0.80 212 1763 1783 70

Cp = 0.62 – 0.68T 1800–1880
HSLA-65 Fe-0.07C-0.06Mn-0.55Cr-

1.25Mo-0.12V-9.5Ni
Cp = 0.54 � 2.0 � 10�4T
� 4.0 � 10�7T2

298–973 0.51 . . . 455 1795 1811 71

Cp = � 0.276 + 1.4 � 10�3T
� 6.0 � 10�7T2

1140–1550

HSLA-100 Fe-0.06C-3.5Ni-1.0Mn-0.55Cr-
1.25Cu-0.6Mo-0.4Si

Cp = �0.64 + 5.6 � 10�3T
� 9.0 � 10�6T2 + 5.0 �
10�9T3

298–875 0.40 . . . 384 1783 1798 72

Cp = �7.45 + 1.5 � 10�2T
� 7.0 � 10�6T2

1100–1210

HY-100 Fe-0.20C-3.5Ni-0.35Mn-1.6Cr-
0.25Cu-0.6Mo-0.4Si

Cp = 0.62 � 5 � 10�4T + 6.0
� 10�7T2

300–925 0.48 . . . 260 1781 1798 73

Cp = 0.33 � 8 � 10�4T + 7.0
� 10�7T2

1150–1500

Ductile iron Fe-3.61C-2.91Si -0.08Cr-0.12Cu-
0.65Mn-0.02Mo-0.13Ni�0.002Mg

Cp = 0.80 1373 0.48 0.83 220 1413 1451 16

Gray cast iron Fe-3.72C-1.89Si-0.95Cr-0.66Mn-
0.59Mo-0.19Ni�0.002Mg

Cp = 0.66 1353 0.49 0.95 240 1353 1463 16

Magnesium alloys
AZ31B Mg-3Al-1Zn-0.5Mn Cp = 1.88 � 5.22 � 10�4T 839 � T � 905 1.01 1.415 . . . 839 905 14

Cp = 0.979 + 4.73 � 10�4T 905 � T
AZ91B Mg-9Al-0.6Zn-0.2Mn Cp = 0.251 + 1.354 � 10�3T 742 � T � 869 0.98 1.428 . . . 742 869 14

Cp = 1.43 869 � T
KIA Mg-0.7Zr Cp = 0.873 + 0.463 � 10�3T T � 922 1.005 1.428 . . . 922 923 14

Cp = 1.43 923 � T
ZK51A Mg-4.6Zn-0.7Zr Cp = 1.945 � 6.28 � 10�4T 822 � T � 914 1.022 1.371 . . . 822 914 14

Cp = 0.90 + 0.516 � 10�3T 914 � T
HM11A Mg-1.2Mn-1.2Th Cp = 0.65 + 8.75 � 10�3T 903 � T � 923 0.946 1.411 . . . 905 923 14

(continued)
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derivative of the equation that represents the
expansion. Also, the instantaneous coefficient of
linear thermal expansion is frequently defined as
the fractional increaseof lengthper unit rise in tem-
perature.Further analysesand the theoryof thermal
expansion can be found in the literature (Ref 6).
The temperature dependence of the coeffi-

cient of thermal expansion for solids is very
complex, but it has been shown that it varies
inversely with the melting point (Tm) of the
material and is expressed by:

a ¼ gG=100Tm (Eq 6)

where gG is theGrüneisen parameter and, formost
solid materials, is close to 1. Semiempirical ana-
lyses (Ref 6) of the thermal expansion of crystal-
line materials, such as close-packed metals, have
shown that the mean coefficient of linear thermal
expansion (am) can also be related to their melting
temperature by the relationship:

ðLm � L0Þ=L0 � Tmam � 0:0222 (Eq 7)

where Lm is the length at Tm.
It has been found that most metals with melt-

ing points above 900 K linearly expand approx-
imately two percent on heating from 298 K to
Tm (Ref 6). Many metals exhibit a thermal
expansion am � 10�4 K�1 in the liquid phase
just above the liquidus temperature. Table 5
shows the linear expansion (DL/L0) and the
coefficient of linear thermal expansion (a) for
some pure metals at temperatures closer to their
melting points (Ref 6). Unfortunately, few data
at the solidus and/or liquidus are available for
alloys of commercial interest. Data have been
determined in the liquid by levitation, and
recent developments with piston dilatometry
enable measurements across the liquid/solid
region. Using this technique, Blumm and Hen-
derson (Ref 74) and Morrell and Quested (Ref
75) have performed measurements on nickel,
aluminum, and cast irons, and typical data for
alloys are included in Tables 15 to 18.

Density

Density (r) is defined as the mass per unit vol-
ume of a material. The reciprocal of the density
(1/r) is the specific volume. Room temperature
and liquid density for pure metals and somemate-
rials of commercial interest are available in the lit-
erature (Ref 13, 15, 16, 26, 76).
Accurate density values are highly desirable

because it is a variable in the calculation of
thermal conductivity, surface tension, and vis-
cosity. Further, the evaluation of fluid flow phe-
nomena in a solidifying metal is dominated by
the changes of density. Density of liquid metals
is also useful to calculate volume changes dur-
ing melting, solidification, and alloying. As a
general rule, the average density change of
non-close-packed metals on fusion is approxi-
mately three percent while the average volume
change of a close-packed metal does not exceed
five percent (Ref 66). Bismuth, gallium, anti-
mony, germanium, silicon, cerium, and pluto-
nium are the exceptions to the general rule,
because these elements contract on melting.
Density of solid alloys as a function of tem-

perature can be calculated from thermal expan-
sion data using the following relationship:

rT ¼ rRT=ð1þ DLexpÞ3 (Eq 8)

where DLexp is the linear expansion (DLexp =
(LT � L0)/L0 = aT) at a temperature, T. Alterna-
tively, the density of a heterogeneous phase
mixture (rm) containing a number, n, of phases
can be roughly estimated using the empirical
relationship:

rm ¼ 1Pn
i¼1

ðXp=rpÞ
(Eq 9)

where Xp and rp are the fraction and density
of the phase, respectively, at a given
temperature.

The density of pure liquid metals as a func-
tion of temperature can be reasonably estimated
from the following empirical equation (Ref 26):

rL ¼ a� bðT � TmÞ (Eq 10)

Table 4 (continued)

Material Nominal composition, wt% Specific heat capacity, J/g �K Temperature
range, K Cp at 25

�C Cp at TL DHf , J/g TS, K TL, K Reference

Cp = 1.482 923 � T
EZ33 Mg-3Ce-2Zn-0.6Zr Cp = 1.21 818 0.98 1.336 343 818 913 . . .

Cp = 1.336 913 � T

Nickel alloys
Single-crystal
CMSX-4

Ni-10Co-6.5Cr-6.5Ta-6.4W-3Re-1Ti-
0.15Fe-0.04Si-0.006C

Cp = 0.675 1653 � T 0.397 0.636 240 1593 1653 16

Hastelloy C Ni-16Mo-16Cr Cp = 0.281 + 0.283 � 10�3T T � 1534 0.283 . . . . . . 1534 1578 14
Hastelloy X Ni-22Cr-18.5Fe-9Mo-1.5Co-0.6W-0.5Si-

0.1C
Cp = 0.4384 + 1 � 10�4T + 5
� 10�8T2

1073–1533 0.439 0.677 276 1533 1628 16

Inconel 718 Ni-19Cr-16.7Fe-5.2Nb-3.1Mo-1Co-0.9Ti-
0.35Mn-0.35Si-0.08C

Cp = 0.65 1443 0.435 0.72 210 1533 1609 16

Titanium alloys
Ti-6Al-4V Ti-5.5–6.7Al-3.5–4.5V-0.25(O2 + N2)-

0.03Fe-0.0125H2

Cp = 0.4115 + 2 � 10�4T + 5
� 10�10T2

1268–1923 0.546 0.83 286 . . . 1923 16

Cp = 0.83 T 	 1923

Zinc alloys
Zn-Al Zn-4.5Al-0.05Mg Cp = 0.50 630 0.41 0.51 114 630 660 16

Cp = 0.52 � 6 � 10�5

(T � 387 �C)
Liquid T 	 660

Table 5 Thermal expansion of selected
pure metals at temperatures close to melting

Element
Melting point

(Tm), K
LE%(a),
DL/L0

CTE (a)(b),
10�6/K

T(c),
K

Ag 1233.7 2.11 28.4 1200
Al 933.5 1.764 37.4 900
Au 1336 1.757 22.1 1300
Be 1562 2.315 23.7 1500
Bi 544.6 0.307 12.4 525
Cd 594 1.028 40 590
Ce 1072 0.512 9.4 1000
Cr 2148 2.02 19 1900
Co 1766 1.5 17.7 1200
Cu 1356 2.095 25.8 1300
a-Fe 1185 1.37 16.8 1185
Fe (a-g) 1185 0.993 23.3 1185
g-Fe 1811 2.077 23.3 1650
Hf 2216 0.712 8.4 1300
La 1195 0.497 11.3 1000
Li 453.5 0.804 56 450
Mg 924 1.886 37.6 900
Mn 1525 6.604 . . . 1500
Mo 2880 2.15 16.5 2800
Nb 2741 1.788 10.1 2300
Ni 1727 2.06 20.3 1500
Pb 660.6 0.988 36.7 600
Pd 1825 1.302 16.9 1200
Pt 2042 1.837 14.9 1900
Re 3431 1.941 9.8 2800
Rh 2236 1.526 15.4 1600
Sb 904 0.588 11.7 800
Si 1683 . . . 3.8 . . .
Sn 505 0.516 27.2 500
Ta 3250 3.126 24.4 3200
a-Ti 1156 0.918 11.8 1156
Ti (a-b) 1156 0.868 11 1156
Ti-b 1958 1.411 13.5 1600
V 2185 2.16 17.2 2000
W 3650 2.263 11.6 3600
Zn 692 1.291 34 690
Zr 2123 1.139 11.3 1800

(a) LE% = percent of linear expansion. (b) CTE = coefficient of linear
expansion. (c) T = temperature. Source: Ref 6
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where rL is in g/cm3, a (the density at the liqui-
dus temperature, rm) and b are dimensionless
constants, and T is the temperature above the
melting point (Tm). Both temperatures are in
degrees Kelvin.
Table 6 shows the density at the melting

point and the values for the parameters a and
b for estimation of the liquid density as a func-
tion of temperature for various elements. Table
6 also shows the viscosity and activation energy
for viscous flow for some pure metals.

Surface Tension

Knowledge of the surface tension phenomena
ofmetals is essential in the understanding of solid-
ification during casting. In solidification phenom-
ena, the transformation of liquid into solid
requires the creation of curved solid/liquid inter-
faces that lead to capillarity, microscopic heat
flow, and solute diffusion effects. The interplay
of the heat flow and solute diffusion effects deter-
mines the solidification morphologies. Solute dif-
fusion effects have the tendency to minimize the
scale of the morphology, while the capillarity
effects tend tomaximize the scale. A compromise
between these two tendencies has a profound
effect on the crystal morphologies with respect
to nucleation, interface instability, and dendritic
and eutectic growth (Ref 80). The surface energy
has an important role because of the creation of
the solid/liquid interface area. Also, during solidi-
fication, a decrease in the equilibrium melting
point produces a positive undercooling and is
associated to the solid/liquid interface curvature,
which is usually convex toward the liquid phase.
This curvature effect is often called the Gibbs-
Thompson effect (G = gs/l/DSf), which is a func-
tion of the solid/liquid interfacial energy (gs/l)
and the volume entropy of fusion (DSf).
The Gibbs-Thompson effect is of the order of

10�7 mK for most metals. This indicates that
the effect of the surface energy becomes impor-
tant only when a given morphology such as
nuclei, interface perturbations, dendrites, and
eutectic phases have a radius less than 10 mm
(Ref 80). Unfortunately, data on the surface
energy or surface tension (mN/m) for most
metals and their alloys are very limited or not
available. Surface tension of liquid metals can
be measured using various contact and noncon-
tact techniques (Ref 31 to 34, 81, 82).
Semitheoretical models have been devel-

oped to calculate the surface tension of pure
metals. The rigid sphere model (Ref 83)
assumed a structure of the liquid metal where
the collision diameter may be estimated by
the molar volume (V) at the melting tempera-
ture. Then, the surface tension can be
expressed by:

g ¼ ð3:6TmV�2=3Þ � 10�3J=m2 (Eq 11)

Alternatively, the surface tension has been cor-
related to the heat vaporization (DHv) caused
by the breaking of the interatomic bonds during

evaporation in the liquid state (Ref 84). Usu-
ally, metals with large atomic volume have
low energies of vaporization:

g ¼ 1:8� 10�9ðDHv=V
�2=3Þ (Eq 12)

The surface tension for pure metals as a func-
tion of temperature (g f(T)) can also be calcu-
lated using Eq 13 and Table 7:

gf ðTÞ ¼ g0i þ cðT � TmÞ (Eq 13)

where g0 is the surface tension at the melting
point, and c is dg/dT, Tm, and T > Tm; T and
Tm are in degrees Kelvin.
There are two definitive compendia of sur-

face tension values by Keene: the first for pure
metals (Ref 85) and the other for iron and its
binary alloys (Ref 86). The review of elements
has recently been updated (Ref 87). Variations
on reported surface tension of pure elements
and alloys are expected because of the experi-
mental techniques and the strong effect of
surface-active impurities such as soluble oxygen,
sulfur, and tellurium in liquid metals on their sur-
face tension. Therefore, the levels of impurities in
solution should be carefully controlled and taken
into account in the determination and assessment
of the surface tension of metallic alloys. It should
be noted that in practice it is difficult to control
soluble oxygen levels.

Marangoni flows are those driven by surface
tension gradients. In general, surface tension
depends on both the temperature and chemical
composition at the interface; consequently,
Marangoni flows may be generated by gradients
in either temperature or chemical concentration
at an interface. Because the temperature coeffi-
cient for surface tension, dg/dT, can change
sign from a negative to positive as the impurity
concentration increases, the direction of flow in
shallow pools of liquid (Marangoni flow) with
uneven temperature distributions can be
reversed with different materials with different
surface-active element concentrations. These
effects are established to have implications in
melt processes such as the weld quality and
flow during melt refining. Fifty parts per mil-
lion of either oxygen or sulfur cause a decrease
of 25 percent in g and a change from negative
(dg/dT) to positive (dg/dT), which will reverse
the direction of any Marangoni convection.
Brooks and Quested have reviewed both the

surface tension (g) and dg/dT for a variety of
ferritic and austenitic steels as a function of sul-
fur content. In general, (g) decreases with
increasing sulfur levels, and dg/dT increases
from negative to positive with increasing sulfur
levels. For detailed compositions of the steels,
the reader is referred to Ref 88.
Thermodynamic models to calculate the sur-

face tensions of liquid alloys have been

Table 6 Density at the melting point, dimensionless values for the parameters a and b,
viscosity, and activation energy for viscous flow for selected elements

Element Melting point, K

Density, g/cm3

Viscosity (Ref 13, 77, 78)

Measured at Tm (Ref 13)

rL = a � b (T �Tm) (Ref 26)

a b � 10�4 h at Tm, mN � s/m2 ho mN � s/m2 E, kJ/mol

Ag 1233.7 9.346 9.329 10.51 3.88 0.4532 22.2
Al(a) 933.5 2.385 2.378 3.111 1.34 0.185 15.4
Au 1336 17.36 17.346 17.020 5.38 1.132 15.9
B 2448 2.08 at 2346 K . . . . . . . . . . . . . . .
Be 1550 1.690 1.690 1.165 . . . . . . . . .
Bi 544 10.068 10.031 12.367 1.85 0.4458 6.45
Cd 593 8.020 7.997 12.205 2.28 0.3001 10.9
Ce 1060 6.685 6.689 2.270 2.88 . . . . . .
Cr 2148 6.28 6.280 7.230 . . . . . . . . .
Co 1766 7.760 7.740 9.500 4.49 0.2550 44.4
Cu 1356 8.000 8.033 7.953 4.10 0.3009 30.5
Fe(a) 1811 7.015 7.035 9.26 5.85 0.191 51.5
Hf 2216 11.10 . . . . . . . . . . . . . . .
La 1203 5.955 5.950 2.370 2.45 . . . . . .
Li 453.5 0.525 0.5150 1.201 0.55 0.1456 5.56
Mg 924 1.590 1.589 2.658 1.32 0.0245 30.5
Mn 1525 5.730 5.750 9.300 . . . . . . . . .
Mo 2880 9.35 . . . . . . . . . . . . . . .
Nb 2741 7.830 . . . . . . . . . . . . . . .
Ni 1727 7.905 7.890 9.910 4.60 0.1663 50.2
Pb 660.6 10.678 10.587 12.220 2.61 0.4636 8.61
Pd 1825 10.495 10.495 12.416 . . . . . . . . .
Pt 2042 19.00 18.909 28.826 . . . . . . . . .
Re 3431 18.80 . . . . . . . . . . . . . . .
Sb 904 6.483 6.077 6.486 1.48 0.0812 22
Si 1683 2.524 2.524 3.487 0.94 . . . . . .
Sn 505 7.000 6.973 7.125 2.00 0.5382 5.44
Ta 3250 15.00 . . . . . . . . . . . . . . .
Ti 1958 4.110 4.140 2.260 5.20 . . . . . .
V 2185 5.700 5.36 3.20 . . . . . . . . .
W 3650 17.60 . . . . . . . . . . . . . . .
Zn 692 6.575 6.552 9.502 3.85 0.4131 12.7
Zr 2123 5.800 . . . . . . 8.0 . . . . . .

(a) Density data from Ref 79
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developed (Ref 44, 89 to 92). These models were
based on earlier work on surface tension predic-
tion of binary (Ref 91) and ternary (Ref 92)
solutions and on the Buttler equation (Ref 93).
To calculate the surface tension of a liquid
metal using the Buttler equation, the surface
tensions and surface areas of the pure constitu-
ent elements and the excess Gibbs energy of the
liquid metal must be known. The excess Gibbs
energy is the same as that used for calcu-
lating the phase diagram and thermodynamic
properties. In this thermodynamic approach,
the description of the alloy system must be
established before any property of the multi-
component alloy can be calculated. Model para-
meters for several alloy systems have been
determined (Ref 94 to 105). Chemical thermo-
dynamics has been also applied to describe the
surface tension of multicomponent diluted solu-
tions (Ref 106). The equations developed using
this approach have been demonstrated to be in
excellent agreement with the measured values
for the industrially important Fe-O-N and
Fe-O-Salloy systems (Ref107,108).Table8 shows
the surface tension values for some alloys of
industrial interest (Ref 16), including those for
Fe-O, Fe-O-N, and Fe-O-S alloys.

Viscosity

The viscosity is the resistance of the fluid to
flow when subjected to an external shear force.
The shear stress (t), or the force per unit area,
causing a relative motion of two adjacent layers
in a liquid is proportional to the velocity gradient
(du/dy), which is normal to the direction of the
applied force (t = �Z du/dy), where the propor-
tionality factor, Z, is termed the viscosity. This
concept is known as Newton’s law of viscosity.
Most liquid metals are believed to follow a New-
tonian behavior. The unit of viscosity is called
Poise (P) (1P = 1 dyne � s/cm2 = 1 g/cm � s = 1
mPa � s). The parameter (Z/r) is referred to as
kinematic viscosity and has units (m2/s), which
are identical to the units for diffusion coefficients
and thermal diffusivity.
Several methods exist to measure the viscos-

ity of liquid metals (Ref 109 to 111). However,
accurate and suitable methods to measure the
viscosity of liquid metals and their alloys are
restricted due to the relatively low viscosity,
high liquidus temperatures, and chemical reac-
tivity of melts. A review of the most common
methods to measure the viscosity is given in
the article “Measurement of Thermophysical
Properties at High Temperatures for Liquid,
Semisolid, and Solid Commercial Alloys” in
this Volume.
The reciprocal of the viscosity is known as

the fluidity. The kinematic viscosity is the ratio
of the viscosity to density (n = Z/r). This is an
important parameter in fluid mechanics. The
kinematic viscosity represents the transverse
diffusion of momentum down a velocity gradi-
ent that is necessary to describe mold filling in
a casting process. Table 9 shows the kinematic

viscosity of AISI 316, 321, 446, and 660 stain-
less steels (Ref 112).
The Arrhenius equation is the most common

form of representing the temperature depen-
dence (Ref 110) of viscosity:

Z ¼ A expðEv=RTÞ (Eq 14)

where Ev is the activation energy for viscous
flow, and R is the ideal gas constant (8.3144 J/K).

Andrade (Ref 113) derived a semiempirical
relation to determine the viscosity of elemental
liquid metals at their melting temperatures.
Andrade’s relationship is based on the quasi-
crystalline theory that assumes that the atoms
in the liquid at the melting point are vibrating
in random directions and periods, just as in
the solid state.
Modification to Andrade’s equation, based

on the characteristics of atomic vibration fre-
quency at the melting point, gives (Ref 110):

Zm ¼ 1:7� 10�7r2=3T1=2
m M�1=6ðPa � sÞ (Eq 15)

where r is the density, M is the atomic mass,
and Tm is the melting point in degrees Kelvin.
The temperature dependence of the viscosity

for most pure liquid metals can be expressed
by:

Z ¼ Zo expð2:65T1:27=RTÞ ðmPa � sÞ (Eq 16)

At T = Tm and Z = Zm, then the value for Zo is
determined as follows:

Zo ¼ Zm=½expð2:65T1:27=RTÞ
 (Eq 17)

With the exception of silicon, manganese,
chromium, hafnium, palladium, and vana-
dium, these equations allow a reasonable pre-
diction of the viscosity as a function of
temperature for most pure liquid metals. Fur-
ther modifications of Andrade’s equation have
been developed in an attempt to estimate more
accurately the viscosity of liquid metals
(Ref 114 to 118).
An empirical relationship between viscosity

and surface tension for pure liquid metals has
been developed (Ref 118):

Zm ¼ 2:81� 10�4½ðMgmÞ1=2=V1=3
 (Eq 18)

Table 7 Surface tension for pure liquid
metals

Element �0i t Tm, mN/m �dg/dT, mN/m �K
Ag 903 0.16
Al 914 0.35
Au 1140 0.52
B 1070 . . .
Be 1390 0.29
Bi 378 0.07
Cd 570 0.26
Ce 740 0.33
Cr 1700 0.32
Co 1873 0.49
Cu 1285 0.13
Fe 1872 0.49
Hf 1630 0.21
La 720 0.32
Li 395 0.15
Mg 559 0.35
Mn 1090 0.2
Mo 2250 0.30
Nb 1900 0.24
Ni 1778 0.38
Pb 468 0.13
Pd 1500 0.22
Pt 1800 0.17
Re 2700 0.34
Sb 367 0.05
Si 865 0.13
Sn 544 0.07
Ta 2150 0.25
Ti 1650 0.26
V 1950 0.31
W 2500 0.29
Zn 782 0.17
Zr 1480 0.20

Source: Ref 13

Table 8 Surface tension for some
industrial alloys

Material(a)
Surface tension(b),

mN/m
Temperature,

K

Cu-Al
(Al-bronze)

1240 1350
1215 1473

Single-crystal
CMSX-4

1850 1653
1850 1873

Hastelloy X 1880 1628
1865 1773

Inconel 718 1882 1609
1866 1773

Zn-Al 830 660
807 773

Fe-O-N(c) = 1927 � 1.977 � 104 (wt%
O) � 5273(wt%N) + 1.512
� 105 (wt%O)2 � 7452(wt
%N)2 + 6.591 � 104 (wt%
O) (wt%N)

1873

Fe-O-S(d) = 1902 � 5.749 � 104 (wt%
O) � 3.374 � 104 (wt%S)
+ 1.186 � 106 (wt%O)2

+ 4.695 � 105 (wt%S)2

� 1.124 � 106 (wt%O)
(wt%S)

1873

(a) Chemistries given in Table 4. (b) Values depend on oxygen and sul-
fur contents. Source: Ref 16. (c) The thermodynamic calculation was
made in relation to three oxygen concentration measurements: wt% =
0.002 to 0.003, 0.020 to 0.030, and 0.045 to 0.050. Source: Ref 106,
107. (d) The thermodynamic calculation was made in relation to the
experimental data for the Fe-O-S system. Source: Ref 106, 108

Table 9 Kinematic viscosity of AISI 316, 321, 446, and 660 stainless steels

AISI steel grade Nominal composition Ts, K Tl, K Kinematic viscosity, n � 10�7 m2/s(a) n at Tl

316 Fe-0.08C-16Cr-0.3Cu-2Mn-2.5Mo-12Ni-1Si 1658 1723 n = 13.242 � 0.0041T 6.18
321 Fe-0.08C-17Cr-0.3Cu-2Mn-12Ni-1Si 1644 1671 n = 28.7 � 0.020T + 4 � 10�6T2 6.45
446 Fe-0.2C-25Cr-1.5Mn-1Si-0.25N max 1698 1783 n = 1.40 � 0.013T + 5 � 10�6T2 5.88
660 Fe-0.08C-13.5-16Cr-0.25Cu-2Mn-24–27Ni-1

Si-0.2Ti-0.3V
1643 1698 n = 110.20 � 0.0909T + 2 � 10�5T2 13.51

(a) Estimated polynomial equations from kinematic viscosity data obtained during cooling of the liquid steel. Source: Ref 112
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where M is the atomic mass, V is the atomic
volume, and gm is the surface tension at the
melting point.
Table 6 shows the viscosity of liquid metals

at their melting temperature and their activa-
tion energy for viscous flow (Ref 77, 78),
and Table 10 shows the viscosities of some
metals and some alloys of commercial interest
(Ref 16).

Electrical and Thermal Conductivity

Thermal and electrical conductivities are
intrinsic properties of materials, and they reflect
the relative ease or difficulty of energy transfer
through the material. Metals are well known for
their high electrical conductivity, which arises
from the easy migration of electrons through the
crystal lattice. The conductivity on melting for
most metals decreases markedly due to the excep-
tional disorder of the liquid state. Generally, the
electrical resistivity of some liquid metals just
above their melting points is approximately 1.5
to 2.3 greater than that of the solids just below
their melting temperature (Ref 31). Examples of
exceptions are iron, cobalt, and nickel. Mott (Ref
120) derived an empirical equation to estimate
the ratio of liquid/solid electrical conductivity
(se,l/se,s) at the melting point of the pure metal.
The Mott equation is expressed as follows:

lnðssol=sliqÞ ¼ CðDHm=TmÞ ¼ CðDSmÞ (Eq 19)

where DHm is the enthalpy of fusion in KJ/mol,
Tm is the melting temperature in degrees Kel-
vin, DSm is the entropy of fusion, and C is a
constant. With the exception of a few metals
(e.g., antimony, bismuth, gallium, mercury,
and tin), the simple relationship proposed by
Mott is in good agreement with experimental
measurements.
Reviews of the electrical and thermal con-

ductivity theories can be found in the literature
(Ref 121 to 127). Of particular interest to high-
temperature technology, such as casting pro-
cesses, is the theoretical relation between the
thermal (k) and electrical (s) conductivities
known as the Wiedman-Franz law (WFL) and
the constant of proportionality known as the
Lorentz number, L (Ref 128). The WFL rela-
tionship (Eq 20) appears to hold reasonably
well for pure metals around the melting point,
but large departures can occur at lower tem-
peratures in the solid:

L ¼ ðk=sTÞ ¼ 2:445� 10�8 W � O=K2 (Eq 20)

Convective flow that usually occurs in the liq-
uid should not have any effect on the electrical
conductivity. Therefore, it should be possible to
estimate the thermal conductivity of liquid alloys
from the electrical conductivity values. The elec-
trical conductivity for molten binary alloy has
been estimated using Eq 21 (Ref 31):

sT1 ¼ s1x1 þ s2x2 þ s3x3 þ . . . (Eq 21)

A negative departure of less than 10 percent
from linearity has been observed for most alloys.
Similarly, the temperature dependence of the elec-
trical conductivity can be estimated using Eq 22:

sT ¼ sT1f1þ ðds=dTÞalloyg (Eq 22)

where:

ds=dT ¼ x1ðds1=dTÞ þ x2ðds2=dTÞ
þ x3ðds3=dTÞ þ . . .

(Eq 23)

When sT is calculated at a given T, then the
thermal conductivity is calculated using the
WLF equation (Eq 20).
Excellent compilations of conductivity prop-

erties of pure elements can be found in the liter-
ature (Ref 13, 129, 130). Table 11 shows the
electrical resistivity for some solid and liquid
metals at the melting point. The resistivity data
for the liquid, re,l, from the melting point to a
given temperature in Table 10 can be calculated
by the expression:

re;l ¼ aT þ b (Eq 24)

The values for constants a and b for the various
metals are given in Table 11. Note also that the
electrical resistivity data given in Table 11 are
for bulk metals and may not be applicable to
thin films.
Mills and co-workers (Ref 130) combined

Mott (Eq 19) and WFL (Eq 20) to establish a
relationship between the thermal conductivity
of the solid, ksm, and liquid, klm, at the melting
point:

ln
ksm
klm

� �
¼ KDSm (Eq 25)

where K is a constant. This equation would be
useful to estimate the thermal conductivity of
a liquid alloy by determining the thermal con-
ductivity (or electrical conductivity) at the
melting point. The only limitation is the con-
stant K, which would not have a uniform value
for all metals and alloys (Ref 130).
Table 11 shows the thermal conductivity for

pure metals in the solid and liquid state at the
melting point as well as the estimation of
the constant K based on the WFL (Ref 130).
The experimental errors in the measurement of
the thermal conductivity of the liquid can be
larger than five percent for the thermal conduc-
tivity and þ�3% for electrical conductivity (Ref
130). Calculating thermal conductivity from
measured thermal diffusivity values may reduce
some of the experimental errors.
Thermal diffusivity is the ability of a material

to self-diffuse thermal energy. This is determined
by combining the material ability to conduct heat
and its specific heat capacity. The density is
involved due to the given specific heat capacity
in units of heat per unit mass, while conductivity
relates to the volume of material. Thus, the ther-
mal conductivity (k) and thermal diffusivity (a)
that measure the heat flow within materials are

related by their specific heat capacity (Cp) and
density (r) by the relationship:

k ¼ aCpr (Eq 26)

Table 10 shows someof the data available in the lit-
erature for ferrous and nonferrous alloys (Ref 14).
In casting processes, the need for thermal

conductivity data for mold materials becomes
more crucial. Mold materials are usually bulk,
porous, complex sand-polymer mixtures and
ceramic materials, and their thermal conductiv-
ity is certainly different from the intrinsic ther-
mal conductivity of the base material. Methods
to estimate the thermal conductivity of these
materials can be found in the literature (Ref
131). Table 12 shows the thermal conductivity
for some mold materials (Ref 14).

Emissivity

Thermal radiation is an important heat-trans-
fer phenomenon in casting processes, because
heat losses during pouring of the molten metal
and heat radiation from the mold contribute to
the overall heat balance during solidification of
the cast product. The thermal radiation is defined
by Planck’s law. The integrated form of Planck’s
equation gives the total emissive power of a
body (e). This is known as the Stefan-Boltzmann
equation and is represented by:

e ¼ esT4 (Eq 27)

where e is the emissivity, and s is the Stefan-
Boltzmann constant. The Stefan-Boltzmann
constant is given by:

s ¼ 2p5k4

15c2h
¼ 5:67� 10�8 J=m2 � s � K4 (Eq 28)

where k and h are the Boltzmann’s and Planck’s
constants, respectively, and c is the speed of light.
Because emissivity data throughout the wave-

length spectrum are not available for most metal-
licmaterials, the following empirical equation has
been employed to represent the total emissivity as
a function of temperature (Ref 132):

et ¼ K1

ffiffiffiffiffiffiffiffiffiffi
ðrTÞ

p
� K2rT (Eq 29)

where K1 and K2 are constants, K1 = 5.736,
K2 =1.769, andr is the electrical resistivity inO �m.
Equation 29 is in reasonable agreement with

experimental data, and it shows an increase of
et with T. However, deviations for some materi-
als at high temperatures can be expected
because of the spectral emissivity that changes
with the wavelength and direction of emission.
Nevertheless, in most practical situations,
including in casting processes, an average emis-
sivity for all directions and wavelengths is used.
The emissivity values of metals or other non-
metallic materials depend on the nature of the
surfaces, such as the degree of oxidation, sur-
face finish, and the grain size. Table 13 gives
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Table 10 Density, thermal conductivity, and viscosity for some commercial alloys

Material(a) 273 K Density, g/cm3 T in K Thermal conductivity(b), W/m �K (temp. range in K) Estimated viscosity(c), mPa � s
Aluminum alloys
A319 2.75 rs = 2.753 � 22.3 � 10�2 (T � 298) ks = 76.64 + 0.2633T � 2 � 10�4T2 (T: 298–773) 1.3 at 894 K

rl = 2.492 � 27.0 � 10�2 (T � 894) kl = 70 (T: 894) 1.1 at 1073 K
kl = 71 (T: 1073)

LM25 (A356)(d) 2.68 rs = 2.68 � 21.2 � 10�2 (T � 298) ks = 149.7 + 0.0809T � 1 � 10�4T2 (T: 298–840) 1.38 at 887 K
rl = 2.401 � 26.4 � 10�2 (T � 887) kl = 65.8 (T: 887) 1.1 at 1073 K

kl = 70 (T: 1073)
2003(e,f) . . . rl = 2.43 � 3.2 � 10�4 (T � 922) ks = 192.5 (T: 573–775) Z = 0.196exp(15,206/RT)

kl = 818.7 � 0.808T (T: 775–911)
kl = 86.3 (T: 1023)

3004 2.72 rs = 2.72 � 23.4 � 10�2 (T � 298) ks = 124.7 + 0.56T + 1 � 10�5T2 (T: 298–890) 1.15 at 929 K
rl = 2.4 � 27.0 � 10�2 (T � 929) kl = 61 (T 	 929) 1.05 at 973 K

2024-T4 2.785 rs = 2.785 � 21.3 � 10�2 (T � 298) ks = 188 (T: 473–573) 1.30 at 905 K
rl = 2.50 � 28.0 � 10�2 (T � 905) kl = 85.5 (T: 811–905) 1.1 at 1073 K

6061-T6 2.705 rs = 2.705 � 20.1 � 10�2 (T � 298) ks = 7.62 + 0.995T � 17 � 10�4T2 + 1 � 10�6T3 (T: 298–773) 1.15 at 915 K
rl = 2.415 � 28.0 � 10�2 (T � 915) ks = 66.5 (T: 873) 1.0 at 1073 K

kl = 90 (T: 915)
7075-T6 2.805 rs = 2.805 � 22.4 � 10�2 (T � 273) ks = 196 (T: 673–773) 1.3 at 901 K

rl = 2.50 � 28.0 � 10�2 (T � 901) ks = 193 (T: 805) 1.1 at 1073 K
kl = 85 (T: 901)

Copper alloys
Cu-Al (Al-bronze) 7.262 rs = 7.262 � 48.6 � 10�2 (T � 298) ks = 7.925 + 0.1375T � 6 � 10�5T2 (T: 373–773) 6.3 at 1350 K

rl = 6.425 � 65.0 � 10�2 (T � 1350) ks = 42 (T: 1313) 5.2 at 1473 K
kl = 27 (T: 1373)

Brass(e) 70Cu-30Zn . . . . . . ks = 140.62 + 112.14 � 10�4T (T: 460–1188) . . .
ks/l = 2430.3 � 191.61 � 10�2T (T: 1188–1228)
kl = 45.43 + 26 � 10�3T (T 	 1228)

Brass(e) 60Cu-40Zn . . . . . . ks = 182.95 + 366.1 � 10�4T (T: 620–1173) . . .
ks/l = 16479.5 � 13.93 T (T: 1173–1178)
kl = 39.724 + 26 � 10�3T (T 	 1178)

Copper-nickel(e) . . . . . . ks = 16.041 + 438.9 � 10�4T (T � 1443) . . .
70Cu-30Ni-Fe-Mn ks/l = 796.018 � 502.63 � 10�3T (T: 1443–1513)

kl = �3.8 + 26 � 10�3T (T 	 1513)
Iron and steel alloys
Steel AISI 1008(e) 7.86 rl = 7.0 at 1823 K ks = 13.58 + 11.3 � 10�3T (T: 1122–1768) . . .

kl = 280.72 � 14.0 � 10�3T (T 	 1768)
1% Cr steel(e) . . . . . . ks = 14.53 + 105.0 � 10�4T (T: 1073–1693) . . .
Fe-0.3C-0.69Mn-0.2Si-1.1Cr-0.7Ni ks/l = 91.74 � 351.0 � 10�4T (T: 1693–1793)

kl = 7.85 + 116.8 � 10�4T (T 	 1793)
304 stainless steel 8.02 rs = 8.02 � 50.1 � 10�2 (T � 298) ks = 10.33 + 15.4 � 10�3T � 7.0 � 10�7T2 (T: 298–1633) 8.0 at 1727 K

rl = 6.90 � 80.0 � 10�2 (T � Tm) ks/l = 355.93 � 196.8 � 10�3T (T: 1644–1672)
kl = 6.6 + 12.14 � 10�3T (T 	 1793)

316 stainless steel 7.95 rs = 7.95 � 50.1 � 10�2 (T � 298) ks = 6.31 + 27.2 � 10�3T � 7.0 � 10�6T2 (T: 298–1573) 8.0 at 1723 K
rl = 6.881 � 77.0 � 10�2 (T � Tm) ks/l = 355.93 � 196.8 � 10�3T (T: 1644–1672)

kl = 6.6 + 121.4 � 10�4T (T 	 1672)
420 stainless steel(e) 7.7 rl = 7.0 at 1823 K ks = 20 + 61.5 � 10�4T (T � 1727) . . .

ks/l = 133.4 � 594.9 � 10�4T (T: 1727–1783)
kl = 6.5 + 116.8 � 10�4T (T 	 1783)

10-Ni Steel 7.88 r = 7.96 � 2 � 10�4T � 7 � 10�8T2 ks = 29–33 (298–973) . . .
r = 8.29 � 5 � 10�4T ks = 29 � 26 (1123–1683)

HSLA-65 7.73 r = 7.83 � 3 � 10�4T ks = 60.7 � 0.024 � 10�2T � 1.3 � 10�5T2 (298–973) . . .
r = 8.05 � 4 �10�4T ks = 26.5 (1173–1283)

HSLA-100 7.84 r = 7.93 � 3 � 10�4T ks = 38.05 + 1.35 � 10�2T � 2 � 10�5T2 (298–973) . . .
r = 8.16 � 4.5 � 10�4T

ks = �43.5 + 9.6 � 10�2T � 2.9 � 10�5T2
(1083–1263)
(1190–1600)

HY-100 7.76 r = 7.89 � 2 � 10�4T ks = 36.4 + 2.15 � 10�2T � 2.7 � 10�5T2 (298–1050) . . .
r = 8.23 �4.5 � 10�4T ks = 26.8 + 1.5 � 10�5T + 3 � 10�6T2 (1123–1723)
r = 8.23 �4.5 � 10�4T kl = 25.2 TL = 1798 K

kl = �79.8 + 8 � 10�2T � 1.2 � 10�5T2 (1798–1900)
Ductile iron 7.3 rs = 7.06 at 1373 K ks = 31 (T: 1373) 14.0 at 1451 K

rl = 6.62 at 1451 K ks = 28 (T: 1451) 11.5 at 1573 K
rl = 6.586 at 1573 C kl = 29 (T: 1673) 9.0 at 1673 K

Gray cast iron 7.2 rs = 6.992 at 1273 K ks = 29 (T: 1353) 14.3 at 1463 K
r = 6.964 at 1353 K ks = 26 (T: 1463) 14.0 at 1473 K
rl = 7.495 � 77.0 � 10�2T kl = 28 (T: 1673) 10.5 at 1573 K

Magnesium alloys
AZ31B(e) . . . . . . ks = 67.12 + 655.7 � 10�4T (T: 499–839) . . .

ks/l = 830.9 � 844.8 � 10�3T (T: 839–905)
kl = 3.05 + 70.0 � 10�3T (T 	 905)

AZ91B(e) . . . . . . ks = 18.27 + 112.11 � 10�3T (T � 742) . . .
ks/l = 372 � 364.6 � 10�3T (T: 742–869)
kl = �5.63 + 7.0 � 10�2T (T 	 869)

KIA(e) . . . . . . ks = 127.16 + 142.9 � 10�4T (T: 520–922) . . .
kl = 11.66 + 7.0 � 10�2T (T 	 923)

(continued)

(a) Chemistry of the alloys is given in Table 4. (b) The polynomial equations that represent the thermal conductivity for most of the alloy systems shown in this table are estimated from the data recommended in Ref 16. Other
data indicated as (e) have been obtained from Ref 14. For further analysis of the data it is recommended to consult the original source cited in the given literature. (c) Estimated values of viscosity may vary from þ�10 to þ�30%
(Ref 16). (d) Aluminum alloy with the British designation LM25 is equivalent to the Aluminum Association designation of A356. (e) Data from Ref 14. (f) Density and viscosity data from Ref 119. (g) Based on estimated Cp

value from KS = arCp (Ref 16)
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some total normal emissivity for some pristine
and oxidized metals as well as the normal spec-
tral emissivity of some liquid metals near their
melting point (Ref 133), while Table 14 gives
the total emissivity for some alloys and refrac-
tory materials (Ref 134).

Additional emissivity data for various
materials have been compiled and can
be found in the literature (Ref 5, 79, 132,
135 to 137).
The data quoted in Tables 13 and 14 provide

a guideline and must be used with discretion

because, in practical applications, the values
of emissivity may change considerably with
oxidation and roughening of the surfaces.
Therefore, it is important that the total emissiv-
ity should be determined for the actual surface
conditions of the materials in question.

Table 10 (continued)

Material(a) 273 K Density, g/cm3 T in K Thermal conductivity(b), W/m �K (temp. range in K) Estimated viscosity(c), mPa � s
ZK51A(e) . . . . . . ks = 71.96 + 154.35 � 10�3T � 93.8 � 10�6T2 (T � 822) . . .

ks/l = 688 � 672.2 � 10�3T (T: 822–914)
kl = 9.62 + 70.0 � 10�3T (T 	 914)

HM11A(e) . . . . . . ks = 73.35 + 133.43 � 10�3T � 73.9 � 10�6T2 (T � 903) . . .
ks/l = 2887 � 305.0 � 10�2T (T: 903–923)
kl = 8.0 + 70.0 � 10�3T (T 	 923)

EZ33 1.8 rs = 1.8 � 14.3 � 10�2 (T � 298) ks = 156 (T: 818) 1.5 at 913 K
rl = 1.663 � 27.0 � 10�2 (T � 913) kl = 91 (T: 913) 1.4 at 973 K

Nickel alloys
Single-crystal 8.7 rs = 8.7 � 45.8 � 10�2 (T � 298) ks = 27.2 (T: 1573)(g) 6.7 at 1653 K
CMSX-4 rl = 7.754 � 90.0 � 10�2 (T � 1653) kl = 25.6 (T: 1653–1673) 5.3 at 1773 K
Hastelloy X 8.24 rs = 8.24 � 38.1 � 10�2 (T � 298) ks = 3.36 + 17.3 � 10�3T + 2.0 � 10�6T2 (T: 1073–1533) 7.5 at 1628 K

rl = 7.42 � 83.0 � 10�2 (T � 1628) kl = 29.0 (T: 1428–1773) 5.5 at 1773 K
Inconel 718 8.19 rs = 8.19 � 39.2 � 10�2 (T � 298) ks = 39.73 + 32.4 � 10�3T + 2.0 � 10�5T2 (T: 1173–1443) 7.2 at 1609 K

rl = 7.40 � 88.0 � 10�2 (T � 1609) kl = 29.6 (T: 1609–1873) 5.31 at 1773 K
Titanium alloys
Ti-6Al-4V 4.42 rs = 4.42 � 15.4 � 10�2 (T � 298) ks = �0.797 + 18.2 � 10�3T � 2.0 � 10�6T2 (T: 1268–1923) 3.25 at 1923 K

rl = 3.92 � 68.0 � 10�2 (T� 1923) kl = 33.4 (T: 1923) 2.66 at 2073 K
kl = 34.6 (T: 1973)

Zinc alloys
Zn-Al 6.7 rs = 6.7 � 60.3 � 10�2 (T � 298) ks = 98.0 (T: 630) 3.5 at 673 K

rl = 6.142 � 97.7 � 10�2 (T � 660) kl = 40.0 (T: 660) 2.6 at 773 K

(a) Chemistry of the alloys is given in Table 4. (b) The polynomial equations that represent the thermal conductivity for most of the alloy systems shown in this table are estimated from the data recommended in Ref 16. Other
data indicated as (e) have been obtained from Ref 14. For further analysis of the data, it is recommended to consult the original source cited in the given literature. (c) Estimated values of viscosity may vary from þ�10 to þ�30%
(Ref 16). (d) Aluminum alloy with the British designation LM25 is equivalent to the Aluminum Association designation of A356. (e) Data from Ref 14. (f) Density and viscosity data from Ref 119. (g) Based on estimated Cp

value from KS = arCp (Ref 16)

Table 11 Electrical resistivity (re) and thermal conductivity of solid and liquid metals

Element Tm, K

Electrical resistivity (Ref 13, 31) Thermal conductivity (Ref 130)

re,s, mV � cm re,l, mV � cm re,l/re,s

re,l = aT + b

T range Tm to T, K

ksm klm

DSm, J/mol �K Ka, mV � cm/K b, mV � cm W/m �K
Ag 1233.7 8.2 17.2 2.09 0.0090 6.2 1473 362 175 9.15 0.0794
Al 931 10.9 24.2 2.20 0.0145 10.7 1473 211 91 10.71 0.0785
Au 1336 13.68 31.2 2.28 0.0140 12.5 1473 247 105 9.39 0.0911
B 2448 . . . 210.0 . . . . . . . . . . . . . . . . . . . . . . . .
Be 1550 . . . 45.0 . . . . . . . . . . . . . . . . . . . . . . . .
Bi 544 . . . 129.0 . . . . . . . . . . . . 7.6 12 20.75 0.022
Cd 593 17.1 33.7 1.97 Not linear . . . . . . 37 þ� 3 90 10.42 . . .
Ce 1060 . . . 126.8 . . . . . . . . . . . . 21 22 2.99 . . .
Cr 2148 . . . 31.6 . . . . . . . . . . . . 45 35 9.63 0.0261
Co 1766 97 102 1.05 0.0612 �6.0 1973 45 36 9.16 0.0243
Cu 1356 9.4 20.0 2.1 0.0102 6.2 1873 330 163 9.77 0.0722
Fe 1811 122 110 0.9 0.033 50 1973 34 33 7.62 0.0039
Hf 2216 . . . 218.0 . . . . . . . . . . . . 39 . . . 10.9 . . .
La 1203 . . . 138 . . . . . . . . . . . . . . . 17 5.19 . . .
Li 453.5 . . . 240.0 . . . . . . . . . . . . 71 43 6.6 0.076
Mg 924 15.4 27.4 1.78 0.005 22.9 1173 145 79 9.18 0.066
Mn 1525 66 40 0.61 No data . . . . . . 24 22 8.3 0.0102
Mo 2880 . . . 60.5 . . . . . . . . . . . . 87 72 12.95 . . .
Nb 2741 . . . 105.0 . . . . . . . . . . . . 78 66 10.90 . . .
Ni 1727 65.4 85.0 1.3 0.0127 63 1973 70 60 10.11 0.0152
Pb 660.6 49.0 95.0 1.94 0.0479 66.6 1273 30 15 7.95 0.0872
Pd 1825 . . . . . . . . . . . . . . . 99 87 9.15 . . .
Pt 2042 . . . 73.0 . . . . . . . . . . . . 80 53 10.86 0.0392
Re 3431 . . . 145 . . . . . . . . . . . . 65 þ� 5 55 17.5 . . .
Sb 904 183 113.5 0.61 0.270 87.9 1273 17 25 22 . . .
Si 1683 . . . 75 . . . . . . . . . . . . 25 56 29.8 . . .
Sn 505 22.8 48.0 2.10 0.0249 35.4 1473 59.5 27 13.9 0.0567
Ta 3250 . . . 118.0 . . . . . . . . . . . . 70 58 11.1 0.0169
Ti 1958 . . . 172 . . . . . . . . . . . . 31 31 7.28 0.0
V 2185 . . . 71.0 . . . . . . . . . . . . 51 43.5 9.85 0.0161
W 3650 . . . 127 . . . . . . . . . . . . 95 63 14.2 0.029
Zn 692 16.7 37.4 2.24 Not linear . . . . . . 90 50 10.6 0.055
Zr 2123 . . . 153 . . . . . . . . . . . . 38 36.5 9.87 0.0041
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Typical Thermophysical Properties
Ranges of Some Cast Alloys

Tables 15 to 18 show the typical range of
thermophysical properties for aluminum,
magnesium, cast iron, and nickel alloys. Unfor-
tunately, numerical values of those thermophy-
sical properties in the mushy zone or even in
the liquid state are not available. However,
one could infer the expected trends as noted in
the tables.

Summary

This article introduces the typical values for
the most used types of thermophysical property

data that are needed for processing and model-
ing of solidification and casting processes. The
following conclusions can be drawn:

� Throughout this survey, values have been
quoted. These should be used with discretion
and taken as representative values for mate-
rials and not necessarily values for a particu-
lar system or process.

� The properties considered are specific heat
capacity, enthalpy of melting, solidus and
liquidus temperatures, coefficient of thermal
expansion, density, surface tension, viscosity,
electrical and thermal conductivity, and emis-
sivity appropriate to metals, alloys, and molds.

� The prediction of properties has advanced in
recent years, but some care is needed in vali-
dating the data.

� Before commissioning expensive work to
measure properties, the user is advised to
check the sensitivity of the required predic-
tions to changes in the input thermophysical
data. This will enable measurement efforts
to concentrate on the critical data needed.

� Among properties not considered are:
a. Chemical diffusion coefficients and parti-

tion coefficients, which can strongly
affect the chemistry at the microstructural
scale

b. Mechanical properties of the metal close
to the solidus temperature where it is
very weak, with implications to the
strength such as susceptibility to hot tear-
ing and cracking

c. Mechanical properties of molds at appro-
priate temperatures during casting
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Source: Ref 24
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Measurement of Thermophysical
Properties at High Temperatures for
Liquid, Semisolid, and
Solid Commercial Alloys
Peter Quested and Robert Brooks, National Physical Laboratory, United Kingdom

THE MEASUREMENT OF THERMOPHY-
SICAL PROPERTIES of metal alloys, espe-
cially at high temperatures, is difficult because
of the reactivity of some alloys. A variety of
strategies has been adopted to overcome this
difficulty:

� Perform experiments quickly to minimize
reactions or suppress other effects: One
example is the use of transient methods such
as the transient hot wire technique for the
measurement of thermal conductivity (Ref
1) to avoid the onset of density-driven con-
vection effects. Another is the use of micro-
second discharge methods, where the sample
is heated very rapidly, minimizing reactions
of the sample with its surroundings (Ref 2).

� Control the surroundings of the sample: An
example is the use of thin-walled sapphire
inserts between the sample and the platinum
crucible in the differential scanning calorim-
eter to avoid reactions, but thin enough to
maintain the high heat transfer of the metal
crucible (Ref 3).

� Elimination of sample container by levita-
tion: This technique is performed most pop-
ularly by electromagnetic radiation, although
other techniques are used (acoustic, aerody-
namic, or gas jet, and electrostatic levita-
tion). Reactions of the sample are limited
to the surrounding atmosphere, and large
undercoolings can be achieved (Ref 4).

� Measurement of properties in microgravity:
This technique uses drop tubes and subor-
bital (parabolic flights and sounding rockets)
and space flights. A number of advantages
are claimed, such as the precise control
of the surrounding atmosphere, the elimi-
nation of gravitational effects such as
density-induced convection, and greater con-
trol of levitation experiments with lower

electromagnetic forces. Unfortunately, the
experiments are expensive but provide
reference values and validation of terrestrial
measurements, such as establishing the
magnitude of errors arising from density-
driven convection in terrestrial experiments
(Ref 5).

This article reviews the methods available
for measurement of thermal and other physical
properties for liquid, semisolid, and solid com-
mercial alloys. This does not imply that other
properties of commercial alloys, such as the
strength of the mush and other factors, such
as the heat transfer of the molding materials,
are unimportant in some applications. This
section is only envisaged as an elementary
introduction; for more detailed discussion of
the techniques, the reader is referred to several
excellent texts (Ref 6–10). Also see the arti-
cles “Thermophysical Properties of Solids,”
“Thermophysical Properties of Liquids,” and
“Thermophysical Properties for Solidification
Models” in this Volume.

Measurement Methods

Specific Heat, Enthalpy, and Transition
Temperatures

The specific heat at constant pressure (Cp )
and constant volume (Cv ); enthalpy (H), which
is the sum of the internal energy in a system
plus its volume (V) times external pressure (p)
(H = E + pV); and transition temperatures are
among thermodynamic properties that can be
determined. A number of measurement meth-
ods are available, depending on the temperature
range of interest, the thermal property being
measured, and the material.

Adiabatic Calorimetry

This is the classic method to measure specific
heat, where the temperature rise (DT) of a well-
insulated sample of mass, m, is provided with a
known amount of electrical energy (I2R, where
I is the direct current, and R is the resistance
of the heating element):

Cp ¼ I2R=ðm �TÞ (Eq 1)

The method is capable of very high accuracy,
but there are difficulties in using it at high tem-
peratures. See Ref 11 for details.

Modulated Calorimetry

The sample is heated by a modulated energy
input (simple alternating current, or ac, or direct
current, or dc, with an ac component), fre-
quently using an electron beam or laser as the
source of heat. The resultant temperature fluc-
tuations are monitored, and the temperature
fluctuations (y) about the mean are measured.
Knowing the mass of the sample, m, the power,
P, and the frequency of the modulation of the
heat source, o:

Cp ¼ P=ðm � � � !Þ (Eq 2)

Details are given in Ref 12 and 13. Modern var-
iants are noncontact modulation calorimetry,
based on levitation and electromagnetic heating.
Corrections are made for radiative heat loss and
finite thermal conductivity of the specimens.
These experiments are made under microgravity
conditions because there is insufficient tempera-
ture and positioning control in an Earth-based
laboratory under ultrahigh-vacuum conditions.
The method is described in detail in Ref 14,
and the application to a eutectic glass-forming

ASM Handbook, Volume 22B, Metals Process Simulation

D.U. Furrer and S.L. Semiatin, editors

Copyright # 2010, ASM International®

All rights reserved.

www.asminternational.org

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



zirconium-base alloy is described in Ref 15 and
16. A recent example of the technique applied
to measure the thermal conductivity, emissivity,
and heat capacity of molten silicon uses noncon-
tact modulated laser calorimetry in a dc mag-
netic field to suppress convection effects. By
improving the quality of the temperature mea-
surements, improved uncertainties of measure-
ment are claimed (Ref 17).

Calvet Calorimetry

Two matched crucibles are placed in an iso-
thermal block, and the temperature difference
between each crucible and the block is moni-
tored using thermopiles surrounding the sam-
ple. This provides measurement of the whole
exchange of heat between the sample and its
surroundings and greater sensitivity than a sin-
gle thermocouple. Contrary to the differential
scanning calorimeter plate system, the sensitiv-
ity of the Calvet calorimeter (Fig. 1) does not
depend on the nature of the experimental ves-
sel, the nature of the gas around the sample,
or the sample size.
The system is used in one of two modes:

� Scanning mode: The temperature varies
(scans) according to a programmed heating
or cooling rate, and the thermopiles are
monitored.

� Isoperibol mode: The temperature difference
between the sample and the block is held
constant; Tsample � Tblock = constant.

The instrument is calibrated by operation
with a reference sample of known specific heat.

Commercial instruments are available, and the
maximum temperature is 1000 �C (1830 �F),
with a claimed accuracy in enthalpy measure-
ment of þ�1%.

Differential Scanning Calorimetry and
Differential Temperature Analysis

These two techniques are closely related,
and they are commonly used methods for
measuring transition temperatures, such as
phase transformation temperatures or glass
transition temperatures. Additionally, differen-
tial scanning calorimetry (DSC) instruments
(Fig. 2) are used for measuring enthalpy and
specific heat for commercial alloys (Ref 7,
18, 19). These techniques have the advantage
of being relatively fast compared to adiabatic
and drop calorimetry. Several commercial
instruments are available from a variety of
manufacturers.
In differential temperature analysis (DTA),

the temperature difference between a sample
relative to an inert reference material is moni-
tored by a differential thermocouple as the
two are heated or cooled at a constant rate (typ-
ically 10 �C/min). When a thermal transition
occurs, the sample temperature will slow com-
pared to the calibrant, there will be a deviation
from the base line, and the onset temperature of
this deviation is a measure of the transition
temperature. Models of DTA, which achieve a
maximum temperature capability of 2400 �C
(4350 �F), are available.
There are two common designs of DSC

instruments used for measuring specific heat:

� Differential power scanning calorimeter or
power compensation DSC: The difference in
power required tomaintain the sample and ref-
erence at the same temperature is measured as
a function of time. The maximum temperature
is limited to approximately 730 �C (1350 �F),
allowing the direct measurement of aluminum
alloy transformations, including melting, and
the properties of the solid for higher-melting-
point alloys. A commercial instrument is avail-
able, and there is an International Standard
describing its use (Ref 20). Uncertainty of
measurement is approximatelyþ�1 to 2%.

� Heat flux DSC with a disc-type measuring
system: Also known as a differential temper-
ature scanning calorimeter (Fig. 3), this sys-
tem records the temperature difference
between the sample and reference cells.
The maximum temperature attained by these
instruments is frequently 1500 �C (2730 �F),
but to allow measurements of iron alloys,
a few systems can achieve 1600 �C
(2910 �F). The uncertainty of measurement
is of the order of þ�3 to 5%.

To measure specific heat, three runs are per-
formed at the same cooling or heating rates:

� The first run measures the temperature dif-
ference between the sample and an empty
pan. The Ssample is the recorded signal for
mass, msample.

� The second run uses a calibrant, generally g0
alumina or sapphire, NIST SRM720, with an
empty pan, providing the recorded signal
Scal for calibrant of mass mcal and specific
heat Cp

cal.

Fig. 1 Setaram C80 calorimetric block, a Calvet design
calorimeter. Courtesy of Setaram Instrumentation

Fig. 2 Schematic of single- and double-furnace-type differential scanning calorimeters (DSCs). # 2010, PerkinElmer,
Inc. All rights reserved. Printed with permission
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� The third run is with the two empty cruci-
bles, which allows for a correction for slight
asymmetric heat flows in the pans. Sempty is
the recorded signal.

Cp
sample ¼ Ssample � Scal

� � � mcal

� Cp
cal= Scal � Sempty

� � � mempt (Eq 3)

To aid heat transfer and avoid radiation
transfer problems at high temperatures, since
alumina is semitransparent to infrared radia-
tion, platinum crucibles with lids mounted on
a flux plate of platinum are employed. The
crucibles may be protected from reaction with
molten metals by a thin sapphire crucible
insert (Ref 3).
Höhne et al. (Ref 7) and Richardson (Ref 18)

have discussed some of the problems associated
with these instruments. There is a temperature
lag between the sensors and the sample temper-
ature, because the sensors are not in contact
with the material, and these authors describe
correction schemes to allow for this thermal
response. Difficulties are also associated during
melt undercooling, and this makes it difficult to
determine the liquidus temperature of the alloy
on cooling. This, combined with the response
time of the equipment, can lead to larger uncer-
tainties in the determination of the enthalpy of
fusion during cooling. Recently, Dong et al.
(Ref 21, 22) presented a numerical model cor-
recting for the effect of heat-transfer coeffi-
cients within a DSC. A guide to best practice
with DTA and DSC instruments is provided
for the interpretation of curves for analyzing
melting and solidification behavior of metals
(Ref 23).

Single-Pan Calorimetry

This technique can be traced to Smith (Ref
24), who devised a single-pan calorimeter
(Fig. 4) for measuring the specific heat and
transition temperatures in solid copper alloys.
Although he was able to demonstrate its appli-
cability, the advent of modern temperature con-
trollers, which can maintain a better constant
temperature difference, especially during a
large change in heat evolution during a phase
change, stimulated a renewed interest in these
instruments. Calorimeters of this type were
employed by Hayes et al. (Ref 25) for deter-
mining transition temperatures in the construc-
tion of phase diagrams of, for example, Au-
Pb-Bi systems. Dong et al. (Ref 26, 27) have
designed equipment for measuring the enthalpy
and specific heat of aluminum casting alloys.
The technique bears a close relationship to the
cooling curve method, such as the classic work
of Backerud et al. (Ref 28) for aluminum
alloys.
The basis of the technique is to measure or

control the heat flux across the wall of part of
the calorimeter and to monitor the temperature
of the sample as a function of time. There are
two methods of employing it:

� By monitoring the heat flux at a constant
rate of temperature change, thermal events
may be monitored.

� By maintaining a fixed heat flux, thermal
events will cause a response from the rate
of temperature change.

The method is calibrated by running experi-
ments with a standard specimen (in this case,
copper) of known specific heat (cal) and an
empty system (empty). The enthalpy and spe-
cific heats of the sample can be from the
expression (Ref 27):

Cp
sample � dTsample ¼ Cp

cal
�TDsample � �TDempty �dTsample

dTempty

� �
�TDcal

dTcal

� �� �TDempty

dTempty

� �
(Eq 4)

The slope of the temperature rise with time is
given by dT, and the temperature difference
maintained between the inner and outer cruci-
ble for the respective runs is given by DTD.
(DTD is the temperature difference between
the inner and outer crucible, sample refers to
the sample run, empty refers to the empty run,
and cal refers to the calibrant run.)

Fig. 3 Schematic of differential temperature calorimeter

Fig. 4 Example design for a single-pan calorimeter
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The major advantages compared to DSC are
that there is only a small correction for the
response of the specimen thermocouple (i.e., little
smearing), and the temperature of transitions can
be measured after undercooling. The technique
has not been applied above 1000 �C (1830 �F).

Drop Calorimetry

Enthalpy may be measured using a drop calo-
rimetry method (Ref 29, 30). A sample of mass
m is held at a fixed temperature (Ts) and then
dropped into a copper (or silver) receiving calo-
rimeter, which is maintained at a constant temper-
ature Tambient (preferably 25 �C, or 298 K).
Braking devices are frequently used to reduce
the velocity of the sample as it impacts with the
calorimeter. The resulting temperature rise (DT)
of the receiver is carefully measured, using a plat-
inum resistance thermometer. From previous cal-
ibration of the temperature response of the
receiver to a measured heat input (usually from
an electrical heater measuring the power input),
the thermal capacity (mcalCp

cal) of the calorimeter
is determined. The enthalpy of the sample can be
determined from:

HT � Hamb ¼ mcalCp
cal

� �
�T (Eq 5)

Corrections for the difference between Tambient

and 298 K and also the enthalpy of any sample
container, which can significantly magnify the
total errors of the enthalpy of the sample, are
requirements.
Levitation methods can eliminate the need

for a container and have been used for measur-
ing the enthalpy of highly reactive systems,
such as Ti-6Al-4V (Ref 31). The electromag-
netic levitation technique is reviewed in more
detail in Ref 32 to 34.
The problems with levitated drop calorimetry

lie in uncertainties in temperature measurement
arising from uncertainty in emissivity and the
need to differentiate enthalpy/temperature
curves to obtain Cp, which can be particularly
difficult if there is a high-temperature phase
transition (which is frequently the case for com-
mercial materials).
The experimental uncertainties in enthalpy

HT � H298 are estimated to be þ�1 to 2%.

Microsecond Heating

This technique is also known as pulse heating
or explosive wire. In this technique, an electrical
current is discharged rapidly producing a rapid
temperature rise (103 to 105 Ks –1) through a wire
specimen. The temperature rise is measured by a
pyrometer, and by knowing the electrical power
applied (current, I, times voltage, V, over time,
dt), the enthalpy,H, of the specimen can be deter-
mined according to:

H ¼ ð1=mÞ IV dt (Eq 6)

At faster rates, the discharge is so rapid that
measurements can be made into the liquid, but

slow microstructural changes are masked. The
minimum operating temperature is approxi-
mately 1000 �C (1830 �F). The technique was
devised by Cezairliyan (Ref 35, 36), and more
modern designs were developed by Pottlacher
(Ref 37), who, for example, has shown good
agreement between the enthalpy of fusion of
the superalloy IN718 and measurements made
by DSC.
Uncertainties in enthalpy are of the order of

þ�4% (Ref 38, 39) and þ�8% for specific heat
(Ref 39).

Thermal Conductivity/Thermal
Diffusivity

The thermal diffusivity (a) and thermal con-
ductivity (k) are related by:

k ¼ Cp � r � a (Eq 7)

where Cp is the specific heat, and r is the
density.
Because thermal transport involves electron

transport and the electrons are scattered by pre-
cipitates and boundaries in materials, thermal
conductivity is dependent on the mechanical
and thermal history of the material. This is very
important in the solid state, and the condition of
the material must be specified.
Also, for liquids it is very difficult to elimi-

nate the effect of buoyancy on the measurement
of thermal conductivity. Methods adopted are:

� Maintaining the upper surface at a slightly
higher temperature than the lower surface

� Using transient methods so that convection
is not established (Ref 1, 40)

� Minimizing temperature gradients in the
liquid

� Performing experiments in microgravity to
reduce density-driven convection. This
showed that convection effects were largely
suppressed for semiconductors (Ref 41) and
metals (Ref 42) in microgravity experiments.

� Applying a magnetic field to counteract con-
vection. Using this method, Nakamura et al.
(Ref 43) showed that magnetic forces
oppose convection with measurements using
mercury.

These methods do not eliminate surface ther-
mocapillary-driven flow (Marangoni forces),
and Nagata et al. (Ref 42) placed a solid lid
on the surface to counteract these effects.
The methods for measuring thermal conduc-

tivity may be divided into either steady-state
or transient methods.

Steady-State Methods

Steady-state methods (sometimes known as
classical methods) are normally limited to
low temperatures because of the difficulties of
eliminating convection in liquids at high tem-
peratures. Heat losses around the specimen

must be eliminated, and guarding (the match
of the axial gradient in the specimen to its sur-
rounding environment) can be employed to
minimize heat losses. The methods are fre-
quently relative, comparing a material with
unknown conductivity to a material of known
conductivity. Some examples of steady-state
methods are very briefly described.
Concentric Cylinder Method. The sample

is placed in an annulus between two concentric
cylinders, and a known heat flux (q) is applied.
The temperature difference (DT) between tem-
perature sensors (often thermocouples) in the
two cylinders is determined when steady state
is achieved. Knowing the radii of the two cylin-
ders, r1 and r2, and their length, L, the thermal
conductivity, k, is given by:

k ¼ qðlnðr2=r1Þ=2�L �T (Eq 8)

Care is required in estimating end effects,
providing good insulation, and, in the case of
liquids, preventing convection.
Parallel Plate. The sample is placed between

two semi-infinite plates, a known heat flux (q)
is applied to the upper plate, and the tempera-
ture difference (DT) is monitored:

k ¼ q L=A �T (Eq 9)

where A is the area of the plate.
Axial and Radial Heat Flow Methods. A

heat flux (q) is applied to one end of a long, thin
bar, which provides one-dimensional heat trans-
fer. The temperature gradient, DT/L, is
measured at steady state. To measure molten
metals, the bar is vertical and heat is applied
from the top to minimize convection:

k ¼ ð1=AÞfðq L=�TÞ � kcAcg (Eq 10)

where kc Ac refers to the properties of the mea-
surement cell. More information about the
methods is available in Ref 44 to 46.

Non-Steady-State and Transient
Methods

Thermal Diffusivity by Laser Flash. This is
a well-established technique for solids, first
demonstrated by Parker (Ref 47) and reviewed
in detail by Taylor (Ref 48, 49). Thermal con-
ductivity can be derived from the diffusivity,
knowing the density and heat capacity of the
material, using the relation given in Eq 7.
Energy (from a laser or high-intensity xenon

lamp) is fired at the front face of the sample
(Fig. 5) (typically 12mm in diameter with a thick-
ness of 2 mm), and the rise in temperature on the
rear face is measured as a function of time. The
curve deviates from ideal by radiation losses,
and there are several ways to correct for this
effect. From the corrected plot, one of the simpler
analyses to determine the thermal diffusivity (a,
m2/s) from the time to half the maximum temper-
ature (t0.5, s), provided thickness (L, m) of the
sample is known, is:
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� ¼ 0:13888 L2=t0:5 (Eq 11)

To improve energy absorption, the front face
is frequently coated with graphite, or roughen-
ing the solid surfaces can achieve a similar
result.
Various workers have shown its application

to molten liquids. Examples are by Henderson
et al. (Ref 50), Monaghan (Ref 51), Seethara-
man (Ref 52), and Kaschnitz (Ref 53). Signifi-
cant difficulties arise from maintaining a
known thickness and parallel sample faces in
a liquid. There is also concern that density-
driven convection effects could contribute to
the result. Variants of this method exist, and
for one commercial piece of equipment, the
arrangement is vertical, with the laser energy
incident on the bottom surface of the sample.
The liquid is contained in a sapphire cassette,
which is transparent to the wavelength of the
laser. Tests with the solid show good agreement
for the same sample with and without the
cassette.
The thermal conductivity in the solid/liquid

region is important and is difficult to measure
because of the energy used in melting the sam-
ple. Two papers (Ref 54, 55) have dealt with
this topic, presenting different approaches.
Uncertainties of measurement are of the

order of þ�5% in the liquid and less in the solid.

Line Source Method. Several researchers
have attempted to use the line source (or
hot wire) technique to measure the thermal con-
ductivity of alloys. The technique relies on
measurement of the temperature rise in an elec-
trical conductor surrounded by a liquid when an
electrical current is passed. The advantage is
that the onset of convection in the liquid can
be determined, so the inherent thermal conduc-
tivity of the liquid can be measured.
The rise in temperature (DT) in a conductor

is monitored as the electrical current is applied.
Plotting (DT) against ln(time) results in a curve
with three regions:

� An initial transient, which is normally
ignored

� A linear portion
� A nonlinear portion, indicating the onset of

convection

The slope of the linear portion is proportional
to the reciprocal of the thermal conductivity.
Normally, the current is passed for no longer
than 1 s.

For metals, the problem is that the conductor
must be electrically insulated from the alloy.
Hibiya and Nakamura (Ref 41) successfully
insulated a thin metallic strip for measurement
of indium-antimony at approximately 600 �C

(1110 �F), while Yamasue et al. (Ref 56) have
developed the technique for molten silicon and
germanium (up to 1400 �C, or 2550 �F) using
a platinum or molybdenum wire insulated with
silica. Recent developments by Wakeham and
his group (Ref 57) using a modified
insulated probe measuring molten lead give an
estimate of uncertainty of measurement of the
order of þ�3%.

Electrical Conductivity

The review by Mills et al. (Ref 58) has con-
firmed that the thermal conductivities calcu-
lated from electrical resistivities by the
Wiedemann-Franz-Lorenz rule for both solid
and liquid elements near the melting point lie
within experimental error for most metals. This
finding is useful because, if confirmed for
alloys, it would enable the easier measurement
of electrical conductivity (resistivity) to derive
the thermal conductivities of alloys. This would
also allow the calculation of thermal conductiv-
ities of alloys in the solid/liquid region,
because, in this region, heat-pulse methods of
thermal conductivity are particularly difficult
since they result in further melting of the sam-
ple from the energy input.
The four-wire probe is the simplest method

to measure the electrical resistivity of molten
alloys into the solid/liquid region (Ref 59). Ref-
erence 60 reviews a method based on a contact-
less, inductive resistivity technique including a
microgravity facility. Microsecond, rapid heat-
ing techniques have been used to derive electri-
cal conductivity values for the solid and liquid
states of refractory metals and commercial
alloys (Ref 61).

Density

The methods to determine linear thermal
expansion coefficients of solids are reviewed
in Ref 62 and 63. X-ray techniques and dilato-
metry are the principal methods used.
There is a wide variety of techniques for

measuring the density of a molten alloy. Many
are reviewed in Ref 6 and 64 and include clas-
sical techniques such as sessile drop, pendant
drop, pycnometry, gamma ray attenuation, and
capillary rise. The following brief review con-
centrates on other techniques that have been
commonly used over the past ten years.

Density by Levitated Drop

In this method, a drop of metal of known mass
is levitated and heated (Fig. 6, 7). Optical images
of the drop are taken from three orthogonal
directions and used to determine the drop vol-
ume and hence its density. This method is suit-
able for reactive materials at high temperatures.
In recent years, there have been improvements
in the imaging techniques and the methods used
to analyze the geometry of the drops.

Fig. 5 Schematic laser flash apparatus for measuring thermal diffusivity
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Details for electromagnetic levitation meth-
ods are given in Ref 65 and 66, for electrostatic
levitation methods in Ref 67 and 68, and for
aerodynamic levitation methods in Ref 69.
Although a simple technique in principle,

there are a number of experimental difficulties,
such as oscillations of the dropwhen electromag-
netic levitation is used and inaccuracies in non-
contact temperature measurement. Some of the
other levitation techniques obviate the problem
of the oscillation of the drop, but there can be
uncertainties in the heating when a laser is used.
There is good agreement between this and

conventional methods for a range of metals,
such as iron, copper, and nickel. Some experi-
ments have been performed in microgravity.
Experimental uncertainty associated with the
levitated drop is probably þ�3%, although Rhim
et al. (Ref 70) reported uncertainties of þ�1%
when using very small drops.

Density by Displacement

The apparent change in mass of an inert
probe of known dimensions, immersed in a liq-
uid, provides a measurement of density. When
stationary, the classic Archimedean method is
used, but dynamic measurements may also be
made as the probe is driven into the liquid at
a constant rate. When the surface forces have
been overcome, the density of the liquid is
derived from the slope of the plot of mass
against displacement (Ref 64).
Reactions between the furnace gases and the

molten metal and between the probe and the
crucible cause problems with this technique.
Also, the presence of thick oxide films, for
example, on aluminum, can cause measurement
instability. Uncertainties of approximately
þ�2% are probably achievable with these
techniques.

Dilatometric Method

Dilatometric methods for measuring the den-
sity of the liquid and also the changes in density
associated with melting have recently been

proposed. The molten alloy is contained in a
rigid cylindrical cell of a material of known
expansion characteristics. Two protruding pis-
tons are supplied so that the net changes in
the volume of the specimen and the cylinder
are measured, so the volume expansion and
density of the alloy can be determined. It is par-
ticularly important that there is no leakage
between the cylinder and the pistons.
This method has the advantage that the

expansion through the solid/liquid during heat-
ing can be followed, although there are practi-
cal problems of feeding while following the
cooling cycle. Preliminary results for copper,
the aluminum-silicon casting alloy LM25, and
the nickel-base alloy IN718 have been reported
(Ref 71, 72).

Microsecond Technique

By monitoring the dimensions of a wire with a
high-speed video camera as it is resistively heated,
the density can be determined. Like the levitated
drop, this method works well for reactive materi-
als because there is no container, but the sample
must be available as a wire.Work recently carried
out on the nickel alloy IN718 shows good agree-
ment with conventional methods (Ref 61).

Maximum Bubble Pressure

With this technique, the difference in the
maximum pressures required to blow bubbles
at the end of a capillary tube at two known
depths in the liquid alloy is used to determine
the density of the alloy. The main advantages
of this technique are that a new surface is
exposed for each bubble, so it is less suscepti-
ble to contamination; it will still operate when
there is oxide on the surface of the melt; and
there is no mass measurement. The disadvan-
tages are that it can be difficult to detect the
surface to measure the depth of immersion;
the equilibrium bubble shape is easily distorted;

capillary/sample reactions include blocking of
the capillary by oxides; and the radius of the
tube must be accurately measured (Ref 73).

Draining Crucible Method

In this method, the head and flow of a liquid
metal draining through an orifice in a crucible
are determined and the density derived by
hydrodynamic analysis of the data (Ref 74).

Viscosity

There are many methods (Ref 6, 75, 76) to
measure the viscosity of liquids, but those suit-
able for liquid metals are limited by their low
viscosities (of the order of 1 mPa � s), their
chemical reactivity, and generally high melt-
ing points. Proposed methods for measuring
viscosity of metals include capillary, oscillating
vessel, rotational bob or crucible, draining ves-
sel, levitation using the damping of surface
oscillations, and acoustic methods.

Capillary Method

The capillary rheometer is generally thought to
be the bestmethod for themeasurement of the vis-
cosity of liquids (Ref 6) and is based on the time
for a finite volume of liquid to flow through a nar-
row bore tube under a given pressure. The rela-
tionship between viscosity, Z, and efflux time, t,
is given by the modified Poiseuille equation or
the Hagen-Poiseuille equation:

� ¼ ð�r4 � �gh � tÞ=ð8Vðlþ nrÞÞ
� ðm�VÞ=ð8�ðlþ nrÞtÞ (Eq 12)

where r and l are the radius and length of the
capillary, respectively; h is the effective height
of the column of liquid; r is the liquid density;
V is the volume discharged in time, t; and m
and n are constants that can be determined

Fig. 6 Design of instrumentation for levitated drop den-
sity measurement showing camera placement

Fig. 7 Density determined by levitated drop oscillation measurement. Example images of a levitated drop captured
using a high-speed camera. The images have been analyzed automatically and fitted to a generalized ellipse.
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experimentally. The value rgh may be replaced
by DP, the pressure drop along the capillary,
and nr is called the end correction and corrects
for surface tension effects as the liquid is
expelled from the capillary. For liquid metals,
with their relatively high densities, the second
term, which corrects for kinetic energy, is par-
ticularly important.
This technique is often used as a relative,

rather than absolute, method, because the
experimental procedures are simple, and any
errors incidental to the measurement of dimen-
sions are thereby avoided. For a viscometer in
which r, l, h, and V are fixed, Eq 12 reduces to:

�

�
¼ C1t� C2

t
(Eq 13)

where the values of Cl and C2 are easily evalu-
ated using viscosity standard reference samples
but are constants equal to:

C1 ¼ �r3gh

8Vðlþ nrÞ ;C2 ¼ mV

8�ðlþ nrÞ (Eq 14)

In determining the viscosities of metallic
liquids by the capillary method, an especially fine
and long-bore tube (in general, r < 0.15 to 0.2
mm, l> 70 to 80mm) is needed to satisfy the con-
dition of a low Reynolds number for ensuring
laminar flow. This in turn requires a furnace with
a similarly long and uniform hot zone. Blockage
of the capillary by bubbles or oxide inclusions is
a common problem, particularly with aluminum
alloys.Materials problems often impose a temper-
ature limit of approximately 1200 �C (2200 �F),
butmetals such as bismuth have been successfully
measured (Ref 6).

Oscillating Vessel Viscometer

Most measurements of the viscosity of
metals use some form of oscillating vessel vis-
cometer (Fig. 8). A liquid contained in a vessel,
normally a cylinder, is set in motion about a
vertical axis, and the motion is damped by
frictional energy absorption and dissipation
within the liquid. The viscosity is determined
from the decrement and time period of the
motion. The main advantages of the method
are that the time period and decrement are eas-
ily measured and the amount of liquid is rela-
tively small, which allows stable temperature
profiles to be attained.
For a right circular cylinder that is infinitely

long and contains a fluid, the equation of
motion of the damped cylinder is:

I0ðd2�=dt2Þ þ Lðd�=dtÞ þ f� ¼ 0 (Eq 15)

where Io is the moment of inertia of an empty
cup and suspension; t is the time; f is the force
constant of the torsion wire; y is the angle of
displacement of any small segment of the fluid
from its equilibrium position; and L is a func-
tion of the density and viscosity of the fluid,
the internal radius of crucible and height of

liquid. Expressions for L are determined by
solving the Navier-Stokes equations for the
motion of the liquid within the vessel (neglect-
ing nonlinear terms).
One of the major difficulties is relating the

measured parameters to the viscosity through
the second-order differential equation for the
motion of an oscillating system, and there are
a number of mathematical treatments that
appear to yield different results (Ref 77–82)
with the same experimental data. This problem
was recognized by Iida (Ref 6) and is further
discussed in Ref 75. The majority of measure-
ments made by this method have used the anal-
ysis by Roscoe (Ref 79), mainly for reasons of
simplicity of presentation of the working for-
mulae of that reference.
There are several designs (examples may

be found in Ref 83 to 85) of viscometers suit-
able for measuring the viscosity of metals at
high temperatures. An example is the design
described in Ref 83. The sample is contained
within an alumina crucible, which is screwed
into a molybdenum lid and suspension rod
and suspended on a torsion wire. A rotary sole-
noid is used to impart oscillatory motion to the
crucible, and an optical pointer with a diode
array is used to measure the time constant
and decrement of the system. The sample
is heated by a two-zone furnace giving a
maximum temperature capability of appro-
ximately 1650 �C (3000 �F). The authors claim
an uncertainty of measurement of þ�9% within
a 95% confidence limit. A major contribution
to the uncertainty is the extrapolation of the
dimensions of the crucible and the height of
liquid at high temperatures. Gruner et al. (Ref
86), using a statistical approach to estimate

experimental uncertainty, claim uncertainties
in the range of 5 to10%.
Comparison of the oscillating viscometer

with the capillary viscometer reveals some dif-
ferences. Iida (Ref 6) suggests the end effect
is inadequately weighted in the Roscoe treat-
ment and should also include the effect of the
liquid meniscus on the height of the liquid, sug-
gesting that a correction factor, x, of 1 + 0.04
be introduced into the (uncorrected) formula.
Wetting of the crucible may also be important,
and if the metal does not wet the crucible, it
may slip during the oscillation and thus provide
greater damping. The aspect ratio of the sample
may be important in both of these assessments,
and further work is required to justify modifica-
tion of the (Roscoe) equation.

Rotating Cylinder

For the rotating cylinder technique, the torque
on a cylinder rotated in a liquid is related to the
viscosity of the fluid. Viscometers of this type
consist of two concentric cylinders, that is, a
bob and a crucible (Fig. 9). The viscosity is deter-
mined from measurements of the torque gener-
ated on the rotor arm of the rotating cylinder.
When rotating the cylinder at a constant speed,
the viscosity (Z) can be obtained from:

Z ¼ 1

r21
� 1

r21

� �
M

8p2nh
(Eq 16)

where M is the torque, n is the number of revo-
lutions per second, r1 is the radius of the bob, r0
is the radius of the crucible, and h is the height
of the bob. The theory is applicable to infinitely

Fig. 8 Design of oscillation viscometer for metals
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long cylinders, and it is normal to calibrate the
system with reference materials using:

� ¼ G � S=n (Eq 17)

where S is the scale deflection, and G is the
apparatus constant.
This is the most common method for the mea-

surement of slag viscosity, and, for several practi-
cal reasons, it is more customary to rotate the bob
rather than the crucible (Fig. 9). Probably themost
important reason for its adoption is that the rotat-
ing bob viscometer is based on readily available
and cheap commercial instruments. It is also eas-
ier to center the bob, but the viscosity range is less
than for a rotating crucible instrument. It is critical
that the bob rotates axisymetrically and concentri-
cally within the sample. Any instability due to
rotation speed or alignment will increase the
apparent viscosity. Reference 87 shows a modern
example of a rotating crucible method for high
temperatures.
To obtain the necessary sensitivity to mea-

sure the low viscosity of liquid metals, the
clearance between the stationary and rotating
parts must be made very small, and it is difficult
to maintain the system coaxially. In spite of the
experimental difficulties, the rotating bob tech-
nique has been used to measure the viscosity
of aluminum and its alloys (Ref 88). More
recently, Bakhtiyarov and Overfelt (Ref 89)
applied a rotational method to a low-melting-
point alloy and paid particular attention to elim-
inating eccentricity and end effects.

Draining Vessel Method

It is common for comparative measurements
of viscosity to be made for oils and slurries in
industrial applications by use of a flow cup,
where the time taken for a volume of sample
to flow through a small orifice in the bottom
of a cup is measured, and viscosity is derived
from look-up tables. Roach and Henein (Ref
74) have derived equations to adapt this method
for liquid metals and to provide values of vis-
cosity, surface tension, and density. Values for

aluminum are lower than usually quoted, but
the method is robust, and the experiments are
simple to perform.

Oscillating (Levitated) Drop Method

The oscillating drop method is widely used
for surface tension measurements of liquid,
levitated samples. It is based on the fact that
the frequencies of the surface oscillations of a
liquid drop are related to the surface tension
by Rayleigh’s formula (Ref 90); for Earthbound
levitation, his formula must be corrected as
proposed by Cummings and Blackburn (Ref
91). For a viscous drop, these oscillations are
damped due to the viscosity of the liquid.
Therefore, it is, in principle, also possible to
determine the viscosity from the damping. The
damping constant, G, is given by:

� ¼ 20p
3

RZ
m

(Eq 18)

where R and m are the radius and mass of the
droplet, respectively; and Z is the viscosity.
To apply Eq 18, the following conditions must
be satisfied:

� The liquid drop must be spherical.
� The oscillations must persist undisturbed for

several cycles.
� There must be no additional damping mech-

anism present.

It is often thought that none of these condi-
tions is met in terrestrial experiments; the sam-
ple is deformed, and there is an overlap of self-
excited oscillations, making the decay of
one single excitation hard to detect. Also, the
electromagnetic fields necessary for earthbound
levitation inevitably induce turbulent fluid
flows inside the sample, which lead to addi-
tional damping, although Rhim (Ref 92) and
Ishikawa (Ref 93) have published mea-
surements of refractory metals made terrestri-
ally using this method and electrostatic
levitation.
Under microgravity conditions, the fields are

much weaker, and a laminar fluid flow can be
expected, at least for sufficiently viscous materi-
als. In microgravity, an electromagnetic position-
ing field is used, with a separate heating coil. A
pulse of power initiates the oscillations, which
are monitored with a video camera. The tempera-
ture is recorded with a pyrometer. Image analysis
is used to obtain the frequency and decay of the
oscillations. Recently, Wunderlich (Ref 94) car-
ried out measurements on parabolic and sounding
rocket flights on the nickel-base superalloy
CMSX-4, which showed reasonable agreement
with terrestrial measurements of the same alloy
using an oscillating cylinder method.

Damping of an Acoustic Wave

The viscosity of a liquid can be measured by
measuring the damping of an acoustic wave.

There is one example for the measurement of
aluminum (Ref 95) and some alloys using the
hole theory to interpret the results.

Summary

A wide range of methods is available to mea-
sure the properties of liquid and solid alloys,
each with their own strengths and weaknesses.
Some methods require custom-made equip-
ment, while for others, commercial equipment
is readily available. Tables 1 to 4 provide a
brief summary of the measurement methods
discussed in this article. It is unlikely that, for
a particular property, any one method is suit-
able for all materials.
The common challenges for these types of

measurements are those of reactivity, with the
formation of oxides, and temperature measure-
ment. The article illustrates how these effects
are minimized.
There are few methods that are successful in

measuring properties in the important semisolid
(mushy) region during solidification.
Before commissioning expensive work to

measure properties, the modeler is advised to
check the sensitivity of the required predictions
to changes in the input thermophysical data.
This will enable measurement efforts to con-
centrate on the critical data.
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4. J. Brillo, G. Lohöfer, F. Schmidt-Hohagen,
S. Schneider, and I. Egry, Thermophysical
Property Measurements of Liquid Metals
by Electromagnetic Levitation, J. Mater.
Prod. Technol., Vol 26, 2006, p 247–273

5. I. Egry, Noncontact Thermophysical Prop-
erty Measurements of Metallic Melts under
Microgravity, High-Temperature Measure-
ments of Materials, H. Fukuyama and
Y. Waseda, Ed., Springer, Berlin Heidel-
berg, 2009, p 131–147

6. T. Iida and R.I.L. Gutherie, The Physical
Properties of Liquid Metals, Clarendon
Press, Oxford, 1988
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Table 1 Selected methods for measuring the enthalpy, specific heat, and transition temperatures of alloys
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Differential power scanning
calorimetry

20–730 �C
(70–1350 �F)

Measures the power difference
required to maintain a
reference sample and the
specimen at the same
temperature as the temperature
is scanned. A secondary
method

Relatively fast and can extract
limited information about
kinetics by varying cooling
rates. A large background in
their use from the polymer
industry. Commercial
instruments available

Requires baseline correction. Low-
temperature capability. Preferably,
the signal should be desmeared to
allow for the response of the
equipment during rapid changes.

Al and Mg
alloys. High
vapor
pressure
affects
measurement.

Power compensation
differential scanning
calorimetry

Differential temperature
scanning calorimetry

20–1500 �C Measures the temperature
difference between a reference
and the sample as the
temperature is scanned. A
secondary method

Relatively fast and can extract
limited information about
kinetics by varying cooling
rates. Commercial instruments
available

Preferably, the signal should be
desmeared to allow for the
response of the equipment during
rapid changes. Stability of
container and material (coat the
crucible/alumina inserts).
Importance of atmosphere control.
Lack of temperature calibrants at
higher temperatures

Cast iron, steels,
Ni-base alloys

Heat flux differential
scanning calorimetry

(70–2730 �F)
(1650 �C, or 3000 �F)

Single-pan calorimetry 20–1000 �C Maintains a constant temperature
difference between the sample
and its enclosure and measures
the temperature of the sample.
Originally developed for
measuring temperatures of
phase boundaries

The apparatus is thermally
symmetric, and desmearing of
the signal is not required. Can
extract limited information
about kinetics by varying
cooling rates

Limited temperature capability. No
commercial instrument available

Al alloys
One of the modes of
operation is the Smith
calorimeter.

(70–1830 �F)

Drop calorimetry 500–1500 �C
(930–2730 �F)
(depends on
container)

Heats a sample to a known
temperature; drop into a
calorimeter and measure the
temperature rise to derive
enthalpy

Commercial equipment Liquid measurements limited by
container. Cannot follow enthalpy
changes with changes in
microstructure, i.e., no information
about variation of enthalpy in solid/
liquid

Ni-base alloys,
steels, Ti
alloys

Levitated drop calorimetry 1000–2000 �C
(1830–3630 �F)

Uses levitation to support the
specimen

Levitated drop calorimetry can
handle reactive materials
because there is no container.
Electromagnetic levitator is
limited to electrical
conductors.

Modulation calorimetry 20–4000 �C
(70–7230 �F)

Creates periodic oscillations of
power that heat the sample and
determine the oscillations of
the sample temperature about
its mean value. There are
perceived advantages in using
reduced gravity conditions.

Small samples Temperature measurement is difficult
because emissivity of liquid alloys
is difficult to measure.

Ni-base alloys,
refractory
metals

Microsecond pulse
calorimetry

1000–4000 �C
(1830–7230 �F)

Direct electrical heating of a wire
at microsecond rates. Power
and temperature are monitored.

Handles reactive materials
because there is no container;
very fast

Must be able to manufacture a wire.
Temperature measurement is
difficult because emissivity of
liquid alloys is difficult to measure.
Cannot follow enthalpy changes
with changes in microstructure,
i.e., no information about variation
of enthalpy in solid/liquid

Ni and Ti alloys,
steels,
refractory
metals
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Table 2 Some methods for measuring the thermal conductivity and/or thermal diffusivity of alloys

Technique
Temperature

range Principle Advantages Disadvantages Types of material

Pulse method for thermal
diffusivity

20–2000 �C A short-duration, high-energy
pulse (laser or flash lamp) is
absorbed at the front face of a
thin, disk-shaped sample. The
temperature rise of the rear
surface is recorded, and the
thermal diffusivity values are
computed.

Applicable to a wide range of materials.
Well-developed technique for solids.
Several commercial models available

For liquids, the sample must be contained
in a refractory holder. Reactions. Coat
sample to absorb energy. Although the
effects of convection are said to be
minimized, there is no way of
establishing if convection is occurring.
To obtain thermal conductivity, specific
heat data and density values are
required.

Al, Mg, and Cu
alloys, cast iron,
steels, Ni-base
alloys

Normally laser flash
technique

(70–3630 �F)

Transient hot insulated
conductor

20–1500 �C The rise in temperature in an
insulated conductor
accompanies the input of
electrical energy.

Separate convection and conduction
effects

The compatibility of the coating limits the
technique. No commercial equipment.
Still in development

Sn, Si
(70–2730 �F)
(for metals)

Steady state . . . A temperature gradient is
maintained between a known
thickness of the sample and the
heat flow monitored.

Methods are well developed for solids. Difficult to control convection for metals Sn, Pb

Electron bombardment
heat input

730–3500 �C The measurement of phase shift
accompanying the passage of a
temperature wave through a
plane-parallel disc
superimposed on a rising
temperature

High-temperature capability. Small
specimens

Complex experimental apparatus. High
vacuum required. Arduous mathematical
analysis. No commercial equipment
available

Refractory metals

Variant of the
temperature wave
technique

(1350–6330 �F)

Electrical resistance by
four-probe technique

20–1600 �C
(70–2910 �F)

Measures the current and voltage
with four probes

Experimentally easier than the direct
measurement of thermal conductivity.
No convection effects

Assumes that there is a relationship
between electrical resistivity and thermal
conductivity (such as the Wiedemann-
Franz rule). Difficulties if alloy forms
oxide

Cu, Cu-Sn, Fe

Electrical resistance by
microsecond pulse
technique

1000–4000 �C
(1830–7230 �F)

Direct electrical heating of a wire
at microsecond rates. Voltage
and current monitored

No convection effects Assumes that there is a relationship
between electrical resistivity and
thermal conductivity (such as the
Wiedemann-Franz rule)

Ni and Ti alloys,
steels, refractory
metals

Table 3 Selected methods for measuring the viscosity of liquid alloys

Technique Temperature range Principle Advantages Disadvantages Types of material

Capillary viscometer Melting point to
1000 �C (1830 �F)

Time taken for a known volume of
liquid to pass through a capillary of
known length and radius

Applicable to a wide range of
materials at low temperatures.
Well-developed technique

Need accurate capillaries. Easily
blocked by inclusions and
oxides

Zn, Sn, Cu

Oscillating body
viscometer (disk,
cylinder, sphere,
cup)

Melting point to max
2200 �C (4000 �F)
(for metals)

The decay in the angular displacement
(oscillation) and time period of a
symmetrical body suspended on a
torsional pendulum is measured.
Liquid may be contained in or
around the oscillating body.

The most common method for high-
temperature liquid metals.
Geometry can be modified to give
high sensitivity. Although the
theory is complicated, it is now
well established (Roscoe
equations). Recent reference data
for Al and Fe to compare at high
temperatures

Requires accurate dimensions of a
contained sample. No readily
available commercial
equipment

Sn, Al, Cu, Ni, Fe alloys

Rotating bob
Rotating cylinder

Melting point to 1600 �C
(2910 �F)

The torque required to rotate a bob at
a constant speed while immersed in
a liquid is measured. In the rotating
cylinder, the bob is stationary and
the cylinder rotates. There are some
theoretical advantages in rotating
the cylinder, but it is often
experimentally easier to rotate the
bob.

Commercial apparatus available to
provide measurements. Data
analysis simplified by use of
reference oils for calibration.
Dynamic measurements possible.
Variants employed for
measurements in the solid/liquid
region for metals

Use for low viscosity relies on
accurate geometry of
apparatus—correction of end
effects and eccentricity of bob
rotation. Some opinion that it is
not reliable for metals

Al, low-melting-point
metals, slags, oils,
mixtures of solid/
liquid metals

Oscillating spindle Melting point to 1600 �C
(2910 �F)

A spindle (plate, sphere, cylinder,
etc.) of known size is oscillated in
the liquid, and measurements of
resonant frequency and amplitude
are compared with those of the
plate in a gas or vacuum. Measures
the kinematic viscosity

Plate is an adaptation for liquids. Rarely used in liquid at high
temperature

Iron
(Torsional crystal
viscometer)

Levitation
viscometer

1000–2000 �C
(1830–3630 �F)

Measures decay of oscillations of a
levitated droplet

Reduces risk of sample
contamination. Fast measurements
possible

Electromagnetic levitation works
only in space. Some results
reported with electrostatic
levitation. Still in development

Liquid metals
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Table 4 Selected methods for measuring the density and surface tension of alloys

Technique Temperature range Principle Advantages Disadvantages Types of material

Sessile drop Liquidus to 1500 �C
(2730 �F)

Measures the shape of a
droplet sitting on a flat
substrate, using image
analysis—volume for
density, curvature of
surfaces for surface tension

Traditional technique, often used at low
temperatures. Works best with fully
nonwetting systems. Changes can be
continually followed (temperature or
composition). Principle can be used
for solids

Edge definition may be difficult.
Reactions with substrate affect
wetting characteristics and may
suppress surface tension. Will not
work in presence of significant
oxides. Must match sample to
substrate material. Apparatus often
requires vacuum.

Majority of metals
with clean surface,
low vapor pressure

Pendant drop Melting point Measures the shape of a
suspended droplet as it melts
on the end of a rod, using
image analysis—volume for
density, curvature for
surface tension

Same as sessile drop but no reactions
with substrate; no wetting problems.
Fast if electron beam or induction
heating used

Imaging the drop can be difficult. Only
works at melting point. Determining
size of droplet can be difficult.
Measurement of mass is difficult for
density. Oxides may distort shape.

Potentially all metals
with clean surface

Drop weight Melting point Measures mass of a pendant
drop as it detaches from a
suspended rod

Used in conjunction with pendant drop.
Can act as a check of surface tension
and provides mass data for density.
May be used on high-melting-point
materials. Fast if electron beam or
induction heating used

Only works at melting point. Small
drop from breaking of surface often
falls with big drop and produces
error. Oxides can prevent
measurement.

Potentially all metals
with clean surface
(better with high-
melting-point,
high-surface-
tension materials)

Maximum bubble
pressure

Liquidus to 1500 �C
(2730 �F)

Measures pressure required to
blow bubble at end of
capillary at a known depth
in a liquid

New surface for each bubble, so less
susceptible to contamination. Will
work with oxides on surface of
sample. Does not require mass
measurement

Difficult to detect surface to measure
depth of immersion. Equilibrium
bubble shape easily distorted, causing
errors. Capillary/sample reactions.
Measurement of capillary radius.
Oxides on the surface can block the
tube.

All materials

Hydrostatic probe
Archimedean method

Liquidus to 1000 �C
(1830 �F) (potential to
1600 �C, or 2910 �F)

Measures apparent mass of a
bob as it is immersed in a
liquid (dynamic) or when
immersed (Archimedean
method density)

Wide range of materials. Can provide
information about oxides. Better
developed for density. Can be
extremely accurate

Surface tension difficult to extract from
data. Oxides may prevent repeat
measurements.

All materials

Also detachment
methods (surface
tension) du Nouy
ring Wilhelmy plate
Maximum pull

Levitated (oscillating)
drop

1000–2000 �C (1830–
3630 oF)

Measures natural oscillation
frequencies (surface tension)
or volume (density) of
levitated drop of known
mass

Handles reactive materials because
there is no container. Large
temperature range of superheat and
undercooling. Short run times to high
temperatures

Large surface area maximizes
evaporation and gas reactions.
Oxides can distort shape, may
prevent surface tension measurement.
Temperature measurement is difficult
because emissivity of liquid alloys is
difficult to measure. Flat viewing port
or tube required for density. Often
requires separate measurement
systems for density and surface
tension

Cu and Ti alloys, Ni-
base alloys, steels

Piston dilatometry 20–1500 �C
(70–2730 �F)

Modification of standard
dilatometer, with the sample
contained in a cylinder with
freely moving pistons to
monitor change in length

Only method that gives density data in
the solid/liquid region

Method relies on a good fit between
piston and cylinder.

Al and Ni alloys

Microsecond technique
Density only

1000–4000 �C
(1830–7230 �F)

Direct electrical heating of a
wire at microsecond rates.
Changes in dimensions
followed with high-speed
camera

Handles reactive materials because
there is no container

Need a wire. Care with temperature
measurement

Ni and Ti alloys,
steels, refractory
metals

General notes The majority of methods rely on knowledge of the mass of the sample, which will vary if volatile elements are present.
Surface tension Surface tension is critically dependent on surface chemistry and solubility of surface-active elements in the sample. Oxides will therefore produce very different values

from those of a clean surface. Difficulties with oxides are highlighted where the oxide will prevent measurement altogether.
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Measurement and Interpretation of
Flow Stress Data for the Simulation of
Metal-Forming Processes
S.L. Semiatin, Air Force Research Laboratory
T. Altan, The Ohio State University

THE YIELD STRESS of a metal under
uniaxial conditions is often referred to as the flow
stress.Metal starts to deform plastically when the
applied stress (in uniaxial tension without neck-
ing or in uniaxial compression without bulging)
reaches the value of the yield or flow stress.
Metals that undergo flow hardening or softening
exhibit an increasing or decreasing flow stress,
respectively, with increasing strain. Further-
more, many metals show a small or large depen-
dence of flow stress on both strain rate and
temperature at cold or hot working temperatures,
respectively. The quantification of flow stress
constitutes one of the most important inputs to
the simulation of a metal-forming process.
The flow stress of a metal may be quantified

in terms of its dependence on strain, strain rate,
and temperature. Such an approach yields a
phenomenological description of flow behavior
and is useful primarily for the specific material
condition/microstructure and deformation
regime in which actual measurements have
been made. Alternatively, flow stress models
can be based on so-called internal state vari-
ables such as dislocation density, grain size,
phase fraction, strain rate, and temperature. In
this case, the flow behavior can sometimes be
extrapolated beyond the regime of measure-
ments, provided the deformation mechanism is
unchanged. Irrespective of whether flow stress
is described phenomenologically or mechanisti-
cally, similar measurement techniques are used.
For a given microstructural condition, the flow

stress, �s, can be expressed as a function of the
strain, �e, the strain rate, _�e, and the temperature, T:

�s ¼ f ðT;�e; _�eÞ (Eq 1)

Under uniaxial stress conditions, the axial
stress, s, axial strain, e, and axial strain rate,
_e, are equal to the effective stress, �s , effective
strain, �e , and effective strain rate, _�e. This is no
longer true for multiaxial states of stress.
Hence, effective quantities are used more often

to represent flow stress because of their general
applicability. During hot forming of metals (at
temperatures above approximately one-half of
the melting point), the effect of strain on flow
stress is often weak, and the influence of strain
rate (i.e., rate of deformation) becomes increas-
ingly important. Conversely, at room tempera-
ture (i.e., during cold forming), the effect of
strain rate on flow stress is usually small. The
degree of dependence of flow stress on temper-
ature varies considerably among different mate-
rials. Therefore, temperature variations during
the forming process can have different effects
on load requirements and metal flow for differ-
ent materials.
To be useful in the analysis of a forming

process, the flow stress of a metal should be
determined experimentally for the strain, strain
rate, and temperature conditions that exist dur-
ing the process and for the specific microstruc-
tural condition of the workpiece material. The
most commonly used methods for determining
flow stress are the tension, uniform compres-
sion, and torsion tests (Ref 1).

Tension Test

The tension test is commonly used to deter-
mine the mechanical (service) properties of
metals. It is less frequently used to determine
the large-strain flow stress of metals due the
occurrence of necking at relatively small strains.
Nevertheless, it does find application for the
modeling of sheet-forming processes under
ambient-temperature conditions (in which defor-
mations can be moderate) and superplastic-
forming operations at elevated temperatures, in
which a large value of the strain-rate sensitivity
exponent delays necking to large strains.
Two methods of representing flow stress data

from the tension test are illustrated in Fig. 1
(Ref 2). In the classical engineering, or nomi-
nal, stress-strain diagram (Fig. 1a), the

engineering stress, S, is obtained by dividing
the instantaneous tensile load, L, by the original
cross-sectional area of the specimen, Ao. The
stress S is then plotted against the engineering
strain, e = (l – lo)/lo. During deformation, the
specimen initially elongates in a uniform fash-
ion. When the load reaches its maximum value,
necking starts and the uniform uniaxial stress
condition ceases to exist. Deformation is then
concentrated in the neck region while the rest
of the specimen undergoes very limited
deformation.
Figure 1(b) illustrates the true stress-strain

representation of the same tension-test data. In
this case, before necking occurs, the following
relationships are valid:

�s ¼ true stress ðflow stressÞ
¼ instantaneous load=instantaneous area

¼ L=A

¼ Sð1þ eÞ

(Eq 2)

and

�e ¼ true strain ¼ ln
l

lo

� �
¼ ln

Ao

A

� �
¼ lnð1þ eÞ

(Eq 3)

Prior to necking, the instantaneous load is
given by L ¼ A�s. The criterion for necking
can be formulated as the condition that L be
maximum or that:

dL

d�e
¼ 0 (Eq 4)

Furthermore, prior to the attainment of max-
imum load, the uniform deformation conditions
(Eq 2, 3) are valid (Ref 2), and the following
useful relations can be derived:

A ¼ Aoe
��e

and
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L ¼ A�s ¼ Ao�se��e (Eq 5)

Combining Eq 4 and 5 results in:

dL

d�e
¼ 0 ¼ Ao

d�s
d�e

e��e � �se��e
� �

(Eq 6)

or

d�s
d�e

¼ �s (Eq 7)

Very often, the flow stress curve (or simply
flow curve) obtained at room temperature can
be expressed in the form of a power law rela-
tion between stress and strain:

�s ¼ K�en (Eq 8)

in which K and n are material constants known
as the strength coefficient and strain-hardening
exponent, respectively. Combining Eq 7 and
8 results in:

d�s
d�e

¼ Knð�eÞn�1 ¼ �s ¼ Kð�eÞn (Eq 9)

or

�e ¼ n (Eq 10)

The condition expressed by Eq 7 is shown
schematically in Fig. 2. From this figure and
Eq 10, it is evident that at low forming tem-
peratures (for which Eq 8 is valid), a material
with a large n has greater formability; that is,
it sustains a larger amount of uniform deforma-
tion in tension than a material with a smaller n.
It should be noted, however, that this statement
is not true for materials and conditions for
which the flow stress cannot be expressed by
Eq 8. Such is the case at elevated (hot working)
temperatures at which the material response is

very rate sensitive but often exhibits limited
strain hardening.
The determination of flow stress after the

onset of necking (Fig. 1b) requires a correction,
because a triaxial state of stress is induced
(Fig. 3). Such a correction for a round bar spec-
imen, derived by Bridgman (Ref 3), is given by:

�s ¼ L

�r2
1þ 2R

r

� �
ln 1þ r

2R

� �� ��1

(Eq 11)

The quantities r and R are defined in Fig. 3.
For the evaluation of Eq 11, the values of r
and R must be measured continuously during
the test. A similar expression was also derived
by Bridgman to determine the flow stress dur-
ing necking of sheet tension samples.

Uniaxial Compression Test

The compression test can be used to deter-
mine flow stress data for metals over a wide
range of temperatures and strain rates. In this
test, flat platens and a cylindrical sample are

heated and maintained at the same temperature
so that die chilling, and its influence on metal
flow, is prevented. To be applicable without cor-
rections or errors, the cylindrical sample must
be upset without any barreling; that is, the
state of uniform stress in the sample must be
maintained (Fig. 4). Barreling is prevented
by using adequate lubrication. TeflonTM film,
molybdenum sulfide, or machine oil is often
used at room temperature. At hot working tem-
peratures, graphite in oil is used for aluminum
alloys, and melted glass is used for steel, tita-
nium, and high-temperature alloys. To hold the
lubricant, spiral grooves are often machined on
both the flat surfaces of cylindrical test speci-
mens (Fig. 5a). The load and displacement (or
sample height) are measured during the test.
From this information, the average pressure is
calculated at each stage of deformation, that is,
for increasing axial strain.
For frictionless, perfectly uniform compres-

sion, the average pressure-axial stress curve is
equivalent to the flow curve. In this case, simi-
lar to the uniform elongation portion of the ten-
sion test, the following relationships are valid:

�e ¼ ln
ho
h
¼ ln

A

Ao

(Eq 12)

�s ¼ L

A
(Eq 13)

A ¼ Aoe
�e (Eq 14)

_�e ¼ d�e
dt

¼ dh

hdt
¼ v

h
(Eq 15)

Fig. 1 Data from the uniaxial tension test. (a) Engineering stress-strain curve. (b) True stress-strain curve.
(c) Schematic illustration of dimensional changes during the test. Source: Ref 2

Fig. 3 Axial stress distribution at the symmetry plane
of a necked portion of a tension specimen.

Source: Ref 2, 3
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Fig. 2 Determination of the strain at the onset of
necking during the tension test. Source: Ref 2
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in which v is instantaneous crosshead speed, ho
and h are the initial and instantaneous sample
heights, respectively, and Ao and A are initial
and instantaneous cross-sectional areas, respec-
tively. Typically, the compression test can be
conducted without barreling to �50% height
reduction (�e ¼ 0:69) or more. A typical load-
displacement curve and the corresponding �s-�e
curve obtained for the uniform compression of
annealed aluminum 1100 at room temperature
is shown in Fig. 6.
At hot working temperatures (i.e., temperatures

typically in excess of one-half of the absolute
melting point), the flow stress of nearly all metals
is very strain-rate dependent. Therefore, hot com-
pression tests should be conducted using a test
machine that provides a constant true strain rate,
that is, a constant value of the ratio of the cross-
head speed to the instantaneous sample height
(Eq 15). For this purpose, programmable servohy-
draulic testing machines or cam plastometers are
commonly used. Sometimes, a mechanical press
is employed; however, an approximately constant
strain rate is obtained for only the first half of the
deformation when using such equipment. To
maintain nearly isothermal and uniform compres-
sion conditions, hot compression tests are con-
ducted in a furnace or using a preheated fixture
such as that shown in Fig. 7. The dies are coated
with an appropriate lubricant, for example, oil or
graphite for temperatures to 425 �C (800 �F) and
glass for temperatures to 1260 �C (2300 �F). The
fixture/dies and the specimen are heated to the test
temperature, soaked for a predetermined time
(usually �10 to 15 min), and then the test is
initiated. Examples of tested hot compression
samples are shown in Fig. 8. Examples of high-
temperature �s-�e data are given in Fig. 9.

Specimen Preparation

There are two machining techniques that can
be used for preparing specimens for the cylin-
der-compression test, namely, the spiral-groove
design (Fig. 5a) and the Rastegaev specimen
(Fig. 5b). The spiral grooves and the recesses
of the Rastegaev specimen serve the purpose
of retaining the lubricant at the tool-workpiece
interface during compression, thus minimizing
barreling. It has been determined that Raste-
gaev specimens provide better lubrication and
hold their form better during testing compared
to the spiral-grooved specimens. The specifica-
tions for the specimens and the test conditions
are as follows (Ref 4).
For a specimen with spiral grooves (Fig. 5a):

� Solid cylinder (diameter = 0.5 þ� 0.001 in.,
length = 0.75 þ� 0.005 in.)

� Ends should be flat and parallel within
0.0005 in./in.

� Surface should be free of grooves, nicks, and
burrs.

� Spiral grooves machined at the flat ends of
the specimen with approximately 0.01 in.
depth.

Fig. 4 Compression test specimen. (a) View of specimen showing lubricated shallow grooves on the ends. (b) Shape
of the specimen before and after the test

Fig. 5 Typical specimen designs for the compression testing of cylinders. (a) Sample with spiral grooves.
(b) Rastegaev specimen. Source: Ref 4
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For a Rastegaev specimen (Fig. 5b):

� Flat recesses at the ends should be filled with
lubricant.

� Dimensions t0 = 0.008 þ� 0.0005 in. and uo =
0.02 þ� 0.0005 in. at the end faces have a sig-
nificant effect on the lubrication conditions.

� Rastegaev specimen ensures good lubrication
up to high strains of�0.8 to 1; that is, the spec-
imen remains cylindrical due to the radial pres-
sure that the lubricant exerts on the ring.

� to/uo = 0.4 for steels (optimum value at which
the specimen retains cylindrical shape up to
maximum strain before bulging occurs).

Parallelism of the Press (or Testing
Machine) Dies

In a compression test, load is applied on the
billet using flat dies. To ensure that a uniaxial
state of stress exists during the experiment, the
applied load should be exactly parallel to the
axis of the cylindrical specimen. This calls for
measurement of the parallelism of the platens
of the testing machine or press. A commonly
used technique for measuring parallelism
involves compressing lead billets of the same
height as the test samples; lead is used because
it is soft and deforms easily at room

temperature. The circumferential variation in
billet height is an indication of the parallelism
of the platens. Alternatively, for large-diameter
dies, lead samples can be placed at different
locations. The difference in the final height of
the samples following compression can be used
to correct for parallelism.

Errors in the Compression Test

Errors in the determination of flow stress by
the compression test can be classified in three
categories (Ref 4):

� Errors in the displacement readings, which
result in errors in the calculated strain

� Errors in the load readings, which result in
errors in the calculated stress

� Errors in the processing of the data due to
barreling of the test specimens

The first and second type of errors may be
reduced or eliminated by careful calibration
of the transducers and data-acquisition equip-
ment. However, barreling of the test speci-
mens during compression cannot be entirely
eliminated because there is always friction
between the specimen and the tooling. The
maximum error in determining flow stress via
compression testing is thus usually that asso-
ciated with friction. To correct the flow curve
and to determine the percentage error in flow
stress, finite-element method analysis is often
used.
Average pressure (pav)-axial strain (e) plots

derived from measured load-stroke data (cor-
rected for the test-machine compliance) and
reduced assuming uniform deformation can
also be corrected for friction effects using the
following approximate relation (Ref 7):

�s
pav

¼ 1þ msds

ð3 ffiffiffi
3

p Þh

 !�1

(Eq 16)

in which ms denotes the friction shear factor
determined from a ring test (described next),

Fig. 6 Room-temperature data for annealed aluminum alloy 1100. (a) Load-displacement curve from a cylinder-
compression test. (b) True stress-true strain (flow) curve results from both cylinder compression and ring

compression. Source: Ref 5

Fig. 7 Press setup and sample tooling design used for
the hot compression of cylinders and rings
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and ds and h represent the instantaneous sample
diameter and height, respectively.
Gleeble systems (Dynamic Systems, Inc.)

(Ref 8) can be used to conduct hot/warm com-
pression or tension tests on various specimen
geometries. The Gleeble 3500 system uses
direct resistance heating capable of heating the
specimen at a rate up to 10,000 �C/s. A high
cooling rate of 10,000 �C/s can be achieved
using an optional quench system. Temperature
measurements are done using thermocouples
or an infrared pyrometer. The Gleeble 3500
mechanical system has a complete integrated
hydraulic servo system capable of exerting
maximum tensile/compressive (static) forces

of 10 tons. It also has Windows-based software
for running the test and analyzing the data.

Ring Test

The ring test consists of compressing a flat
ring-shaped specimen to a known reduction
(Fig. 10). Changes in the external and internal
diameters of the ring are very dependent on the
friction at the tool/specimen interface (Ref 5). If
the friction were equal to zero, the ring would
deform in the same way as a solid disk, with each
element flowing radially outward at a rate pro-
portional to its distance from the center. With

increasing deformation, the internal diameter of
the ring is reduced if friction is large and is
increased if friction is low. Thus, the change in
the internal diameter represents a simple method
for evaluating interface friction.
The ring test can be used to quantify friction in

terms of either an interface friction shear factor:

msð¼
ffiffiffi
3

p
ðt=�sÞÞ

(in which t denotes the interface shear stress) or a
Coulomb coefficient of friction, m. In either case,
a numerical simulation of the ring test is con-
ducted for the specific ring geometry, work-
piece/die temperatures, and a range of friction
factors/coefficients of friction to generate a series
of so-called calibration curves describing the
dependence of the percentage decrease in the
ring inside diameter (ID) on height reduction.
Corresponding measured values of the ID
decrease (or increase) for several different height
reductions are cross plotted on the set of calibra-
tion curves to determine the pertinent friction
factor/coefficient of friction; the ID measure-
ments are made at the internal bulge. A typical
set of calibration curves for ring tests under iso-
thermal conditions (die and workpiece at the
same temperature) and various ring geometries
(i.e., ratios of initial ring outside diameter, or
OD: ring ID: thickness) are shown in Fig. 11.

Fig. 8 Left to right, specimen before compression and AISI 1018 steel, nickel alloy 718, and Ti-6Al-4V after hot
deformation

Fig. 9 Flow curves for (a) type 403 stainless steel at 980, 1065, and 1120 �C (1800, 1950, and 2050 �F) and (b) Waspaloy at 1065, 1120, and 1150 �C (1950, 2050, and 2100 �F).
The tests were conducted in a mechanical press in which the strain rate was not constant. Source: Ref 6
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Plane-Strain Compression Test

The plane-strain compression test (Fig. 12)
was developed to establish stress-strain curves
for the rolling process. According to Watts
and Ford (Ref 9), the ratio of the width of the
plate, b, to its thickness, h, should be greater
than 6 (i.e., b/h>6) to ensure plane-strain com-
pression. The recommended value of b/h should
be at least 10 (Ref 10). The ratio between
breadth of the tool, a, and the plate thickness,
h, should satisfy the inequality 2 < a/h < 4
(Ref 11).
During the test, one starts with a tool whose

breadth is twice the initial thickness of the strip.
This tool pair is used to compress the specimen
to half of its thickness. Then, the tool is
exchanged with a second tool with half the
breadth of the first tool, and compression goes
on until the sheet is one-fourth its original thick-
ness. A tool with one-half the breadth of the
second can be inserted and so on. Thus, a plane-
strain compression test can be carried out keeping
a/h between the recommended limits (Ref 11).
The equivalent strain in the plane-strain

compression test is calculated by using the
following relation (Ref 11):

�e ¼ ð2=
ffiffiffi
3

p
Þ lnðh1=hÞ (Eq 17)

in which h1 denotes original thickness of the spec-
imen. The uniaxial flow stress (effective stress) is
calculated using the expression (Ref 11):

�s ¼ ð
ffiffiffi
3

p
=2ÞðF=abÞ (Eq 18)

The disadvantages of the plane-strain com-
pression test are (Ref 12):

� The anvils must be kept exactly aligned
under each other, because even a small lat-
eral shift will decrease the area under load.

� Along the edges of the dies, there is a stress
concentration that may cause crack initiation
at a strain for which no cracks would occur
under a uniaxial load.

Fig. 10 The ring test. (a) Schematic of metal flow. (b) Example rings upset to various reductions in height

Fig. 11 Calibration curves for isothermal compression of rings having initial outside diameter: inside diameter:
thickness ratios of (a) 6:3:2, (b) 6:3:1, or (c) 6:3:0.5. Source: Ref 7

h(0)
h(F)

b

F
a

Fig. 12 Schematic illustration of the plane-strain
compression test. Source: Ref 12
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Torsion Test

Because complications associated with neck-
ing (tension test) and barreling (compression
test) are avoided, the torsion test can be used
to obtain �s� �e data at higher strains, often in
excess of �e ¼ 2. Therefore, it is used when �s�
�e must be known for bulk-forming operations
such as extrusion, radial forging, or pilger roll-
ing, in which very large strains are present.
In the torsion test, a hollow tube or solid bar

is twisted at a constant rotational speed; the
torque, M, and the number of rotations, y (in
radians), are measured.
For a tubular specimen (internal radius = r,

wall thickness = t, and gage length = l), the
average shear stress, t, in the gage section is
given by:

t ¼ M

2pr2t
(Eq 19)

The shear strain, g, is:

g ¼ ry
l

(Eq 20)

The corresponding shear strain rate, _g, is:

_g ¼ r _y
l

(Eq 21)

For a solid bar of radius R and gage length l,
the shear stress is given by the following rela-
tion (Ref 13):

t ¼ ð3þ n� þ m�ÞM
2pR3

(Eq 22)

Here, n* and m* denote the instantaneous slopes
of logM-versus-logy and logM-versus-log _y
plots, respectively. In most cases, n* � n, the
strain-hardening exponent, and m* � m, the

strain-rate sensitivity exponent. The corres-
ponding shear strain and shear strain rate are
those pertaining to the outer surface of the
specimen:

g ¼ Ry
l

(Eq 23)

_g ¼ R _y
l

(Eq 24)

Assuming that the material can be considered
to be isotropic, t� g results from the torsion test
can be correlated to those from the uniform
tension or compression tests using the following
relations derived from the von Mises yield
criterion:

�s ¼
ffiffiffi
3

p
t (Eq 25)

and

�e ¼ g=
ffiffiffi
3

p
(Eq 26)

Split-Hopkinson Bar Test

Forming processes such as hot or cold rolling
that are carried out at high rates of deformation
necessitate flow stress data at high strain rates.
For this purpose, the split-Hopkinson pressure
bar is used for compression tests (as well as ten-
sion or torsion tests) at high strain rates at room
or elevated temperature.
A schematic illustration of the test apparatus

is shown in Fig. 13. The apparatus contains a
striker, an incident bar, and a transmitted bar.
Figure 13(a) shows the general elastic wave
propagation in a compressive test. In compres-
sion, when the striker bar impacts the incident
bar, a compressive stress pulse is generated
and travels through the incident bar until it hits
the specimen. At the bar/specimen interface,

part of the incident stress pulse is reflected
due to material (impedance) mismatch. The
transmitted pulse emitted from the specimen
reaches the free end of the transmitted bar and
is reflected there as a tension pulse. The tensile
stress pulse travels back through the transmitted
bar and, upon reaching the specimen/transmit-
ted bar interface, results in separation, thus end-
ing the test. The stress, strain, and strain rate
in the specimen are calculated in terms of
strains recorded from the two strain gages, A
and B.
In the tension version of the test (Fig. 13b),

the specimen is attached to incident and trans-
mitted bars. The compressive stress pulse gen-
erated in the incident bar travels along the
specimen until it reaches the end of the trans-
mitted bar. After reflection, the tensile stress
pulse propagates through the specimen to the
incident bar. Strains recorded by strain gages
A and B are measured (Ref 14). Data collection
and reduction are discussed in “Classic Split-
Hopkinson Pressure Bar Testing” in Mechani-
cal Testing and Evaluation, Volume 8 of ASM
Handbook, 2000.

Indentation Tests

Indentation tests are attractive for deter-
mining flow-stress data under the following
conditions (Ref 15):

� The sample size is limited because of the
process technology involved or when the
number of materials to be tested is large.

� Testing of coated components. A number of
engineering components are coated with dif-
ferent materials to improve their durability.
Using indentation tests, flow-stress behavior
of coatings can be estimated by adjusting
the indentation load.

Strain gage A
Specimen Specimen

Strain gage B Strain gage A Strain gage B

Striker Strikerincident bar incident bartransmitted bar transmitted bar

(a) (b)

eI

eR eT

eT

eI

eR

Fig. 13 Schematic diagram of specimen design and stress-wave propagation for (a) compressive and (b) tensile Hopkinson bar tests. Source: Ref 14
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At a given strain, the flow stress, �s, and hard-
ness value, H, are given by the relation (Ref 15):

HðeÞ ¼ Cf �sð�eÞ (Eq 27)

in which Cf is the constraint factor. The method
for determining the flow stress-strain relation-
ship from static or dynamic hardness tests using
the constraint factor approach is given in Ref
15. Flow curves can also be obtained from
hardness measurements by continuously mea-
suring the force and depth of indentation. How-
ever, this requires an extremely high degree of
measurement accuracy (Ref 15).

Effect of Deformation Heating on
Flow Stress

The plastic work imposed during metal-
working is dissipated by the formation of
metallurgical defects (e.g., dislocations) and the
generation of heat. The former usually accounts
for 5 to 10%of the work, while deformation heat-
ing accounts for 90 to 95% of the work. Depend-
ing on the particular size of the workpiece, a
greater or lesser amount of the deformation heat
dissipates into the dies. For the sample sizes typ-
ically used to determine flow stress (e.g., �12
mm diameter by 18 mm height cylinders for iso-
thermal compression tests), a measurable frac-
tion of the heat is retained in the workpiece for
strain rates of the order of 0.01 s�1 or greater.
For these strain rates, it becomes important to
correct flow-stress data for the temperature rise
associated with deformation heating.
The temperature increase, DT, can be esti-

mated from the following relation:

DT � 0:90Z
R
�sd�e

rdc
(Eq 28)

Here, Z denotes the adiabaticity factor (fraction
of the deformation heat retained in the sample),
c is the specific heat, and rd is the density. The
integral represents the area under the “uncor-
rected” true stress-strain curve from a strain of
zero to the strain for which the temperature rise
is to be calculated. The adiabaticity factor for
hot compression testing of small samples is
equal to �0.5, �0.9, or �1 for strain rates of
0.1, 1, and 10 s�1 (Ref 16, 17).

The procedure for correcting flow curves for
deformation heating comprises the following
steps:

1. Calculate the temperature rise (Eq 28) for a
number of specific strain levels for each of sev-
eral flow curves measured at different nominal
test temperatures and a given strain rate.

2. Construct plots of measured flow stress ver-
sus instantaneous temperature (equal to
nominal test temperature + DT) for each of
the given strains from step 1.

3. Determine the value of d�s=dTfor a series of
strains and nominal test temperatures from
the stress-versus-temperature plots.

4. Using these values of d�s=dT and the calcu-
lated temperature rise, estimate what the iso-
thermal flow stress would have been in the
absence of deformation heating at a series
of strains for each measured flow curve.

Fitting of Flow-Stress Data

Various analytical equations have been used to
fit theflow-stress data obtained from tension, com-
pression, and torsion tests. The specific formof the
equation usually depends on the test temperature
(i.e., cold working versus hot working tempera-
tures) and, at hot working temperatures, on the
strain rate. The definition of the temperature for
cold versus hot working is not precise. However,
the transition usually occurs at approximately
one-half of the melting point on an absolute tem-
perature scale. From a metallurgical standpoint,
hotworking is characterized by a steady-state flow
stress beginning at modest strains (order of 0.25)
due to dynamic recovery or by the occurrence of
discontinuous dynamic recrystallization.

Cold Working Temperatures

A typical �s-�e curve obtained at cold working
temperatures is shown in Fig. 6(b). Strain harden-
ing is pronounced, but the strain-rate dependence
is usually minimal. The flow stress, �s, increases
with increasing �e and, for some materials, may
eventually reach a saturation stress at very large
true strains (usually �e > 1). Because of the para-
bolic shape of the flow curve at cold working tem-
peratures, true stress-strain data can often be fit by
a power-law type of relation mentioned previ-
ously in Eq 8:

�s ¼ K�en

in which K and n are material constants known as
the strength coefficient and strain-hardening expo-
nent, respectively. A log-log plot of experimental
data can be used to determine whether Eq 8 pro-
vides a goodfit. If so, the data fall on a straight line
of slope equal to n, and the strength coefficientK is
equal to the flow stress at a true strain of unity.
Often at small strains, an experimentally deter-
mined curve may depart from linearity on the
log-log plot. In this case, other values of n and K
may be specified for different ranges of true strain.
Typical values of n and K describing the flow-
stress behavior of various metals at cold working
temperatures are given in Tables 1 to 3.
Other analytical expressions have been used

to fit the true stress-strain curves for metals at
cold working temperatures. These include the
following (in which a, b, and c are material/fit-
ting constants that differ in each equation):

Ludwik equation: �s ¼ aþ bð�eÞ (Eq 29)

Voce equation: �s ¼ aþ ½b� a�½1� expð�c�eÞ�
(Eq 30)

Swift equation: �s ¼ cðaþ �eÞn (Eq 31)

The Ludwik equation approximates the stress-
strain curves for annealed materials but
tends to underestimate the stress at low strains
(<0.2) and to overestimate the stress for
high strains. For heavily prestrained materials,
c � 1. The Voce and Swift equations tend to
be used less frequently, partly because of their
greater complexity.

Hot Working Temperatures

At hot working temperatures, �s increases
with increasing _�e and with decreasing tempera-
ture, T. Irrespective of strain rate, the flow
curve generally exhibits a short strain-harden-
ing transient followed by a peak stress. In mate-
rials whose principal dynamic restorative
mechanism is dynamic recovery, subsequent
deformation is characterized by a steady-state
flow stress equal to the peak stress. In materials
that undergo discontinuous dynamic recrystalli-
zation (characterized by the nucleation and
growth of new, strain-free grains during defor-
mation), flow softening occurs following the
peak stress until a steady-state microstructure
and flow stress are achieved. These phenomena
are described more extensively in the
subsequent section, “Metallurgical Considera-
tions at Hot Working Temperatures.”
In many engineering hot working applica-

tions, a simple power-law equation is used to
describe the flow stress as a function of strain
rate:

�s ¼ C _�e
m

(Eq 32)

Here, C is a constant (or a function of strain
sometimes needed to describe the low-strain,
strain-hardening dependence), and m is the
strain-rate sensitivity exponent. A log-log plot
of �s� _�e data can be used to determine whether
Eq 32 provides a good fit. If so, the data fall on
a straight line of slope equal to m. Some typical
C and m values for various metals are given in
Tables 4 to 8 (Ref 18). It has also been found
that the dependence of the m value on homolo-
gous temperature (the ratio of the test tempera-
ture to the melting point on the absolute
temperature scale) is similar for many metallic
materials (Fig. 14) (Ref 19).

Metallurgical Considerations at Hot
Working Temperatures

The flow stress of a metallic material is
closely coupled to its initial microstructure
and how its microstructure evolves as a func-
tion of strain, strain rate, and temperature.
Thus, the measured flow stress is actually the
average macroscopic deformation resistance
associated with a number of micromechanical
processes, such as the glide (slip) and climb
of dislocations, dislocation annihilation, slip
transfer across grain boundaries, dynamic
recrystallization, dynamic grain growth/coars-
ening, and so on. For this reason, a particular
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set of flow-stress measurements is specific to
the initial material and material condition for
which it has been obtained.
Some of the important metallurgical factors

that aid in the interpretation of flow curves at
hot working temperatures are summarized in
this section. These include the influence of
dynamic recovery and dynamic recrystal-
lization on flow response and the effect of
microstructural features (e.g., grain size,

crystallographic texture, and second phases)
on plastic flow.

Conventional Metalworking Strain Rates

Deformation Mechanisms at Conventional
Metalworking Strain Rates. The key mechan-
isms that control microstructure evolution and
plastic flow during hot (and, to some extent,
cold) working at conventional metalworking

strain rates ð _�e � 0:1 s�1Þ are dynamic recovery
and dynamic recrystallization (Ref 20, 21). As
the terms imply, dynamic recovery and recrys-
tallization occur during hot working. As
metals are worked, defects are generated in
the crystal lattice. The most important defects
are line defects known as dislocations. As
deformation increases, the deformation resis-
tance increases due to increasing dislocation
content. However, the dislocation density does

Table 1 Summary of K and n values describing the flow stress-strain relation, �s ¼ Kð«Þn, for various steels

Steel

Composition(a), %

Material history(b)

Temperature

Strain rate, 1/s Strain range K, 103 psi nC Mn P S Sl N Al V Ni Cr Mo W �C �F

Armco iron 0.02 0.03 0.021 0.010 Tr . . . . . . . . . . . . . . . . . . . . . A 20 68 (c) 0.1–0.7 88.2 0.25
1006 0.06 0.29 0.02 0.042 Tr 0.004 . . . . . . . . . . . . . . . . . . A 20 68 (c) 0.1–0.7 89.6 0.31
1008 0.08 0.36 0.023 0.031 0.06 0.007 . . . . . . . . . . . . . . . . . . A 20 68 (c) 0.1–0.7 95.3 0.24

0.07 0.28 . . . . . . 0.27 . . . . . . . . . . . . . . . . . . . . . A 20 68 (c) 0.1–0.7 95.3 0.17
1010 0.13 0.31 0.010 0.022 0.23 0.004 . . . . . . . . . . . . . . . . . . A 20 68 (c) 0.1–0.7 103.8 0.22
1015 0.15 0.40 0.01 0.016 Tr . . . . . . . . . . . . . . . . . . . . . F,A 0 32 30 0.2–0.7 91.4 0.116
1015 0.15 0.40 0.01 0.016 Tr . . . . . . . . . . . . . . . . . . . . . F,A 200 390 30 0.2–0.6 73.7 0.140
1015(d) 0.15 0.40 0.045 0.045 0.25 . . . . . . . . . . . . . . . . . . . . . A 20 68 1.6 . . . 113.8 0.10
1015(d) 0.15 0.40 0.045 0.045 0.25 . . . . . . . . . . . . . . . . . . . . . A 300 572 1.6 . . . 115.2 0.11
1020 0.22 0.44 0.017 0.043 Tr 0.005 . . . . . . . . . . . . . . . . . . A 20 68 (c) 0.1–0.7 108.1 0.20
1035 0.36 0.69 0.025 0.032 0.27 0.004 . . . . . . . . . . . . . . . . . . A 20 68 (c) 0.1–0.7 130.8 0.17

A 20 68 1.6 . . . 139.4 0.11
A 300 572 1.6 . . . 122.3 0.16

1045(d) 0.45 0.65 0.045 0.045 0.25 . . . . . . . . . . . . . . . . . . . . . A 20 68 1.6 . . . 147.9 0.11
A 20 68 1.5 . . . 137.9 0.14
A 300 572 1.6 . . . 126.6 0.15

1050(e) 0.51 0.55 0.016 0.041 0.28 0.0062 0.03 . . . . . . . . . . . . . . . A 20 68 (c) 0.1–0.7 140.8 0.16
1060 A 20 68 1.6 . . . 163.5 0.09

A 20 68 1.5 . . . 157.8 0.12
2317(e) 0.19 0.55 0.057 0.023 0.26 0.016 . . . . . . . . . . . . . . . . . . A 20 68 (c) 0.2–1.0 111.2 0.170
5115 0.14 0.53 0.028 0.027 0.37 . . . . . . . . . . . . 0.71 . . . . . . A 20 68 (c) 0.1–0.7 115.2 0.18

A 20 68 1.6 . . . 123.7 0.09
A 300 572 1.6 . . . 102.4 0.15

5120(e) 0.18 1.13 0.019 0.023 0.27 . . . . . . . . . . . . 0.86 . . . . . . A 20 68 (c) 0.1–0.7 126.6 0.18
A 20 68 1.6 . . . 116.6 0.09
A 300 572 1.6 . . . 98.1 0.16

5140 0.41 0.67 0.04 0.019 0.35 . . . . . . . . . . . . 1.07 . . . . . . A 20 68 (c) 0.1–0.7 125.1 0.15
A 20 68 1.6 . . . 133.7 0.09
A 300 572 1.6 . . . 112.3 0.12

D2 tool steel(e) 1.60 0.45 . . . . . . 0.24 . . . . . . 0.46 . . . 11.70 0.75 0.59 A 20 68 (c) 0.2–1.0 191.0 0.157
L6 tool steel 0.56 . . . . . . . . . . . . . . . . . . 0.14 1.60 1.21 0.47 . . . A 20 68 (c) 0.2–1.0 170.2 0.128
W1-1.0C special 1.05 0.21 . . . . . . 0.16 . . . . . . . . . . . . . . . . . . . . . A 20 68 (c) 0.2–1.0 135.6 0.179
302 SS 0.08 1.06 0.037 0.005 0.49 . . . . . . . . . 9.16 18.37 . . . . . . HR,A 0 32 10 0.25–0.7 186.7 0.295

HR,A 200 390 30 0.25–0.7 120.8 0.278
HR,A 400 750 30 0.25–0.7 92.7 0.279

302 SS 0.053 1.08 0.027 0.015 0.27 . . . . . . . . . 10.2 17.8 . . . . . . A 20 68 (c) 0.1–0.7 210.5 0.6
304 SS(e) 0.030 1.05 0.023 0.014 0.47 . . . . . . . . . 10.6 18.7 . . . . . . A 20 68 (c) 0.1–0.7 210.5 0.6
316 SS 0.055 0.92 0.030 0.008 0.49 . . . . . . . . . 12.9 18.1 2.05 . . . A 20 68 (c) 0.1–0.7 182.0 0.59
410 SS 0.093 0.31 0.026 0.012 0.33 . . . . . . . . . . . . 13.8 . . . . . . A 20 68 (c) 0.1–0.7 119.4 0.2

A 20 68 1.6 . . . 137.9 0.09
431 SS 0.23 0.38 0.020 0.006 0.42 . . . . . . . . . 1.72 16.32 . . . . . . A 20 68 (c) 0.1–0.7 189.1 0.11

(a) Tr = trace. (b) A = annealed, F = forged, HR = hot rolled. (c) Low-speed testing machine; no specific rate given. (d) Composition given is nominal (analysis not given in original reference). (e) Approximate composition

Table 2 Summary of K and n values describing the flow stress-strain relation, �s ¼ Kð«Þn, for various aluminum alloys

Alloy

Composition, %

Material history(a)

Temperature

Strain rate, 1/s Strain range K, 103 psi nAl Cu Si Fe Mn Mg Zn Ti Cr Pb �C �F

1100 99.0 0.10 0.15 0.50 0.01 0.01 . . . . . . . . . . . . CD,A 0 32 10 0.25–0.7 25.2 0.304
1100 bal 0.01 0.10 0.16 0.01 0.01 0.03 . . . . . . . . . A 20 68 (b) 0.2–1.0 17.3 0.297
EC 99.5 0.01 0.092 0.23 0.026 0.033 0.01 . . . . . . . . . A(c) 20 68 4 0.2–0.8 22.4 0.204
2017 bal 4.04 0.70 0.45 0.55 0.76 0.22 . . . . . . 0.06 A 20 68 (b) 0.2–1.0 45.2 0.180
2024(d) bal 4.48 0.60 0.46 0.87 1.12 0.20 . . . . . . 0.056 A 20 68 (b) 0.2–1.0 56.1 0.154
5052 bal 0.068 0.10 0.19 0.04 2.74 0.01 0.003 . . . . . . A(e) 20 68 4 0.2–0.8 29.4 0.134
5052(d) bal 0.09 0.13 0.16 0.23 2.50 0.05 . . . . . . . . . A 20 68 (b) 0.2–1.0 55.6 0.189
5056 bal 0.036 0.15 0.22 0.04 4.83 0.01 . . . 0.14 . . . A(e) 20 68 4 0.2–0.7 57.0 0.130
5083 bal 0.01 0.10 0.16 0.77 4.41 0.01 0.002 0.13 . . . A 20 68 4 0.2–0.8 65.2 0.131
5454 bal 0.065 0.12 0.18 0.81 2.45 <0.01 0.002 . . . . . . A(e) 20 68 4 0.2–0.8 49.9 0.137
6062 bal 0.03 0.63 0.20 0.63 0.68 0.065 0.08 . . . . . . . . . 20 68 (b) 0.2–1.0 29.7 0.122

(a) CD = cold drawn, A = annealed. (b) Low-speed testing machine; no specific rate given. (c) Annealed for 4 h at 400 �C (752 �F). (d) Approximate composition. (e) Annealed for 4 h at 420 �C (788 �F)
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Table 3 Summary of K and n values describing the flow stress-strain relation, �s ¼ Kð«Þn, for various copper alloys

Alloy(a)

Composition(b), % Temperature

Material history(c) Strain rate, 1/s Strain range K, 103 psi nCu Si Fe Sb Sn Zn S Pb Ni �C �F

CDA110 99.94 . . . 0.0025 0.0003 . . . . . . 0.0012 0.0012 0.001 18 64 HR,A 2.5 0.25–0.7 65.5 0.328
CDA110 . . . . . . . . . . . . . . . . . . . . . . . . . . . 20 68 F (d) 0.2–1.0 54.0 0.275
CDA230 84.3 . . . . . . . . . . . . 15.7 . . . . . . . . . 20 68 A (d) 0.2–1.0 76.7 0.373
CDA260 70.8 . . . . . . . . . . . . 29.2 . . . . . . . . . 20 68 A (d) 0.2–1.0 98.1 0.412
CDA260 70.05 . . . Tr . . . Tr bal . . . . . . . . . 200 390 HR,A . . . 0.25–0.7 71.7 0.414
CDA272 63.3 . . . . . . . . . . . . 36.7 . . . . . . . . . 20 68 A (d) 0.2–1.0 103.9 0.394
CDA377 58.6 . . . Tr . . . . . . 39.6 . . . 1.7 . . . 20 68 A (d) 0.2–1.0 115.3 0.334
CDA521(e) 91.0 . . . . . . . . . 9.0 . . . . . . . . . . . . 20 68 F (d) 0.2–1.0 130.8 0.486
CDA647 97.0 0.5 . . . . . . . . . . . . . . . . . . 2.0 20 68 F (d) 0.2–1.0 67.2 0.282
CDA757 65.1 . . . . . . . . . . . . 22.4 . . . <0.05 12.4 20 68 A (d) 0.2–1.0 101.8 0.401
CDA794 61.7 . . . Tr . . . . . . 20.6 . . . Tr 17.5 20 68 A (d) 0.2–1.0 107.0 0.336

(a) CDA = Copper Development Association. (b) Tr = trace. (c) HR = hot rolled, A = annealed, F = forged. (d) Low-speed testing machine; no specific rate given. (e) Approximate composition

Table 4 Summary of C (ksi) and m values describing the flow stress-strain rate relation, �s ¼ Cð :«Þm, for steels at various temperatures (C is
in 103 psi)

Steel Material history Strain rate range, 1/s Strain C m C m C m C m C m

Test temperature, �C (�F): 600 (1110) 800 (1470) 1000 (1830) 1200 (2190)
1015
0.15 C, trace Si, 0.40
Mn, 0.01 P, 0.016 S

Forged,
annealed

0.2–30 0.2 36.8 0.112 . . . . . . . . . . . . . . . . . .
0.25 . . . . . . 19.9 0.105 17.0 0.045 7.2 0.137
0.4 40.6 0.131 . . . . . . . . . . . . . . . . . .
0.5 . . . . . . 21.5 0.104 18.8 0.058 6.8 0.169
0.6 40.0 0.121 . . . . . . . . . . . . . . . . . .
0.7 39.5 0.114 21.1 0.109 18.3 0.068 5.7 0.181

Test temperature, �C (�F): 900 (1650) 1000 (1830) 1100 (2010) 1200 (2190)
1016
0.15 C, 0.12 Si, 0.68
Mn, 0.034 S, 0.025 P

Hot rolled,
annealed

1.5–100 0.10 16.6 0.092 13.4 0.100 9.9 0.124 7.5 0.143
0.30 22.7 0.082 18.2 0.085 13.3 0.115 9.4 0.153
0.50 23.7 0.087 18.2 0.105 12.7 0.146 8.5 0.191
0.70 23.1 0.099 16.1 0.147 11.9 0.166 7.5 0.218

1016
0.15 C, 0.12 Si, 0.68
Mn, 0.034 S, 0.025 P

Hot rolled,
annealed

0.05 11.8 0.133 10.7 0.124 9.0 0.117 6.4 0.150
0.1 16.5 0.099 13.7 0.099 9.7 0.130 7.1 0.157
0.2 20.8 0.082 16.5 0.090 12.1 0.119 9.1 0.140
0.3 22.8 0.085 18.2 0.088 13.4 0.109 9.5 0.148
0.4 23.0 0.084 18.2 0.098 12.9 0.126 9.1 0.164
0.5 23.9 0.088 18.1 0.109 12.5 0.141 8.2 0.189
0.6 23.3 0.097 16.9 0.127 12.1 0.156 7.8 0.205
0.7 22.8 0.104 17.1 0.127 12.4 0.151 8.1 0.196

Test temperature, �C (�F): 870 (1600) 980 (1800) 1090 (2000) 1205 (2200) 1180 (2150)
1018 . . . . . . . . . 25.2 0.07 15.8 0.152 11.0 0.192 9.2 0.20 . . . . . .
1025
0.25 C, 0.08 Si, 0.45
Mn, 0.012 P, 0.025 S

Forged,
annealed

3.5–30 0.25 . . . . . . 33.7 0.004 16.2 0.075 9.3 0.077 . . . . . .
0.50 . . . . . . 41.4 �0.032 17.2 0.080 9.6 0.094 . . . . . .
0.70 . . . . . . 41.6 �0.032 17.5 0.082 8.8 0.105 . . . . . .

1043 Hot rolled, as
received

0.1–100 0.3/0.5/0.7 . . . . . . . . . . . . . . . . . . . . . . . . 10.8 0.21

Test temperature, �C (�F): 900 (1650) 1000 (1830) 1100 (2010) 1200 (2190)
1045(a)
0.46 C, 0.29 Si, 0.73
Mn, 0.018 P, 0.021 S,
0.08 Cr, 0.01 Mo,
0.04 Ni

0.05 25.4 0.080 15.1 0.089 11.2 0.100 8.0 0.175
0.10 28.9 0.082 18.8 0.103 13.5 0.125 9.4 0.168
0.20 33.3 0.086 22.8 0.108 15.4 0.128 10.5 0.167
0.30 35.4 0.083 24.6 0.110 15.8 0.162 10.8 0.180
0.40 35.4 0.105 24.7 0.134 15.5 0.173 10.8 0.188

Test temperature, �C (�F): 600 (1110) 800 (1470) 1000 (1830) 1200 (2190)
1055
0.55 C, 0.24 Si, 0.73
Mn, 0.014 P, 0.016 S

Forged,
annealed

3.5–30 . . . . . . . . . 29.4 0.087 14.9 0.126 7.4 0.145
. . . . . . 32.5 0.076 13.3 0.191 7.4 0.178
. . . . . . 32.7 0.066 11.5 0.237 6.4 0.229

Test temperature, �C (�F): 900 (1650) 1000 (1830) 1100 (2010) 1200 (2190)
1060(a)
0.56 C, 0.26 Si, 0.28
Mn, 0.014 S, 0.013 P,
0.12 Cr, 0.09 Ni

Hot rolled,
annealed

1.5–100 0.10 18.5 0.127 13.3 0.143 10.1 0.147 7.4 0.172
0.30 23.3 0.114 16.9 0.123 12.6 0.135 8.9 0.158
0.50 23.3 0.118 16.4 0.139 12.0 0.158 8.6 0.180
0.70 21.3 0.132 14.9 0.161 10.4 0.193 7.8 0.207

1060(a)
0.56 C, 0.26 Si, 0.28
Mn, 0.014 S, 0.013 P,
0.12 Cr, 0.09 Ni

0.05 16.2 0.128 10.8 0.168 8.7 0.161 6.5 0.190
0.10 18.3 0.127 13.2 0.145 10.1 0.149 7.5 0.165
0.20 21.8 0.119 16.1 0.125 12.1 0.126 8.5 0.157
0.30 23.3 0.114 17.1 0.125 12.8 0.132 8.8 0.164
0.40 23.7 0.112 16.8 0.128 12.5 0.146 8.8 0.171
0.50 23.6 0.110 16.6 0.133 12.7 0.143 8.7 0.176
0.60 22.8 0.129 17.1 0.127 11.7 0.169 8.4 0.189
0.70 21.3 0.129 16.2 0.138 10.7 0.181 7.8 0.204

1095(a)
100 C, 0.19 Si, 0.17
Mn, 0.027 S, 0.023 P,
0.10 Cr, 0.09 Ni

Hot rolled,
annealed

1.5–100 0.10 18.3 0.146 13.9 0.143 9.8 0.159 7.1 0.184
0.30 21.9 0.133 16.6 0.132 11.7 0.147 8.0 0.183
0.50 21.8 0.130 15.7 0.151 10.6 0.176 7.3 0.209
0.70 21.0 0.128 13.6 0.179 9.7 0.191 6.5 0.232

(continued)
(a) Approximate composition
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Table 4 (continued)

Steel Material history Strain rate range, 1/s Strain C m C m C m C m C m

Test temperature, �C (�F): 930 (1705) 1000 (1830) 1060 (1940) 1135 (2075) 1200 (2190)
1115
0.17 C, 0.153 Si, 0.62
Mn, 0.054 S, 0.032 P

Hot rolled, as
received

4.4–23.1 0.105 16.3 0.088 13.0 0.108 10.9 0.112 9.1 0.123 7.6 0.116
0.223 19.4 0.084 15.6 0.100 12.9 0.107 10.5 0.129 8.6 0.122
0.338 20.4 0.094 17.3 0.090 14.0 0.117 11.2 0.138 8.8 0.141
0.512 20.9 0.099 18.0 0.093 14.4 0.127 11.0 0.159 8.3 0.173
0.695 20.9 0.105 16.9 0.122 13.6 0.150 9.9 0.198 7.6 0.196

Test temperature, �C (�F): 900 (1650) 1000 (1830) 1100 (2010) 1200 (2190)
Alloy steel
0.35 C, 0.27 Si, 1.49
Mn, 0.041 S, 0.037 P,
0.03 Cr, 0.11 Ni, 0.28
Mo

. . . . . . 0.05 16.6 0.102 12.2 0.125 9.4 0.150 7.4 0.161
0.10 19.9 0.091 14.8 0.111 11.5 0.121 8.1 0.149
0.20 23.0 0.094 17.6 0.094 13.5 0.100 9.4 0.139
0.30 24.9 0.092 19.1 0.093 14.4 0.105 10.2 0.130
0.40 26.0 0.088 19.6 0.095 14.5 0.112 10.4 0.139
0.50 25.9 0.091 19.6 0.100 14.4 0.112 10.1 0.147
0.60 25.9 0.094 19.5 0.105 14.2 0.122 9.7 0.159
0.70 25.5 0.099 19.2 0.107 13.9 0.126 9.2 0.165

4337(a)
0.35 C, 0.27 Si, 0.66
Mn, 0.023 S, 0.029 P,
0.59 Cr, 2.45 Ni, 0.59
Mo

Hot rolled,
annealed

1.5–100 0.10 22.1 0.080 16.6 0.109 12.1 0.115 8.2 0.165
0.30 28.1 0.077 20.8 0.098 15.0 0.111 10.7 0.138
0.50 29.2 0.075 21.8 0.096 15.7 0.112 11.3 0.133
0.70 28.1 0.080 21.3 0.102 15.5 0.122 11.3 0.135

926(a)
0.61 C, 1.58 Si, 0.94
Mn, 0.038 S, 0.035 P,
0.12 Cr, 0.27 Ni, 0.06
Mo

Hot rolled,
annealed

1.5–100 0.10 22.9 0.109 17.1 0.106 11.8 0.152 8.6 0.168
0.30 28.2 0.101 20.4 0.106 14.3 0.140 10.1 0.162
0.50 27.8 0.104 20.0 0.120 13.8 0.154 9.1 0.193
0.70 25.8 0.112 18.2 0.146 11.8 0.179 7.5 0.235

50100(a)
1.00 C, 0.19 Si, 0.17
Mn, 0.027 S, 0.023 P,
0.10 Cr, 0.09 Ni

. . . . . . 0.05 16.1 0.155 12.4 0.155 8.2 0.175 6.3 0.199
0.10 18.6 0.145 14.1 0.142 9.5 0.164 6.8 0.191
0.20 20.9 0.135 15.9 0.131 11.4 0.141 8.1 0.167
0.30 21.8 0.135 16.6 0.134 11.7 0.142 8.0 0.174
0.40 22.0 0.134 16.8 0.134 11.2 0.155 8.4 0.164
0.50 21.5 0.131 15.6 0.150 11.1 0.158 7.4 0.199
0.60 21.3 0.132 14.6 0.163 10.0 0.184 7.0 0.212
0.70 20.9 0.131 13.5 0.176 9.7 0.183 6.7 0.220

52100
1.06 C, 0.22 Si, 0.46
Mn, 0.019 S, 0.031 P,
1.41 Cr, 0.17 Ni

Hot rolled,
annealed

1.5–100 0.10 20.9 0.123 14.3 0.146 9.5 0.169 6.7 0.203
0.30 25.5 0.107 17.7 0.127 12.0 0.143 8.3 0.171
0.50 25.9 0.107 17.7 0.129 12.3 0.143 8.3 0.178
0.70 23.3 0.131 16.8 0.134 12.0 0.148 7.7 0.192

Test temperature, �C (�F): 900 (1650) 1000 (1830) 1100 (2010) 1200 (2190)
Mn-Si steel
0.61 C, 1.58 Si, 0.94
Mn, 0.038 S, 0.035 P,
0.12 Cr, 0.27 Ni, 0.06
Mo

. . . . . . 0.05 19.2 0.117 14.8 0.119 9.7 0.172 7.5 0.181
0.10 22.6 0.112 17.1 0.108 11.8 0.151 8.7 0.166
0.20 25.7 0.108 19.5 0.101 13.5 0.139 9.7 0.160
0.30 27.6 0.108 20.5 0.109 14.8 0.126 10.0 0.161
0.40 27.6 0.114 20.2 0.114 14.4 0.141 9.5 0.179
0.50 27.2 0.113 19.8 0.125 14.1 0.144 9.1 0.188
0.60 26.0 0.121 18.8 0.137 12.8 0.162 8.2 0.209
0.70 24.7 0.130 17.8 0.152 11.9 0.178 7.5 0.228

Cr-Si steel
0.47 C, 3.74 Si, 0.58
Mn, 8.20 Cr 20 Ni

. . . . . . 0.05 19.9 0.118 23.9 0.104 15.1 0.167 10.0 0.206
0.10 19.9 0.136 25.6 0.120 16.8 0.162 11.1 0.189
0.20 19.9 0.143 27.6 0.121 18.5 0.153 11.9 0.184
0.30 19.9 0.144 28.4 0.119 19.1 0.148 12.1 0.182
0.40 19.3 0.150 28.2 0.125 18.9 0.150 12.1 0.178
0.50 18.5 0.155 26.6 0.132 18.5 0.155 11.8 0.182
0.60 17.5 0.160 25.2 0.142 17.5 0.160 11.5 0.182
0.70 16.1 0.163 23.3 0.158 16.1 0.162 10.7 0.199

D3(a)
2.23 C, 0.43 Si, 0.37
Mn, 13.10 Cr, 0.33
Ni

Hot rolled,
annealed

1.5–100 0.10 39.2 0.087 29.0 0.108 21.0 0.123 14.6 0.121
0.30 43.7 0.087 30.4 0.114 21.0 0.139 13.9 0.130
0.50 39.7 0.101 27.1 0.125 18.4 0.155 12.2 0.124
0.70 33.3 0.131 22.5 0.145 15.3 0.168 10.7 0.108

Test temperature, �C (�F): 700 (1290) 820 (1510) 900 (1650) 1000 (1830)
H-13
0.39 C, 1.02 Si, 0.60
Mn, 0.016 P, 0.020 S,
5.29 Cr, 0.04 Ni, 1.35
Mo, 0.027 N, 0.83 V

. . . 290–906 0.1 19.1 0.232 10.2 0.305 6.0 0.373 4.8 0.374
0.2 30.1 0.179 13.7 0.275 8.2 0.341 9.0 0.295
0.3 31.0 0.179 15.1 0.265 10.8 0.305 11.6 0.267
0.4 25.9 0.204 12.3 0.295 12.5 0.287 11.8 0.269

Test temperature, �C (�F): 900 (1650) 1000 (1830) 1100 (2010) 1200 (2190)
H-26(a)
0.80 C, 0.28 Si, 0.32
Mn, 4.30 Cr, 0.18 Ni,
0.55 Mo, 18.40 W,
1.54 V

Hot rolled,
annealed

1.5–100 0.10 46.7 0.058 37.4 0.072 26.2 0.106 18.7 0.125
0.30 49.6 0.075 38.1 0.087 26.0 0.121 18.3 0.140
0.50 44.6 0.096 33.7 0.102 23.6 0.131 16.2 0.151
0.70 39.1 0.115 27.9 0.124 20.1 0.149 13.8 0.162

Test temperature, �C (�F): 600 (1110) 800 (1470) 1000 (1830) 1200 (2190)
301 SS(a)
0.08 C, 0.93 Si, 1.10
Mn, 0.009 P, 0.014 S,
16.99 Cr, 6.96 Ni,
0.31 Mo, 0.93 Al.
0.02 N, 0.063 Se

Hot rolled,
annealed

0.8–100 0.25 . . . . . . 40.5 0.051 16.3 0.117 7.6 0.161
0.50 . . . . . . 39.3 0.062 17.8 0.108 7.6 0.177
0.70 . . . . . . 37.8 0.069 17.4 0.102 6.6 0.192

(continued)

(a) Approximate composition
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not increase without limit because of the
occurrence of dynamic recovery and dynamic
recrystallization.
In high-stacking-fault-energy (SFE) metals (e.

g., aluminum and its alloys, iron in the ferrite
phase field, titanium alloys in the beta phase field),
dynamic recovery (DRV) predominates. During
such processes, individual dislocations or pairs
of dislocations are annihilated because of the ease
of climb (and the subsequent annihilation of dislo-
cations of opposite sign) and the formation of cells
and subgrains that act as sinks for moving
(mobile) dislocations. Because subgrains are
formed and destroyed continuously during hot
working, hot deformedmetals often contain a col-
lection of equiaxed subgrains (with lowmisorien-
tations across their boundaries) contained within
elongated primary grains (Ref 21, 22). Further-
more, the dynamic recovery process leads to low
stresses at high temperatures, and thus, cavity
nucleation and growth are retarded, and ductility

is high. The evolution of microstructure in high-
SFE (and some low- SFE) materials worked at
lower temperatures, such as those characteristic
of cold working, is similar. At these temperatures,
subgrains may also form and serve as sinks for
dislocations. However, the subgrains are more
stable. Thus, as more dislocations are absorbed
into their boundaries, increasing misorientations
are developed, eventually giving rise to an
equiaxed structure of high-angle boundaries. Such
a mechanism forms the basis for grain refinement
in so-called severe plastic deformation processes.
This mechanism of grain refinement is sometimes
called continuous dynamic recrystallization
because of the gradual nature of the formation of
high-angle boundaries with increasing strain.
In low-SFEmaterials (e.g., iron and steel in the

austenite phase field, copper, nickel), dynamic
recovery occurs at a lower rate under hot working
conditions, becausemobile dislocations are disso-
ciated, and therefore, climb is difficult. This leads

to somewhat higher densities of dislocations than
in materials whose deformation is controlled by
dynamic recovery. Furthermore, as the tempera-
ture is increased, the mobility of grain boundaries
increases rapidly. Differences in dislocation den-
sity across the grain boundaries, coupledwith high
mobility, lead to the nucleation and growth of
new, strain-free grains via a discontinuous
dynamic recrystallization process (Ref 21, 23).
At large strains, a fully recrystallized structure is
obtained. However, even at this stage, recrystal-
lized grains are being further strained and thus
undergo additional cycles of dynamic recrystalli-
zation. Nevertheless, a steady state is reached in
which the rate of dislocation input due to the
imposed deformation is balanced by dislocation
annihilation due to the nucleation and growth of
new grains (as well as some dynamic recovery).
Hence, although a nominally equiaxed grain
structure is obtained at large strains, the distribu-
tion of stored energy is not uniform.

Table 4 (continued)

Steel Material history Strain rate range, 1/s Strain C m C m C m C m C m

302 SS
0.07 C, 0.71 Si, 1.07
Mn, 0.03 P, 0.005 S,
18.34 Cr, 9.56 Ni

Hot rolled,
annealed

310–460 0.25 26.5 0.147 25.1 0.129 11.0 0.206 4.6 0.281
0.40 31.3 0.153 30.0 0.121 13.5 0.188 4.7 0.284
0.60 17.5 0.270 45.4 0.063 16.8 0.161 4.1 0.310

302 SS
0.08 C, 0.49 Si, 1.06
Mn, 0.037 P, 0.005 S,
18.37 Cr, 9.16 Ni

Hot rolled,
annealed

0.2–30 0.25 52.2 0.031 36.6 0.042 23.1 0.040 12.8 0.082
0.40 58.9 0.022 40.4 0.032 24.7 0.050 13.6 0.083
0.60 63.2 0.020 41.9 0.030 24.9 0.053 13.5 0.091
0.70 64.0 0.023 42.0 0.031 24.7 0.052 13.4 0.096

Test temperature, �C (�F): 900 (1650) 1000 (1830) 1100 (2010) 1200 (2190)
302 SS
0.07 C, 0.43 Si, 0.48
Mn, 18.60 Cr, 7.70
Ni

. . . 1.5–100 0.05 24.6 0.023 16.8 0.079 13.7 0.093 9.7 0.139
0.10 28.4 0.026 21.2 0.068 15.6 0.091 11.1 0.127
0.20 33.6 0.031 25.2 0.067 18.1 0.089 12.5 0.120
0.30 35.3 0.042 26.3 0.074 19.5 0.089 13.5 0.115
0.40 35.6 0.055 26.9 0.084 19.9 0.094 14.2 0.110
0.50 35.6 0.060 27.0 0.093 19.6 0.098 14.2 0.115
0.60 34.1 0.068 26.4 0.092 19.3 0.102 13.8 0.118
0.70 33.6 0.072 25.7 0.102 18.9 0.108 13.9 0.120

Test temperature, �C (�F): 600 (1110) 800 (1470) 1000 (1830) 1200 (2190) 900 (1650)
309 SS
0.13 C, 0.42 Si, 1.30
Mn, 0.023 P, 0.008 S,
22.30 Cr, 12.99 Ni

Hot drawn,
annealed

200–525 0.25 . . . . . . 39.4 0.079 . . . . . . 8.7 0.184 . . . . . .
0.40 . . . . . . 45.1 0.074 . . . . . . 9.6 0.178 . . . . . .
0.60 . . . . . . 48.1 0.076 . . . . . . 9.5 0.185 . . . . . .

310 SS
0.12 C, 1.26 Si, 1.56
Mn, 0.01 P, 0.009 S,
25.49 Cr, 21.28 Ni

Hot drawn,
annealed

310–460 0.25 50.3 0.080 32.3 0.127 27.5 0.101 12.0 0.154 . . . . . .
0.40 56.5 0.080 32.2 0.142 22.8 0.143 10.8 0.175 . . . . . .
0.60 61.8 0.067 21.9 0.212 9.7 0.284 4.5 0.326 . . . . . .

316 SS
0.06 C, 0.52 Si, 1.40
Mn, 0.035 P, 0.005 S,
17.25 Cr, 12.23 Ni,
2.17 Mo

Hot drawn,
annealed

310–460 0.25 13.5 0.263 22.2 0.149 6.4 0.317 8.0 0.204 . . . . . .
0.40 28.8 0.162 26.8 0.138 3.7 0.435 7.4 0.227 . . . . . .
0.60 39.3 0.128 30.1 0.133 6.1 0.365 6.5 0.254 . . . . . .

403 SS
0.16 C, 0.37 Si, 0.44
Mn, 0.024 P, 0.007 S,
12.62 Cr

Hot rolled,
annealed

0.8–100 0.25 . . . . . . 26.3 0.079 15.4 0.125 7.3 0.157 . . . . . .
0.50 . . . . . . 26.9 0.076 16.0 0.142 7.8 0.152 . . . . . .
0.70 . . . . . . 24.6 0.090 15.3 0.158 7.5 0.155 . . . . . .

SS
0.12 C, 0.12 Si, 0.29
Mn, 0.014 P, 0.016 S,
12.11 Cr, 0.50 Ni,
0.45 Mo

Hot rolled,
annealed

0.8–100 0.25 . . . . . . 28.7 0.082 17.2 0.082 11.9 0.079 . . . . . .
0.50 . . . . . . 29.1 0.093 20.7 0.073 11.6 0.117 . . . . . .
0.70 . . . . . . 28.7 0.096 22.5 0.067 11.2 0.131 . . . . . .

SS
0.08 C, 0.45 Si, 0.43
Mn, 0.031 P, 0.005 S,
17.38 Cr, 0.31 Ni

Hot rolled,
annealed

3.5–30 0.25 . . . . . . . . . . . . 19.5 0.099 8.9 0.128 28.3 0.114
0.50 . . . . . . . . . . . . 22.3 0.097 9.5 0.145 34.9 0.105
0.70 . . . . . . . . . . . . 23.2 0.098 9.2 0.158 37.1 0.107

Test temperature, �C (�F): 870 (1600) 925 (1700) 980 (1800) 1095 (2000) 1150 (2100)
Maraging 300 . . . . . . . . . 43.4 0.077 36.4 0.095 30.6 0.113 21.5 0.145 18.0 0.165

Test temperature, �C (�F): 1205 (2200)
Maraging 300 . . . . . . . . . 12.8 0.185

(a) Approximate composition
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The presence of second-phase particles may
affect the evolution of microstructure during
hot working of both high- and low-SFE materi-
als. In high-SFE materials, particles may affect
the homogeneity and magnitude of dislocation
substructure that evolves. In low-SFE materials,
particles may affect the evolution of substruc-
ture, serve as nucleation sites for dynamic

recrystallization, as well as serve as obstacles
to boundary migration during the recrystalliza-
tion process.
Flow Curves at Conventional Metalwork-

ing Strain Rates. The stress-strain (flow)
curves that are measured under conventional
hot working conditions are a function of the
predominant dynamic softening mechanism.

Flow Curves for Dynamic Recovery. As men-
tioned previously, the hot working response
of high-SFE metals is controlled by dynamic
recovery. In such cases, dislocation generation
is offset by dislocation annihilation due to
recovery processes. The flow curve thus exhi-
bits an initial stage of strain hardening followed
by a steady-state (constant) flow stress. Typical

Table 5 Summary of C (ksi) and m values describing the flow stress-strain rate relation, �s ¼ Cð :«Þm, for aluminum alloys at various
temperatures

Alloy Material history Strain rate range, 1/s Strain C m C m C m C m C m

Test temperature, �C (�F): 200 (390) 300 (570) 400 (750) 500 (930) 600 (1110)
Super-pure
99.98 Al, 0.0017 Cu,
0.0026 Si, 0.0033
Fe, 0.006 Mn

Cold rolled,
annealed 1/2 h
at 1110�F

0.4–311
0.288 5.7 0.110 4.3 0.120 2.8 0.140 1.6 0.155 0.6 0.230
2.88 8.7 0.050 4.9 0.095 2.8 0.125 1.6 0.175 0.6 0.215

Test temperature, �C (�F): 240 (465) 360 (645) 480 (825)
EC
0.01 Cu, 0.026 Mn,
0.033 Mg, 0.092 Si,
0.23 Fe, 0.01 Zn,
99.5 Al

Annealed 3 h at
750�F

0.25–63
0.20 10.9 0.066 5.9 0.141 3.4 0.168
0.40 12.3 0.069 6.3 0.146 3.3 0.169
0.60 13.1 0.067 6.4 0.147 3.2 0.173
0.80 13.8 0.064 6.7 0.135 3.4 0.161

Test temperature, �C (�F): 200 (390) 400 (750) 500 (930)
1100
99.0 Al (min), 0.10
Cu, 0.15 Si, 0.50 Fe,
0.01 Mn, 0.01 Mg

Cold drawn,
annealed

0.25–40
0.25 9.9 0.066 4.2 0.115 2.1 0.211
0.50 11.6 0.071 4.4 0.132 2.1 0.227
0.70 12.2 0.075 4.5 0.141 2.1 0.224

Test temperature, �C (�F): 150 (300) 250 (480) 350 (660) 450 (840) 550 (1020)
1100(a)
0.10 Cu, 0.20 Si,
0.02 Mn, 0.46 Fe,
0.01 Zn, bal Al

Extruded,
annealed 1 h at
750�F

4–40
0.105 11.4 0.022 9.1 0.026 6.3 0.055 3.9 0.100 2.2 0.130
0.223 13.5 0.022 10.5 0.031 6.9 0.061 4.3 0.098 2.4 0.130
0.338 15.0 0.021 11.4 0.035 7.2 0.073 4.5 0.100 2.5 0.141
0.512 16.1 0.024 11.9 0.041 7.3 0.084 4.4 0.116 2.4 0.156
0.695 17.0 0.026 12.3 0.041 7.4 0.088 4.3 0.130 2.4 0.155

Test temperature, �C (�F): 200 (390) 400 (750) 500 (930)
2017
94.95 Al, 3.50 Cu,
0.10 Si, 0.50 Fe,
0.50 Mn, 0.45 Mg

Cold drawn,
annealed

0.2–30
0.250 34.5 0.014 14.8 0.110 5.8 0.126
0.500 32.2 �0.025 13.2 0.121 5.2 0.121
0.700 29.5 �0.038 12.5 0.128 5.1 0.119

Test temperature, �C (�F): 300 (570) 350 (660) 400 (750) 450 (840) 500 (930)
2017(a)
0.89 Mg, 4.17 Cu,
0.61 Si, 0.41 Fe,
0.80 Mn, 0.052 Zn,
0.01 Pb, 92.9 Al

Solution treated 1
h at 950�F,
water quenched
annealed 4 h at
750�F

0.4–311
0.115 10.8 0.695 9.1 0.100 7.5 0.110 6.2 0.145 5.1 0.155
2.660 10.0 0.100 9.2 0.100 7.7 0.080 6.8 0.090 4.6 0.155

Test temperature, �C (�F): 240 (465) 360 (645) 480 (825)
5052
0.068 Cu, 0.04 Mn,
2.74 Mg, 0.10 Si,
0.19 Fe, 0.01 Zn,
0.003 Ti, bal Al

Annealed 3 h at
790�F

0.25–63
0.20 14.3 0.038 8.9 0.067 5.6 0.125
0.40 15.9 0.035 9.3 0.071 5.3 0.130
0.60 16.8 0.035 9.0 0.068 5.1 0.134
0.80 17.5 0.038 9.4 0.068 5.6 0.125

5056
0.036 Cu, 0.04 Mn,
4.83 Mg, 0.15 Si,
0.22 Fe, 0.01 Zn,
0.14 Cr, bal Al

Annealed 3 h at
790�F

0.25–63
0.20 42.6 �0.032 20.9 0.138 11.7 0.200
0.40 44.0 �0.032 20.8 0.138 10.5 0.205
0.60 44.9 �0.031 19.9 0.143 10.3 0.202
0.70 45.6 �0.034 20.3 0.144 10.3 0.203

5083
0.01 Cu, 0.77 Mn,
4.41 Mg, 0.10 Si,
0.16 Fe, 0.01 Zn,
0.13 Cr, 0.002 Ti,
bal Al

Annealed 3 h at
790�F

0.25–63
0.20 43.6 �0.006 20.5 0.095 9.3 0.182
0.40 43.6 �0.001 19.7 0.108 8.3 0.208
0.60 41.9 0.003 18.8 0.111 8.5 0.201
0.80 40.2 0.002 19.1 0.105 9.7 0.161

5454
0.065 Cu, 0.81 Mn,
2.45 Mg, 0.12 Si,
0.18 Fe, <0.01 Zn,
0.002 Ti, bal Al

Annealed 3 h at
790�F

0.25–63
0.20 33.6 �0.005 16.8 0.093 10.8 0.182
0.40 36.0 �0.009 16.3 0.104 10.7 0.188
0.60 36.9 �0.009 16.0 0.102 10.0 0.191
0.80 37.0 �0.009 16.2 0.097 10.2 0.183

Test temperature, �C (�F): 400 (750) 450 (840) 500 (930) 550 (1020)
7075(a)
89.6 Al, 1.31 Cu,
2.21 Mg, 0.21 Si,
0.30 Fe, 0.34 Mn,
5.75 Zn, 0.01 Pb

Solution treated
1 h at 870�F,
water quenched,
aged at 285�F
for 16 h

0.4–311
0.115 10.0 0.090 6.0 0.135 3.9 0.150 2.9 0.170
2.66 9.7 0.115 6.2 0.120 4.8 0.115 2.7 0.115

(a) Approximate composition
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flow curves for pure iron in the body-centered
cubic phase field are shown in Fig. 15 (Ref 24).
The magnitude of the steady-state flow stress,
�sss, decreases with increasing temperature, T,
and decreasing strain rate, _�e, typically according
to a phenomenological (hyperbolic sine) rela-
tion, as follows (Ref 20, 21):

Z 	 _�e expðQ=RTÞ ¼ C0½sinh½ða0�sssÞ�ndrv (Eq 33a)

in which Z denotes the Zener-Hollomon
parameter, Q is an apparent activation energy,
R is the gas constant, and C0, a0, and ndrv are
constants. The constant ndrv is referred to as
the stress exponent of the strain rate or simply
the stress exponent. Equation 33(a) reduces to
two simpler forms depending on whether
deformation is imposed at high-temperature/
low-strain-rate conditions (giving rise to low
flow stresses) or at low-temperature/high-
strain-rate conditions (giving rise to high flow
stress):

Low stresses: Z 	 _�e expðQ=RTÞ � �sss
ndrv (Eq 33b)

High stresses: Z 	 _�e expðQ=RTÞ � exp b�sss
ndrvð Þ
(Eq 33c)

The constants a0, b, and ndrv are related by b =
a0ndrv. Rearrangement of Eq 33(b) yields an
expression identical to Eq 32 in which the tem-
perature dependence of the flow stress is
incorporated into C, and the strain-rate sensitiv-
ity exponent, m, is equal to the inverse of the

stress exponent, that is, m = 1/ndrv. The loss of
the power-law dependence of flow stress on
strain rate at high stresses, that is, Eq 33(c), is
termed power-law breakdown.
The activation energy Q in Eq 33(a–c) can be

determined from the slope of a plot of log10�s
versus 1/T at fixed strain rate or log10 _�e versus
1/T at fixed stress:

Q ¼ 2:3R

m

@ log �s
@ð1=TÞ j _e (Eq 34a)

or

Q ¼ �2:3R
@ log _�e
@ð1=TÞ j�s (Eq 34b)

A more fundamental, mechanistic insight
into the shape of the flow curve for cases
involving dynamic recovery may be obtained
by an analysis of the overall rate of change of
(mobile) dislocation density, r, with strain,
�e; dr=d�e:

dr=d�e ¼ dr=d�ejstorage � dr=d�ejrecovery (Eq 35)

The specific functional form of the dislocation
storage and annihilation terms in Eq 35 can be
expressed as follows (Ref 25, 26):

dr=d�e ¼ U � Or (Eq 36)

In Eq 36, U denotes the rate of dislocation gen-
eration due to strain hardening, and O is a fac-
tor describing the rate of dynamic recovery;

the rate of recovery is also directly proportional
to the instantaneous level of dislocation density,
r. At hot working temperatures, U is indepen-
dent of strain rate and temperature to a first
order (Ref 26). Thus, the strain- rate and tem-
perature dependence of the rate of dislocation
multiplication is determined principally by
O ¼ Oð _�e; TÞ. An example of such a dependence
for a low-carbon steel is shown in Fig. 16(a)
(Ref 26).
To a first order, the flow stress, �s, under

working conditions is given by the following
expression:

�s ¼ aGb
ffiffiffi
r

p
(Eq 37)

inwhichadenotes a constantwhosemagnitude is
between 0.5 and 1.0,G is the shear modulus, and
b is the length of the Burgers (slip) vector.
Inspection of Eq 36 and 37 reveals that the
strain-rate and temperature dependence of the
overall rate of hardening in the flow curve is
largely determined by O. The strain-hardening
rate is frequently quantified in terms of plots of
d�s=d�eð	 yÞ as a function of �s. Typical plots
for low-carbon steel are shown in Fig. 16(b)
(Ref 26).
Equation 36 reveals that a steady-state dislo-

cation density, rss , is reached when U = Or,
or:

rss ¼ U=O (Eq 38)

The steady-state flow stress, �sss, is thus given
by the following relation:

Table 6 Summary of C (ksi) and m values describing the flow stress-strain rate relation, �s ¼ Cð :«Þm, for copper alloys at various
temperatures

Alloy Material history Strain rate range, 1/s Strain C m C m C m C m C m

Test temperature, �C (�F): 300 (570) 450 (840) 600 (1110) 750 (1380) 900 (1650)
Copper
0.018 P, 0.0010 Ni,
0.0003 Sn, 0.0002 Sb,
0.0005 Pb 0.0010 Fe,
0.0020 Mn <0.0005
Mg, <0.0005 As,
<0.0001 Bi, 0.0014 S,
less than 0.003 O2, Se
+ Te not detected

Cold drawn,
annealed 2 h at
1110�F

4–40 0.105 20.2 0.016 17.0 0.010 12.7 0.050 7.6 0.096 4.7 0.134
0.223 26.5 0.018 22.5 0.004 16.8 0.043 9.7 0.097 6.3 0.110
0.338 30.2 0.017 25.1 0.008 18.9 0.041 10.0 0.128 6.1 0.154
0.512 32.2 0.025 26.6 0.014 19.4 0.056 8.5 0.186 5.5 0.195
0.695 34.4 0.024 26.8 0.031 19.0 0.078 8.2 0.182 5.2 0.190

Test temperature, �C (�F): 427 (800)
OFHC copper . . . . . . 26.7 0.0413

Test temperature, �C (�F): 400 (750) 500 (930) 600 (1110)
CDA 110
99.94 Cu, 0.0003 Sb,
0.0012 Pb 0.0012 S,
0.0025 Fe, 0.001 Ni

Hot rolled,
annealed

0.25–40 0.25 23.0 0.046 12.9 0.136 6.6 0.160
0.50 27.4 0.049 13.7 0.150 6.9 0.168
0.70 28.8 0.057 13.3 0.165 6.8 0.176

Test temperature, �C (�F): 200 (390) 400 (750) 600 (1110) 800 (1470)
CDA 220
90.06 Cu, 0.033 Fe,
0.004 Pb, 0.003 Sn,
bal Zn

Extruded, cold
drawn 30%;
annealed 650
�C, 90 min

0.1–10 0.25 41.0 0.017 34.1 0.018 22.6 0.061 11.2 0.134
0.50 46.7 0.029 39.9 0.032 24.4 0.084 11.0 0.156
0.70 48.1 0.034 40.7 0.024 24.6 0.086 11.4 0.140

CDA 260
70.05 Cu, trace Fe +
Sn, bal Zn

Hot rolled,
annealed

3.5–30 0.25 . . . . . . 34.9 0.036 16.0 0.194 7.1 0.144
0.50 . . . . . . 42.3 0.031 14.8 0.237 7.0 0.148
0.70 . . . . . . 42.4 0.045 14.3 0.228 6.3 0.151

CDA 280
60.44 Cu, 0.01 Pb,
0.02 Fe, trace Sn,
bal Zn

Hot rolled,
annealed

3.5–30 0.25 49.0 0.028 26.9 0.083 7.6 0.189 3.1 0.228
0.50 58.6 0.027 28.6 0.075 5.4 0.281 2.8 0.239
0.70 60.3 0.027 26.7 0.081 4.7 0.291 2.7 0.220

CDA 365
59.78 Cu, 0.90 Pb,
0.02 Fe, trace Sn,
bal Zn

Hot rolled,
annealed

3.5–30 0.25 45.8 0.038 28.6 0.065 9.8 0.106 2.4 0.166
0.50 57.2 0.032 28.9 0.085 8.5 0.137 2.1 0.197
0.70 59.1 0.035 26.6 0.078 8.4 0.113 1.8 0.222
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�sss ¼ aGb
ffiffiffiffiffiffi
rss

p ¼ aGb
ffiffiffiffiffiffiffiffiffiffi
U=O

p
(Eq 39)

Plastic-flow formulations such as Eq 35 to 39
form the basis of so-called internal state vari-
able relations of the flow stress. This specific
case uses a single state variable, the mobile dis-
location density, r.
There are a number of alternate approaches

to the modeling of dynamic recovery under
the broad framework of Eq 35. For example,
Kocks (Ref 27) has shown that a linear depen-
dence of strain-hardening rate (d�s=d�e) on stress
(�s) is consistent with the following relation for
dr=d�e:

dr=d�e ¼ ðk1 ffiffiffi
r

p � k2rÞ=b (Eq 40)

in which k1 and k2 are constants. Similarly, for
a strain-hardening rate that varies linearly with
1=�s, Roberts (Ref 28) has shown that the fol-
lowing relation applies:

dr=d�e ¼ k3 � k4
ffiffiffi
r

p
(Eq 41)

in which k3 and k4 are constants.
More information on internal-state variable

models is contained in the article “Internal-
State Variable Modeling of Plastic Flow” in
Fundamentals of Modeling for Metals Proces-
sing, Volume 22A of the ASM Handbook, 2009.
Flow Curves for Discontinuous Dynamic

Recrystallization. Flow curves for materials
undergoing discontinuous dynamic recrystalli-
zation (DDRX) have shapes that are distinc-
tively different from those that characterize
materials which soften solely by dynamic
recovery. Those for DDRX exhibit an initial
strain-hardening transient, a peak stress, flow
softening, and finally, a period of steady-state
flow. Typical curves for two austenitic stainless
steels are shown in Fig. 17 (Ref 29).
Dynamic recrystallization typically initiates

at a strain of approximately five-sixths of the

strain corresponding to the peak stress.
Because of this behavior, the peak stress for a
material that undergoes dynamic recrystalliza-
tion is less than that which would be developed
if the material softened solely by dynamic
recovery (Fig. 18a). The strain at which DDRX
initiates as well as the steady-state flow stress
that would be developed in the absence of
DDRX are readily determined from a plot of
d�s=d�e as a function of �s (Fig. 18b).
From a phenomenological standpoint, the

strain at the peak stress, �ep, is usually found to
depend on the initial grain size, do, and the
Zener-Hollomon parameter, Z, in accordance
with an expression of the following form (Ref
30 to 32):

�ep ¼ C00dn3o Zn4 (Eq 42)

in which C00, n3, and n4 are material-spe-
cific constants. The activation energy

Table 7 Summary of C (ksi) and m values describing the flow stress-strain rate relation, �s ¼ Cð :«Þm, for titanium alloys at various
temperatures

Alloy
Material
history Strain rate range, 1/s Strain C m C m C m C m C m C m C m

Test temperature, �C (�F): 20 (68) 200 (392) 400 (752) 600 (1112) 800 (1472) 900 (1652) 1000 (1832)
Type 1
0.04 Fe, 0.02 C,
0.005 H2, 0.01
N2, 0.04 O2 bal
Ti

Annealed
15 min at
1200 �F in
high
vacuum

0.25–16.0 0.2 92.8 0.029 60.9 0.046 39.8 0.074 25.3 0.097 12.8 0.167 5.4 0.230 3.0 0.387
0.4 113.7 0.029 73.3 0.056 48.8 0.061 29.6 0.115 14.6 0.181 5.5 0.248 3.6 0.289
0.6 129.6 0.028 82.2 0.056 53.9 0.049 32.1 0.105 14.9 0.195 5.5 0.248 3.5 0.289
0.8 142.5 0.027 87.7 0.058 56.3 0.042 32.7 0.099 15.4 0.180 5.9 0.186 3.2 0.264
1.0 150.6 0.027 90.7 0.054 56.6 0.044 32.5 0.099 15.9 0.173 5.9 0.167 3.0 0.264

Type 2
0.15 Fe, 0.02 C,
0.005 H2, 0.02
N2, 0.12 O2, bal
Ti

Annealed
15 min at
1200 �F in
high
vacuum

0.25–16.0 0.2 143.3 0.021 92.7 0.043 54.5 0.051 33.6 0.092 17.5 0.167 6.9 0.135 4.2 0.220
0.4 173.2 0.021 112.1 0.042 63.1 0.047 36.3 0.101 18.4 0.190 7.2 0.151 4.9 0.167
0.6 193.8 0.024 125.3 0.045 65.6 0.047 36.9 0.104 18.4 0.190 7.8 0.138 4.5 0.167
0.8 208.0 0.023 131.9 0.051 66.0 0.045 37.0 0.089 18.4 0.190 7.6 0.106 3.9 0.195
1.0 216.8 0.023 134.8 0.056 65.3 0.045 36.9 0.092 18.6 0.190 6.8 0.097 3.7 0.167

Test temperature, �C (�F): 600 (1110) 700 (1290) 800 (1470) 900 (1650)
Unalloyed
0.03 Fe, 0.0084
N, 0.0025 H, bal
Ti

Hot rolled,
annealed
800 �C 90
min

0.1–10 0.25 23.4 0.062 14.3 0.115 8.2 0.236 1.8 0.324
0.50 27.9 0.066 17.8 0.111 10.0 0.242 2.1 0.326
0.70 30.1 0.065 20.0 0.098 12.2 0.185 2.5 0.316

Test temperature, �C (�F): 20 (68) 200 (392) 400 (752) 600 (1112) 800 (1472) 900 (1652) 1000 (1832)
Ti-5Al-2.5 Sn
5.1 Al, 2.5 Sn,
0.06 Fe, 0.03 C,
0.01 H2, 0.03 N2,
0.1 O2, bal Ti

Annealed
30 min at
1470 �F in
high
vacuum

0.25–16.0 0.1 173.6 0.046 125.6 0.028 97.6 0.028 . . . . . . . . . . . . . . . . . . . . . . . .
0.2 197.9 0.048 138.8 0.022 107.4 0.026 86.1 0.025 58.5 0.034 44.2 0.069 5.4 0.308
0.3 215.6 0.046 147.4 0.021 112.5 0.027 92.8 0.020 . . . . . . . . . . . . . . . . . .
0.4 230.6 0.039 151.4 0.022 116.0 0.022 95.6 0.019 58.7 0.040 44.8 0.082 5.1 0.294
0.5 . . . . . . . . . . . . . . . . . . 96.7 0.021 . . . . . . . . . . . . . . . . . .
0.6 . . . . . . . . . . . . . . . . . . 96.6 0.024 55.6 0.042 43.0 0.078 5.2 0.264
0.8 . . . . . . . . . . . . . . . . . . . . . . . . 50.2 0.033 39.1 0.073 5.2 0.264
0.9 . . . . . . . . . . . . . . . . . . . . . . . . 46.8 0.025 . . . . . . . . . . . .
1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35.2 0.056 5.3 0.280

Ti-6Al-4V
6.4 Al, 4.0 V,
0.14 Fe, 0.05 C,
0.01 H2, 0.015
N2, 0.1 O2, bal
Ti

Annealed
120 min at
1200 �F in
high
vacuum

0.25–16.0 0.1 203.3 0.017 143.8 0.026 119.4 0.025 . . . . . . . . . . . . . . . . . . . . . . . .
0.2 209.7 0.015 151.0 0.021 127.6 0.022 94.6 0.064 51.3 0.146 23.3 0.143 9.5 0.131
0.3 206.0 0.015 152.0 0.017 126.2 0.017 91.2 0.073 . . . . . . . . . . . . . . . . . .
0.4 . . . . . . . . . . . . 118.7 0.014 84.6 0.079 39.8 0.175 21.4 0.147 9.4 0.118
0.5 . . . . . . . . . . . . . . . . . . 77.9 0.080 . . . . . . . . . . . . . . . . . .
0.6 . . . . . . . . . . . . . . . . . . . . . . . . 30.4 0.205 20.0 0.161 9.6 0.118
0.8 . . . . . . . . . . . . . . . . . . . . . . . . 26.6 0.199 19.5 0.172 9.3 0.154
0.9 . . . . . . . . . . . . . . . . . . . . . . . . 24.9 0.201 . . . . . . . . . . . .
1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20.3 0.146 8.9 0.192

Test temperature, �C (�F): 843 (1550) 954 (1750) 982 (1800)
Ti-6Al-4V . . . . . . . . . 38.0 0.064 12.3 0.24 9.4 0.29

Test temperature, �C (�F): 20 (68) 200 (392) 400 (752) 600 (1112) 800 (1472) 900 (1652) 1000 (1832)
Ti-13V-11Cr-3Al
3.6 Al, 14.1 V,
10.6 Cr, 0.27 Fe,
0.02 C, 0.014
H2, 0.03 N2, 0.11
O2, bal Ti

Annealed
30 min at
1290 �F in
high
vacuum

0.25–16.0 0.1 173.1 0.041 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0.2 188.2 0.037 150.5 0.030 136.5 0.035 118.4 0.040 65.4 0.097 44.6 0.147 32.4 0.153
0.3 202.3 0.034 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0.4 215.2 0.029 174.2 0.024 153.9 0.030 107.5 0.039 59.5 0.096 42.1 0.139 30.9 0.142
0.5 226.3 0.026 181.1 0.023 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0.6 . . . . . . 183.5 0.026 147.9 0.046 92.8 0.045 56.7 0.088 40.9 0.127 29.2 0.155
0.7 . . . . . . 181.4 0.029 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0.8 . . . . . . . . . . . . 136.3 0.045 84.7 0.036 53.9 0.081 39.3 0.125 27.8 0.167
0.9 . . . . . . . . . . . . . . . . . . . . . . . . 52.9 0.080 . . . . . . . . . . . .
1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38.8 0.127 28.0 0.159
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specific to DDRX is used in the determina-
tion of Z.
The regime of steady-state flow in stress-

strain curves for materials that undergo
dynamic recrystallization may be smooth or
exhibit an oscillatory behavior that dampens
with increasing strain. Temperature-strain rate
conditions for which the dynamically recrystal-
lized grain size is less than one-half of the ini-
tial grain size show the former behavior. By
contrast, those that give rise to grain-size coars-
ening or a reduction of less than one-half of the
starting grain size exhibit the oscillatory behav-
ior (Ref 33).
More information on the modeling of recrys-

tallization is contained in the article “Models of
Recrystallization” in Fundamentals of Model-
ing for Metals Processing, Volume 22A of the
ASM Handbook, 2009.

Effect on Flow Stress

Effect of Microstructural Scale on Flow
Stress at Hot Working Temperatures. The
effect of microstructural scale (grain size, thick-
ness of lamellae, etc.) on the flow stress at hot
working temperatures varies from relatively
weak to very strong. By and large, the influence
is very small or negligible when the scale of the
primary microstructural feature is of the order
of 10 to 20 mm or greater. Below this size, the
effect increases as the scale decreases. Two
important examples include the plastic flow of
materials with a lamellar (colony) or acicular
microstructure and the superplastic flow of
metals with a very fine equiaxed grain structure.
For materials with a colony or acicular

microstructure, such as two-phase (alpha-beta)
titanium alloys (Ref 34) and zirconium alloys

(Ref 35), the thickness of the lamellae or lath-
like features is typically less than or equal to
a few micrometers. In these cases, dynamic
recovery and the formation of subgrains are dif-
ficult. As such, flow curves exhibit a short
strain-hardening transient, a peak stress, and
then substantial flow softening over a wide
range of strain rates (e.g., 0.001 to 10 s�1)
(Fig. 19a). The observed flow softening has
been ascribed to slip transmission across inter-
phase boundaries, dynamic spheroidization,
and lamellar kinking, among other factors. For
alpha-beta titanium alloys, such as Ti-6Al-4V,
with a colony/acicular alpha microstructure,
the peak stress, �sp, follows a Hall-Petch depen-
dence on platelet thickness (Ref 34, 36):

�sp ¼ MT to þ ks l
�1=2

� �
(Eq 43)

Table 8 Summary of C (ksi) and m values describing the flow stress-strain rate relation, �s ¼ Cð :«Þm, for various materials

Alloy
Material
history Strain rate range, 1/s Strain C m C m C m C m C m C m C m

Test temperature, �C (�F): 22 (72) 110 (230) 170 (335) 215 (415) 260 (500) 300 (570)
Lead
99.98 Pb,
0.003 Cu,
0.003 Fe,
0.002 Zn,
0.002 Ag

. . . . . . 0.115 2.0 0.040 1.56 0.065 1.21 0.085 0.70 0.130 0.47 0.160 0.40 0.180
2.66 4.0 0.055 1.47 0.100 1.04 0.125 0.55 0.135 0.36 0.180 0.28 0.225

Test temperature, �C (�F): 200 (390) 300 (570) 400 (750) 400 (930)
Magnesium
0.010 Al,
0.003 Zn,
0.008 Mn,
0.004 Si,
0.003 Cu,
0.0008 Ni,
bal Mg

Extruded,
cold
drawn
15%,
annealed
550 �C 90
min

(13) (14) (13) (14)
0.1–10 0.25 19.1 0.069 9.8 0.215 4.1 0.263 1.7 0.337

0.50 17.2 0.093 8.4 0.211 4.0 0.234 1.7 0.302
0.70 15.5 0.094 8.3 0.152 4.3 0.215 2.1 0.210

Test temperature, �C (�F): 1080 (1975) 1166 (2030)
U-700 . . . . . . . . . 26.6 0.21 22.1 0.21

Test temperature, �C (�F): 20 (68) 200 (392) 400 (752) 600 (1112) 800 (1472) 900 (1652) 1000 (1832)
Zirconium
99.8 Zr,
0.009 Hf,
0.008 Al,
0.038 Fe,
0.0006 H2,
0.0025 N2,
0.0825 O2,
0.0 Ni

Annealed
15 min at
1380 �F
in high
vacuum

0.25–16.0 0.2 117.4 0.031 74.0 0.052 40.2 0.050 23.8 0.069 16.8 0.069 6.8 0.227 4.6 0.301
0.3 143.7 0.022 92.2 0.058 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0.4 159.5 0.017 105.1 0.046 54.4 0.085 29.4 0.09 18.2 0.116 7.1 0.252 4.0 0.387
0.5 169.3 0.017 112.8 0.041 58.2 0.093 . . . . . . . . . . . . . . . . . . . . . . . .
0.6 . . . . . . 118.5 0.042 60.2 0.095 31.3 0.089 18.8 0.118 7.2 0.264 4.0 0.387
0.7 . . . . . . . . . . . . 61.9 0.095 . . . . . . . . . . . . . . . . . . . . . . . .
0.8 . . . . . . . . . . . . . . . . . . 32.0 0.081 19.4 0.101 6.9 0.252 4.1 0.403
1.0 . . . . . . . . . . . . . . . . . . 32.1 0.085 19.7 0.108 6.9 0.252 4.1 0.403

Zircaloy 2
98.35 Zr,
0.015 Hf, 1.4
Zn, 0.01 Al,
0.06 Fe,
0.045 Ni,
0.0006 H2,
0.0023 N2,
0.0765 O2

Annealed
15 min at
1380 �F
in high
vacuum

0.25–16.0 0.1 96.8 0.031 65.9 0.046 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0.2 136.9 0.025 105.8 0.035 58.3 0.065 30.4 0.049 16.6 0.147 7.5 0.325 3.9 0.362
0.3 178.5 0.034 131.4 0.035 67.9 0.056 . . . . . . . . . . . . . . . . . . . . . . . .
0.4 202.7 0.027 145.4 0.036 73.5 0.056 37.8 0.053 18.7 0.172 7.8 0.342 4.0 0.387
0.5 . . . . . . 154.2 0.034 77.3 0.057 . . . . . . . . . . . . . . . . . . . . . . . .
0.6 . . . . . . . . . . . . 79.9 0.055 39.2 0.059 18.8 0.178 7.2 0.387 4.0 0.387
0.8 . . . . . . . . . . . . . . . . . . 40.4 0.057 18.8 0.178 7.9 0.342 4.8 0.333
1.0 . . . . . . . . . . . . . . . . . . 40.7 0.053 18.8 0.178 8.5 0.310 4.8 0.333

Test temperature, �C (�F): 20 (68) 100 (212) 200 (392) 300 (572) 500 (932) 900 (1292) 900 (1652)
Uranium
99.8 U,
0.0012 Mn,
0.0012 Ni,
0.00074 Cu,
0.00072 Cr,
0.0001 Co,
0.0047 H2,
0.0041 N2,
0.1760 O2

(free of
cadmium and
boron)

Annealed
2 h at
1110 �F
in high
vacuum

0.25–16.0 0.2 151.0 0.043 113.0 0.042 77.4 0.034 45.9 0.044 31.9 0.051 16.0 0.081 4.5 0.069
0.4 173.9 0.033 132.7 0.049 91.0 0.031 53.3 0.047 33.1 0.059 16.1 0.089 4.5 0.069
0.6 184.9 0.023 143.1 0.047 98.1 0.032 56.0 0.056 33.4 0.054 16.1 0.089 4.5 0.069
0.8 189.8 0.018 149.5 0.048 102.0 0.036 58.3 0.057 33.3 0.049 16.2 0.097 4.5 0.069
1.0 . . . . . . . . . . . . . . . . . . 59.0 0.056 32.5 0.055 16.4 0.097 4.5 0.069
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in whichMT denotes the Taylor factor for the spe-
cific texture, to is the friction (lattice) stress, ks is
the Hall-Petch constant (“reduced” by a factor
equal to MT), and l is the platelet thickness. The
slope of the lines on Hall-Petch plots (Fig. 19b)
dependon strain rate.However, the overallmagni-
tudes of the slope are comparable to that predicted
by the classical Eshelby model (Ref 37). The loss
of the Hall-Petch contribution to the strength (the
term MTksl

�1/2 in Eq 43) has also been found to
correlate to the level of flow softening observed
in flow curves for Ti-6Al-4V with a colony/acicu-
lar microstructure (Ref 34).
Metals with a moderate-to-coarse equiaxed

grain size tend to exhibit a rate sensitivity (m

value) that varies only slightly with strain rate
in the conventional hot working regime
ð0:01 
 _�e 
 50 s�1Þ. By contrast, the m values
of metals with an ultrafine, equiaxed grain size
(d 
 10 mm) vary strongly with strain rate
(Fig. 20). For such materials, a modest rate sen-
sitivity (m � 0.25) is shown at both very low
strain rates (the conventional creep regime, or

region I, in Fig. 20) and moderate-to-high strain
rates (the so-called power-law creep regime, or
region III, in Fig. 20). At intermediate rates
(typically 0:0001 
 _�e 
 0:005 s�1), or region
II, m values are very high (m � 0.4 to 1), and
superplastic behavior (tensile elongations of
the order of 500% or more) is obtained. Under
superplastic conditions, the majority of the

Fig. 14 Comparison of measurements (data points) of
the strain-rate sensitivity exponent (m) as a

function of the homologous temperature (fraction of the
melting point) for various materials and an analytical
model (solid line). Source: Ref 19

Fig. 15 Flow curves for Armco iron deformed under
hot working conditions in the ferrite phase

field. Source: Ref 24

Fig. 16 Characterization of the flow behavior of a low-carbon steel under hot working conditions. (a) O as a function
of temperature and strain rate. (b) Overall hardening rate, y ¼ d�s=d�e, as a function of stress, �s, at a strain

rate of 2 s�1 and various temperatures. Source: Ref 26
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deformation occurs by grain-boundary sliding
(gbs) and grain rotation. The flow stress under
superplastic conditions is controlled not by
the grain-boundary sliding per se but by the
kinetics of the micromechanical process by
which stress concentrations developed at
grain-boundary triple points (due to grain rota-
tion) are relieved. These processes include
climb-limited glide of dislocations in the vicin-
ity of grain boundaries (i.e., mantle regions) or
diffusional flow, either through the grains or
along the grain boundaries. The former expla-
nation (climb-limited glide of dislocations),
first proposed by Gifkins (Ref 38) and later
extended by Ghosh (Ref 39), appears to be the
most successful explanation of superplasticity.
A generalized constitutive relation of the fol-

lowing form is often capable of describing the
relationship between the flow stress, �s, strain
rate, _�e, and grain size, d, of single-phase alloys
during superplastic deformation (Ref 40, 41):

_�e ¼ ADGb

kT

� �
�s
G

� �n b

d

� �p

(Eq 44)

In Eq 44, A is a constant (usually of the order
of 10), D is a diffusion parameter, k is Boltz-
mann’s constant, T is absolute temperature, G
is the shear modulus, b is the length of the
Burgers vector, n is the stress exponent of the
strain rate (=1/m), and p is the grain size expo-
nent of the strain rate. For superplastic flow

characterized by gbs accommodated by climb/
glide of dislocations, n � 2 and p � 2. For
gbs accommodated by diffusional flow, n � 1
and p � 2 or 3, depending on whether bulk (lat-
tice) or boundary diffusion predominates,
respectively.
The extension of the phenomenological rela-

tion between _�e; �s, T, and d expressed by Eq 44
to two- (or multi-) phase alloys is not obvious.
This is because an ambiguity arises as to which
phase the values of D, G, O, d, and b relate. For
example, for fine, equiaxed two-phase titanium
alloys, hard alpha phase particles are sur-
rounded by much softer beta phase grains. In
this instance, the alpha phase acts like the core
(which deforms relatively little) and the beta
phase like the mantle (which deforms to accom-
modate stress concentrations) in the Gifkins
core-mantle model (Ref 38, 42). The alpha par-
ticle size is thus taken to be d, and all of the
other quantities pertain to the beta phase (Ref
42). The applicability of this model for ultrafine
Ti-6Al-4V deformed under superplastic condi-
tions is shown in Fig. 21(a). The data in this fig-
ure have been plotted in accordance with Eq 44,
rearranged to express AD as a function of 1/T
and the measured/imposed values of �s; _�e, and
so on. The plot also includes a line indicating
the inverse temperature dependence of the dif-
fusivity of vanadium solute in beta titanium.
The similarity of the slope of this line and the
trend line for the plastic flow measurements

Fig. 17 Flow curves for 316 and 317 stainless steels deformed under hot working conditions. Source: Ref 29

Fig. 18 Schematic illustration of work-hardening
behavior for a material undergoing

dynamic recrystallization at hot working temperatures.
(a) Stress-strain curve. (b) Corresponding plot of d�s=d�e
as a function of stress, �s. DRV, dynamic recovery;
DDRX, discontinuous dynamic recrystallization

Fig. 19 Effect of alpha platelet thickness on plastic
flow of Ti-6Al-4V (with a lamellar/acicular

microstructure) at 900 �C. (a) Flow curves. (b) Hall-
Petch plot for the peak flow stress, �sp. Source: Ref 34
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indicates an identical activation energy for the
two processes. The fact that the plastic flow
trend line lies above the diffusivity line by
approximately one order of magnitude suggests
that A �10.
For materials that undergo grain growth or

coarsening during superplastic flow, the value
of d in Eq 44 increases with strain and must
be taken into account when interpreting flow
response. As an example, constant strain-rate
flow curves for the superplastic deformation of
Ti-6Al-4V (used in part to derive Fig. 21a) are
shown in Fig. 21(b). The observed flow harden-
ing is a result of the dynamic coarsening of the
alpha particles (Ref 42, 43).
Effect of Crystallographic Texture on Flow

Stress. Crystallographic texture, or the pre-
ferred orientation of the grains comprising a
polycrystalline aggregate, can also have a major
effect on the flow stress at hot (and cold) work-
ing temperatures. The influence is greatest for
metals with low-symmetry crystal structures

and metals of any crystal structure having a
very strong texture.
Single-phase alpha and alpha-beta titanium

alloys can exhibit stress-strain curves that vary
noticeably with test direction as a result of a
strong texture of the hexagonal close-packed
(hcp) alpha phase. For example, Fig. 22(a)
shows stress-strain curves measured in com-
pression on samples cut from the rolling or lon-
gitudinal (L), long transverse (T), 45�, and short
transverse/thickness (ST) directions in a tex-
tured plate of Ti-6Al-4V with a colony alpha
microstructure (Ref 44). Focusing on the peak
stress, the plate was strongest along the rolling
direction and weakest along the 45� direction
in the plane. These trends correlated with the
texture quantified in terms of inverse pole fig-
ures (Fig. 22b). Basal poles were preferentially

aligned with the “L” direction, thus forcing the
activation of the strong <c+a> slip system in
the hcp alpha lamellae. Similarly, prism poles
were preferentially aligned with the 45� direc-
tion, thereby favoring the activation of the com-
plementary (softer) prism <a> systems.
The presence of a strong crystallographic tex-

ture even in ametal with a high-symmetry crystal
structure (e.g., cubic) can also lead to flow curves
that exhibit a directionality with test direction.
For example, cast ingots of face-centered cubic
metals typically have strong 100 fiber textures
associated with the development of coarse
columnar grains during solidification. When
tested parallel or perpendicular to the columnar
grain/<100> fiber direction, the plastic-flow
response will be different, as shown in the results
for a production-scale Waspaloy (Ni-Cr-Co-Mo,

Fig. 20 Schematic illustration of the variation of flow
stress with strain rate (on a log-log basis) for

a fine-grained material that exhibits superplastic flow

Fig. 21 Superplastic flow of ultrafine Ti-6Al-4V. (a)
Plot illustrating applicability of the generaliz-

ed constitutive relation (Eq 41). (b) Stress-strain data in the
superplastic regime indicative of flow hardening due to
dynamic coarsening. Source: Ref 42

Fig. 22 Plastic flow behavior of textured plate of Ti-6Al-4V with a colony (lamellar) alpha microstructure. (a) Stress-
strain curves of samples oriented along different directions in the plate. L, longitudinal; T, long transverse;

ST, short transverse. (b) Corresponding inverse pole figure for each compression-test direction. Source: Ref 44
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UNS N07001) ingot (Fig. 23) (Ref 45). Samples
compressed transverse to the fiber-texture axis
showed a peak stress following by flow soften-
ing, a behavior typical of a material undergoing
discontinuous dynamic recrystallization. By
contrast, the stress-strain curves from tests paral-
lel to the fiber axis showed a lower peak stress
followed by nearly steady-state flow. These dif-
ferences can be explained in terms of the evolu-
tion of the Taylor factor (Ref 45). In the as-cast
condition, the transverse samples had a higher
Taylor factor than the axial samples and thus a
higher peak stress. The Taylor factor after recrys-
tallization of the transverse samples was similar
to that initially, thus leading to the typical flow
curve formaterial undergoing dynamic recrystal-
lization. On the other hand, the Taylor factor
of the axial samples increased during deforma-
tion due to recrystallization, thereby leading
to an increment of texture hardening that coun-
terbalanced the flow softening due to dynamic
recrystallization.
Effect of Second Phases on Flow Stress.

The flow stress of materials comprising two
(or more) equiaxed phases (each of whose size
is greater than or equal to �10 mm) is usually
a complex function of the specific volume frac-
tion and individual flow stress of each constitu-
ent. In particular, the activation energy of the
alloy (determined in accordance with Eq 34)
is often found to be a function of the volume
fraction and activation energy of each and thus
exhibits a complex dependence on temperature.
Isostress, isostrain, and self-consistent mod-

eling approaches have been used to understand
the flow behavior of two-phase materials (Ref
46). The self-consistent analysis appears to be
the best, as demonstrated by its application for
alpha-beta titanium alloys (Ref 47). In brief,
the analysis assumes that:

� The flow behavior of each of the two indi-
vidual phases can be described by a power-
law relation of the form of Eq 32.

� The m value is the same for both phases.
� The strength coefficients of the two phases,

C1 and C2, are different.

The analysis yields the overall strength coeffi-
cient of the alloy (Calloy) as a function of the

volume fraction of the harder phase, f1, and the
ratio C1/C2 and thus the alloy constitutive equa-
tion �s ¼ Calloy

_�e
m
. Parametric results for m =

0.23 are shown in Fig. 24 (Ref 47). Results for
m=0.15 andm=0.30 (which typically span those
commonly foundduring hotworking) are similar.
The self-consistent analysis is also useful in

quantifying the effect of temperature history on
the flow stress of two-phase alloys (Ref 47, 48).
This is especially important for conventional
metalworking and high-strain-rate processes in
which die chill or deformation heating, respec-
tively, gives rise to large temperature transients.
The nonequilibrium microstructure developed
during such processes (which can be quite differ-
ent from that in typical isothermal compression,
tension, and torsion tests) is quantified by diffu-
sion models and coupled with the self-consistent
analysis to predict flow stress.
More information on the application of the

self-consistent method of modeling plastic flow
and texture evolution is contained in the article
“Modeling and Simulation of Texture Evolu-
tion during the Thermomechanical Processing
of Titanium Alloys” in Fundamentals of Model-
ing for Metals Processing, Volume 22A of the
ASM Handbook, 2009.
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Grain-Boundary Energy and Mobility
G. Gottstein and D.A. Molodov, Institute of Physical Metallurgy and Metal Physics, RWTH Aachen University, Germany
L.S. Shvindlerman, Institute of Solid State Physics, Russian Academy of Sciences

GRAIN BOUNDARIES are interfaces
between crystallites of the same phase but differ-
ent crystallographic orientation, that is, different
spatial orientation of the crystallographic unit cell.
At the same time, they constitute the internal sur-
faces of the adjacent crystals. Due to the crystal-
line structure of the adjoining grains, the atomic
arrangement in the boundary will depend on the
misorientation across the boundary and the spatial
orientation of the boundary (Ref 1). A flat grain-
boundary element is geometrically characterized
by (Fig. 1):

� The misorientation, which can be expressed
as a rotation (three parameters, e.g., three
Euler angles)

� The orientation of the boundary plane with
respect to one of the two crystals (two para-
meters, e.g., unit vector of grain-boundary
normal)

� A displacement of the two crystals (three
parameters, i.e., the three-dimensional trans-
lation vector).

Additionally, because of the local atomic inter-
actions, the atomic arrangement in the bound-
ary will relax to assume a minimum energy
configuration. Five of these parameters, that is,
the misorientation and grain-boundary plane,
can be controlled macroscopically. Crystal
translation and local relaxations are adjustments
on the atomic scale that are taken care of by the
boundary itself. The classification of grain
boundaries can therefore be confined to the five
macroscopic parameters.
Because the misorientation consists of a rota-

tion between the coordinate systems of the
adjacent crystals, it can be expressed by a rota-
tion axis, a, and angle, o. The orientation of the
boundary plane is unambiguously determined
by the unit vector of the grain-boundary nor-
mal, n. The infinite number of possible combi-
nations of crystal misorientation and boundary
orientation can be subdivided into three groups
(Fig. 2):

� Twist boundaries with the boundary plane
perpendicular to the rotation axis (a || n)

� Tilt boundaries with the boundary plane par-
allel to the rotation axis ða?nÞ

� Mixed boundaries that encompass all other
boundaries but can be decomposed into twist
and tilt components

There is an infinite number of planes parallel
to a given direction; that is, there is an infinite
number of tilt boundaries for a given misorienta-
tion. Among all tilt boundaries, those that stand
out are where the boundary plane is a mirror
plane of the two crystals. They are referred to
as symmetrical tilt boundaries. Other tilt bound-
aries are termed asymmetrical tilt boundaries
and characterized by an angular difference to
the symmetric orientation (Ref 2). It is noted,
however, that crystal symmetry renders the defi-
nition of grain-boundary character ambiguous.
For instance, cubic crystal symmetry (e.g., a
90� rotation about a cube edge) generates 24
crystallographically equivalent orientation rela-
tionships. Therefore, a 60�<111> orientation
relationship is equivalent to 70.5�<110> or
180�<112>, and so on. Hence, the common
{111} boundary plane would be a twist boundary
in the first notation but a tilt boundary in the sec-
ond or third notation. This ambiguity can be

removed by restricting the orientation relation-
ship to the smallest angle of rotation.

Grain-Boundary Energy

Grain boundaries can be characterized as
being low angle or high angle.

Low-Angle Boundaries

Read and Shockley (Ref 3) have shown that
low-angle misorientations—typically rotation
angles of less than 15�, regardless of the bound-
ary plane—can be compensated by periodic dis-
location arrangements (Fig. 3). A symmetrical
low-angle tilt boundary is composed of a
periodic arrangement of a single set of edge dis-
locations. Asymmetrical low-angle tilt bound-
aries require a second set of edge dislocations
to accommodate the deviation from the sym-
metric boundary orientation. The simplest
low-angle twist grain boundary is comprised
of two periodic sets of mutually perpendicular
screw dislocations, for instance, (100) twist

Fig. 1 Four parameters are needed to mathematically define a two-dimensional grain boundary: the orientation
relationship as expressed by a rotation angle, o; an angle, y, that defines the spatial orientation of the grain

boundary with respect to one of the grains; and the components t1, t2 of the translation vector t that characterizes the
displacement of the two crystals with respect to each other. In three dimensions, the orientation relationship requires
three parameters, such as the three Euler angles; the grain-boundary normal is given by its unit vector, that is, by two
parameters; and the translation vector has three independent components.
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boundaries. Other twist boundaries are typically
comprised of hexagonal grids of three sets of
screw dislocations. Low-angle mixed bound-
aries are composed of a network of mixed dis-
locations. For a low-angle boundary with a
defined misorientation and boundary plane, the
geometrically necessary dislocation content is
given by Frank’s rule (Ref 5):

B ¼ S ciðYÞbi ¼ 2 sin
o
2
ðY� aÞ (Eq 1)

where Y is an arbitrary vector in the grain
boundary; B is the closure failure, that is, the
sum of the Burgers vectors, bi, of the disloca-
tions intersected by Y; and o and a are the
angle and axis, respectively, of misorientation.
Frequently used symbols are listed in Table 1.
If the dislocation arrangement of a low-angle

boundary is known, the grain-boundary energy
per unit area, g, can be calculated from the elas-
tic strain energy of the structural (intrinsic)
dislocations. For the energy per unit area of
low-angle tilt boundaries, Read and Shockley
obtained:

g ¼ mbðcoscþ sincÞ
4pð1� nÞ � o½A� lno� (Eq 2a)

with

A ¼ 1þ ln
b

2pr0
� sin 2c

2

� sinc � lnðsincÞ þ cosc � lnðcoscÞ
sincþ cosc

(Eq 2b)

That is, for the symmetrical tilt boundary
(C = 0):

g ¼ mb
4pð1� vÞ � o 1þ ln

b

2pr0
� lno

� �
(Eq 2c)

Here, m is the shear modulus, n is Poisson’s ratio,
r0 is the radius of the dislocation core, andc is the
deviation from the symmetrical boundary plane.
In the Read and Shockley model, the energy

of the dislocation core is kept constant, regard-
less of the dislocation content. This certainly
holds for low misorientation angles, o, where
the dislocation spacing, d, is large, because for
symmetrical tilt boundaries:

sin
o
2
¼ b

2d
(Eq 3a)

or

o � b

d
(Eq 3b)

For larger misorientations, the core structure of
the dislocations may change and, correspond-
ingly, the core energy and thus the grain-
boundary energy. As a matter of fact, molecular
statics simulations of grain-boundary structure
demonstrate a significant deviation of the atom-
istically computed grain-boundary energy from
the predictions of the Read-Shockley model
for larger misorientation angles (Ref 6, 7).
Because the energy of the boundary depends

on the dislocation content and arrangement, it
changes with misorientation axis, a, angle, o,
and boundary plane, n.

High-Angle Grain Boundaries

For misorientation angles larger than 15�, the
Read-Shockley model breaks down, because the
dislocation cores tend to overlap to form a
contiguous boundary layer. Formally, the
dislocation concept can also be extended to
high-angle boundaries. In fact, a periodic
arrangement of dislocations is equivalent to a
so-called coincidence rotation, which generates
a superlattice from the two rotated lattices
called the coincidence site lattice (CSL)
(Fig. 4). It is characterized by S, the volume of
its unit cell normalized by the volume of the
crystal unit cell. Deviations from the exact coin-
cidence rotation can be compensated by second-
ary grain-boundary dislocations that have
Burgers vectors of the so-called displacement
shift complete lattice, which is composed of all
difference vectors of the superimposed two lat-
tices, that is, the coarsest grid that contains all
lattice points (Ref 4). The introduction of sec-
ondary boundary dislocations does not change
the size of the CSL but only the location of the
coincidence sites. Therefore, the structure of a
grain boundary can be formally understood as
being composed of a primary dislocation

arrangement that comprises the CSL and sec-
ondary dislocations that compensate the differ-
ence from the nearest CSL rotation. The CSL
concept is based on the orientation relationship
only; that is, it refers to the lattices of the adjoin-
ing crystals but disregards the grain-boundary
plane. The density of coincidence sites may sub-
stantially change with the spatial orientation of
the grain-boundary plane, which will affect
grain-boundary properties. An example is the
first-order twin boundary, which is described
by a 60�<111> orientation relationship. In the
common (111) plane (coherent twin boundary),
all lattice sites are coincidence sites, whereas
in planes deviating from the coherent boundary
(incoherent twin boundaries), the density of
coincidence sites is smaller, which is reflected
by different properties, such as a larger grain-
boundary energy.
The CSL construct, however, is only of

geometrical nature and disregards atomic inter-
actions to minimize the boundary energy. Com-
puter simulations by molecular statics and
molecular dynamics methods have been suc-
cessfully used for a computation of grain-
boundary structure and energy. The results show
that the atomic relaxations destroy the coinci-
dence sites but maintain the periodicity of the
dislocation arrangements (Fig. 5) (Ref 8). The
comparison of computed grain-boundary struc-
ture with high-resolution electron microscopy

Fig. 2 Relative orientation of grain boundaries and rotation axes for different types of grain boundaries. (a) Twist
boundary. (b) Asymmetrical tilt boundary. (c) Symmetrical tilt boundary
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images of such boundaries reveals good agree-
ment. Therefore, most current information on
grain-boundary structure and energy is derived
from computer simulations.

Measurements of Grain-Boundary
Energy

In a first-order approximation, the grain-
boundary energy per unit area is equivalent to
the grain-boundary surface tension. A brief sum-
mary of different schemes for measuring grain-
boundary surface tension is given in Fig. 6. If
there is a mechanical equilibrium at a grain-

boundary triple junction, and the grain-boundary
surface tension, g, does not depend on the orien-
tation of the boundaries, the relation between the
surface tension of different boundaries can be
found from Young’s theorem (Fig. 6a):

g1
sina1

¼ g2
sina2

¼ g3
sina3

(Eq 4)

where ai are the dihedral angles opposite to gi.
If the surface tensions of the grain boundaries
depend on their orientation, the dependency ei
	 @gi/@�i also must be taken into account
where �i is the inclination of the boundary with
regard to a reference plane (Ref 9):

g1
ð1þ e2 � e3Þ sin a1 þ ðe3 � e1Þ cos a1 ¼

¼ g2
ð1þ e1 � e3Þ sin a2 þ ðe1 � e3Þ cos a2 ¼

¼ g3
ð1þ e1 � e2Þ sin a3 þ ðe2 � e3Þ cos a3

(Eq 5)

The influence of these so-called torque terms is
important in the vicinity of special misorienta-
tions or special grain-boundary planes, for
example, twin relationships or coherent twin
boundaries. For random grain boundaries and
far-from-special misorientations, the values of
(@gi/@�i) are small enough, and Eq 4 gives a
reasonable approximation.
The measurement of dihedral angles (Fig.

6a) to determine the grain-boundary surface
tension was used in many experimental inves-
tigations (Ref 10 to 12). It is especially suit-
able for grown tricrystals, where two grain
boundaries have the same misorientation and
the surface tension of the third can be calcu-
lated, or when the observation of the change
of the surface tension of the third grain bound-
ary is the main purpose of the investigation
(Fig. 7). Such experiments make it possible
to compare the surface tensions of different
grain boundaries or grain boundaries with dif-
ferent orientation in the same material. It was
shown, in particular, that the minima of the
misorientation dependence of the grain-bound-
ary surface tension correlates with special low-
S misorientations.
Another method of investigation of the rela-

tive grain-boundary surface tension was pro-
posed by Wilson and Shewmon (Ref 14) and
was applied in many experimental studies (Ref
15 to 17). If a small, single-crystal ball is
placed on a single-crystal substrate of the same

Fig. 3 Basic dislocation configuration of a low-angle twist boundary. (a) A single family of parallel screw dislocations
results in a shear deformation, but two perpendicular families of dislocations result in a pure rotation.

(b) Transmission electron microscopy image of a low-angle twist boundary in a-iron. The hexagonal dislocation
configuration is composed of screw dislocations with three different Burgers vectors. Source: Ref 4

Table 1 List of symbols

Symbol Meaning

a Axis of rotation
o Angle of rotation
Y Vector in boundary
B Closure failure
b Burgers vector
n Grain-boundary normal vector
c Angle of asymmetry
m Shear modulus
d Dislocation spacing
a Contact angle
� Inclination of grain boundary
s Surface tension
D Diameter
g Gibbs free energy per unit volume
H Enthalpy, magnetic field strength
k Boltzmann constant, 1.38066 � 10�23 J/K
R Radius of curvature
F Interatomic potential
rij Atomic distance
g Grain-boundary energy, grain-boundary surface

tension
V Grain-boundary velocity
P Driving force for grain-boundary migration
m Grain-boundary mobility
A Reduced grain-boundary mobility (product m � g)
r Dislocation density
w Magnetic susceptibility
t Shear stress
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material at diffusion temperature, it will rotate
during sintering to the substrate to decrease
the surface tension of the newly formed grain
boundary. The main condition for a proper con-
duct of the experiment is that the misorientation
dependence of the grain-boundary surface ten-
sion must have singularities and sharp minima
with a discontinuity of the derivative of the sur-
face tension with respect to misorientation
angle, o (Fig. 6b). The driving force for the
rotation of the balls is proportional to the deriv-
ative (dg/do).

To determine the absolute value of the grain-
boundary surface tension, the energy of the ref-
erence surface must be known. For a known
free surface tension, the grain-boundary surface
tension can be determined from the equilibrium
of the surface tensions at the root of a thermal
groove (Fig. 6c). Unfortunately, there are only
a few methods to determine the tension of a
free surface of the crystal.

Fig. 4 Crystal lattice structure. (a) Coincidence site lattice and structure of a 36.9�<100> (S5) grain boundary in a cubic crystal lattice. Right side of figure: grain-boundary plane k
plane of the paper (twist boundary). Left side of figure: grain-boundary plane ⊥ plane of the paper (tilt boundary). (b) Relationship between the coincidence site lattice and

the primary dislocation structure at a grain boundary. If two identical, interlocking lattices (a) are rotated symmetrically away from each other about an axis perpendicular to the
plane of view (b), a coincidence site lattice forms at specific angles of rotation. The coincidence points are marked by overlapping circles and squares. The associated
configuration of the resulting double dislocation is relaxed along the boundary (g), and the structure of a symmetrical low-angle tilt boundary forms (d)

Fig. 5 Atomic structure of a S7 boundary in aluminum. (a) High-resolution electron microscopy (HREM) image.
(b) Simulated HREM image using the relaxed grain-boundary structure. (c) Computed by molecular

dynamics. Source: Ref 8
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One of them is the zero-creep method (Ref
18) (Fig. 6d). Imagine a wire of small diameter
D with perimeter p�D that is loaded with a
weight, P, at diffusional creep temperature.
The free energy of the wire can be defined as:

F ¼ PX � gpDL (Eq 6a)

where x is the coordinate of the weight P relative
to the arbitrary point on the normal to the Earth’s
surface,L is the length of the wire, and g is the sur-
face tension of the free surface of the wire. The
equilibrium (dF = 0) corresponds to such changes
of x and L that compensate each other. Taking into
account that dx = �dL:

dF
dx

� �
x¼0

¼ P0 � gpD ¼ 0 (Eq 6b)

and g = P0/pD, where P0 is the zero-creep
weight.
A more correct description takes into account

the area of the grain boundaries and their shape
(Ref 19 to 21). Evidently, the value of the free
surface tension determined in this way is aver-
aged over a large number of crystallographic
planes.
The grain boundary is a degenerate kind of

interface, because it separates two parts of
the same phase. If an external tensorial field
is applied to the system, the degeneracy will
be removed, and, from a thermodynamical
point of view, the grain boundary can be
described as an interface. This provides a
method to measure the absolute value of the
grain-boundary surface tension. If an external
field is applied to a system with a grain bound-
ary, which is locked at the surface of a sample,
a free energy differential of the adjacent grains
will arise (per unit volume: g2�g1); due to this
difference, the initially flat grain boundary will
bend like a membrane under a pressure to
assume a radius of curvature R. In this case
the grain-boundary surface tension can be esti-
mated as (Fig. 6e):

g ¼ R g2 � g1ð Þ (Eq 7)

This method was applied to polycrystalline bis-
muth in a magnetic field (Ref 22).
Experimental Results. Several grain-bound-

ary energy measurements have been deter-
mined. Average high-angle grain-boundary
energies for various metals and alloys are listed
in Table 2. They vary from 0.1 to 1 J/m2, with
an average of the order of 0.5 J/m2. The depen-
dency of grain-boundary energy on misorienta-
tion angle for a given axis of rotation shows
an increase of grain-boundary energy with

Fig. 6 Methods of grain-boundary surface tension measurement. (a) Equilibrium angles at triple junction. (b) Rotating
ball method: sintering of small, single-crystal balls to a single-crystal substrate. (c) Thermal groove method.

(d) Zero-creep method. (e) Balance of grain-boundary surface tension and volume driving force

Fig. 7 Misorientation dependence of grain-boundary
energy for <100> tilt grain boundaries in lead

(curve 1) and tin (curve 2). The relative energy was
measured according to the method in Fig. 6(a). The
absolute energy was estimated by using the Read-
Shockley equation. Source: Ref 13

Table 2 Experimentally measured average grain-boundary energies

Metal g, mJ/m2 T �C g/s gctw/g gnctw/g dg/dT, mJ/(m2 � �C)

Ag 375 950 0.25 0.03 0.33 �0.10
Al 324 450 . . . 0.23 . . . �0.12
Au 387 1000 0.039 . . . �0.10

1035 0.28
Co 650 1354 . . . . . . . . . . . .
Cr 920 1400 . . . . . . . . .

1350 0.40
Cu 625 925 0.35 0.035 0.80 �0.10
Fe (d-phase) 468 1450 0.24 . . . . . . �0.25
Fe (g-phase) 756 1350 0.36 . . . . . . �1.0
Fe-3wt%Si 617 1100 . . . . . . . . . 0.07
Fe-Cr-Ni stainless steel 304 835 1060 0.38 0.024 0.25 �0.49
Mo 575 2350 . . . . . . . . . . . .
Nb 756 2250 0.36 . . . . . . . . .
Ni 866 1060 0.38 0.050 . . . �0.2
Ni-20wt%Cr 756 1060 0.35 0.025 . . . . . .
Pt 660 1300 . . . . . . �0.18

1500 0.24
Sn 164 223 0.24 . . . . . . . . .
W 1080 2000 0.36 . . . . . . . . .
Zn 340 300 . . . . . . . . . . . .

g, grain-boundary energy; s, surface energy (solid-vapor case); gctw, coherent twin grain-boundary energy; gnctw, noncoherent twin grain-boundary
energy. Source: Ref 23
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misorientation angle in accordance with the
predictions of the Read-Shockley theory
(Fig. 7). Above a critical angle in the range of
15�, the Read-Shockley model breaks down,
and the energy remains essentially constant,
except for cusps at specific misorientation
angles that relate to low-S coincidence bound-
aries (Fig. 8 to 11). For a given angle of misori-
entation, the grain-boundary energy will also
change with rotation axis.
Experimental observations demonstrated that

not all grain-boundary configurations in poly-
crystals occur with the same frequency and that
the relative free energies of the different bound-
ary configurations influence the population dis-
tribution (Ref 29).
Atomistic Simulations of Grain-Boundary

Energy. In view of the experimental difficulties
to determine grain-boundary energy, computer
simulation tools have been used to calculate

the grain-boundary energy. In fact, most cur-
rently available data on grain-boundary energy
stem from computer simulations. There are
essentially two atomistic approaches for calcu-
lating the grain-boundary energy: molecular
statics and molecular dynamics simulations.
Both methods consider an arrangement of
atoms that comprises two adjacent grains with
a grain boundary between them. The energy of
the grain boundary is the difference of the
energy of a perfect crystal and the energy of
two crystals with a grain boundary. The energy
results from the interaction of the atoms as
described by the interatomic potential, F. In
molecular statics simulations, the arrangement
of the atoms in the boundary is changed step
by step by displacement, removal, or addition
of atoms, until the minimum energy configura-
tion is found. In molecular dynamics simula-
tions, Newton’s equation of motion is solved

for each atom and degree of freedom, where
the force is given by the gradient of the inter-
atomic potential. The equilibrium structure is
found for the condition that the force vanishes
for each atom, and, from the energy of that con-
figuration, the grain-boundary energy is calcu-
lated as for molecular statics computations.
It is evident that the quality of the computation

sensitively depends on the interatomic potential
used. Simple pair potentials, such as the most
frequently used Lennard-Jones potential:

F rij
� � ¼ A

r6ij
� B

r12ij
(Eq 8)

where rij is the radial distance of atoms i and j,
and A and B are constants, may not correctly
account for the electronic interactions. Embed-
ded atom potentials (Ref 30), cluster potentials
(Ref 31), or bond order potentials (Ref 32) offer
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Fig. 9 Grain-boundary energy versus misorientation
for (a) <001> symmetric tilt (Ref 25) and

(b) <001> twist grain boundaries (Ref 26) in copper.
T = 1273 K (100d �C). Grain boundaries with dispersed
SiO2 particles were observed by transmission electron
microscopy. The boundary energies were determined
with reference to isotropic Cu-SiO2 interfacial energy by
measuring the misorientation-dependent shape of the
SiO2 particles in the boundary.
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improved accuracy, but one must not forget that
all potentials are approximations and do not
predict all material constants with the same
accuracy. The development of potentials from
quantum-mechanical ab initio simulations
is currently a promising new approach for
improving the predictive power of atomistic
simulations.
It is finally noted that the computed grain-

boundary energies mostly pertain to absolutely
pure materials. Real materials always contain
a certain impurity level. Even a bulk material
of 99.9999% purity still contains on the order
of 1016 foreign atoms per cubic centimeter,
most of which have a tendency to segregate
to grain boundaries and decrease the grain-
boundary energy. For grain-boundary energy
computations, this may be less serious than
for atomistic simulations of grain-boundary
mobility.
Computed grain-boundary energies for vari-

ous boundaries in copper and aluminum are
listed in Table 3. The absolute values are of
the same order as measurements, and very low
values identify special boundaries with deep
cusps, such as coherent twin boundaries.

The dependency of grain-boundary energy on
misorientation angle confirms the general ten-
dency described in the sections on low- and
high-angle boundaries and also a dependence
on rotation axis (Fig. 12, 13). Besides misorien-
tation, inclination is also found to affect grain-
boundary energy, not only for the first-order
twin boundary (S3) (Fig. 14) but also for
second-order twin boundaries (S9, Fig. 15).
An inclination dependence was also rep-

orted for intermetallic compounds (Fig. 16).
Also, low-angle grain boundaries show a dis-
tinct dependence on grain-boundary inclina-
tion (Fig. 17).
Alloys. Grain boundaries constitute a pertur-

bation of the perfect crystal structure, and
thus, their introduction is associated with an
increase of free energy. Consequently, the
grain-boundary (free) energy in pure metals
(or grain-boundary surface tension) is always
positive. When alloying elements are added to
a pure metal, the free energy decreases due to
an increase of the entropy of mixing (Ref 40).
Impurities tend to segregate to grain boundaries
to harmonize their chemical potential. The
adsorption of impurities at grain boundaries as
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Fig. 11 Measured relative energies of (a) <100>
and (b) <110> grain boundaries in

aluminum as a function of misorientation (between
<001> directions). Relative energy has been measured
from equilibrium angles at the triple junctions in
tricrystals. Source: Ref 28

Table 3 Computed energies of symmetrical
tilt grain boundaries in copper and
aluminum
Embedded atom method was used

Grain boundary(a) v, degrees g, J/m2

Copper
S 5 (210)[001] 53.13 0.952
S 5 (310)[001] 36.87 0.905
S 3 ð111Þ½011� 109.47 0.022
S 3 ð211Þ½011� 70.53 0.594
S 9 ð122Þ½011� 141.06 0.834
S 9 ð411Þ½011� 38.94 0.662
S 11 ð311Þ½011� 50.48 0.301
S 11 ð233Þ½011� 129.52 0.703
S 7 ð231Þ½111� 38.21 0.867
S 7 ð415Þ½111� 141.79 0.775
S 13 ð341Þ½111� 27.80 0.842
S 13 ð527Þ½111� 152.20 0.892

Aluminum
S 5 (210)[001] 53.13 0.451
S 5 (310)[001] 36.87 0.466
S 9 ð122Þ½011� 141.06 0.440
S 11 ð311Þ½011� 50.48 0.146
S 11 ð231Þ½011� 38.21 0.470
S 13 ð341Þ½111� 27.80 0.458

(a)The notation in terms of S y (hkl)[rst] refers to the value of S, y; the
grain-boundary plane, (hkl); and the rotation axis [rst]. Source: Ref 33
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a function of temperature is described by the
adsorption isotherm. Overall, adsorption decr-
eases with increasing temperature. The grain-
boundary energy depends on the adsorption in
such a way that the grain-boundary energy
decreases with increasing segregation and thus

increasing alloy content (Fig. 18, 19). Princi-
pally, it may become zero or negative, which
would have serious effects on grain-boundary-
energy-driven processes such as grain growth
(Ref 43). Grain-boundary adsorption not only
affects grain-boundary energy but also grain-

boundary structure and mobility. The underly-
ing thermodynamics are introduced in the sec-
tion on grain-boundary mobility.

Grain-Boundary Mobility

Because in all relevant metallurgical phe-
nomena, the driving force for grain-boundary
migration is much smaller than the thermal
energy, grain-boundary motion is a drift
motion, and the velocity, V, is proportional to
the acting driving force P. The ratio:

m ¼ V

P
(Eq 9)

is referred to as grain-boundary mobility
(Ref 2).
Grain-boundary motion is a thermally acti-

vated process. Therefore, the mobility has an
Arrhenius temperature dependence:

m ¼ m0 exp � H

kT

� �
(Eq 10a)

where H is the activation enthalpy of grain-
boundary migration.
The product:

A ¼ m � g ¼ A0 exp � H

kT

� �
(Eq 10b)

is referred to as the reduced mobility, where g
is the grain-boundary surface tension.
Equations (9) and (10) can be derived from

simple rate theory by considering diffusive
jumps of atoms through a boundary between
crystals of different energy density. It provides
the important information that the grain-
boundary velocity is proportional to the driv-
ing force and that it has an Arrhenius-type
temperature dependence. However, as evident
from measurements and simulations of grain-
boundary motion presented subsequently, the
boundary migration process is much more
complicated than assumed in this simple con-
cept, so that absolute grain-boundary mobili-
ties and activation parameters are likely to
essentially differ from the predictions of this
model.
It should be stressed that only the noncom-

pensated exchange by the lattice points leads
to grain-boundary displacement.

Measurement of Grain-Boundary
Migration

During annealing of a polycrystal, grain
growth occurs. The grain-boundary mobility
can be extracted from the temporal change of
the grain size during annealing. The major part
of the data of grain-boundary mobility was
derived just from such kind of experiments
(see example in Fig. 20). However, measure-
ments of grain-boundary mobility based on the
change of the mean grain size with time of
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polycrystals give only a mean value, averaged
over many different types of grain boundaries.
Specific data on grain-boundary mobility can
only be obtained from the behavior of individ-
ual boundaries. This can be accomplished from
bicrystal experiments.
Driving Forces. Table 4 gives comprehen-

sive information on different types of driving
forces used for bicrystal techniques. The
driving force for grain-boundary migration, P,
has the dimension of energy per unit volume,
which is conceptually equivalent to a pres-
sure—a force acting per unit area on a grain
boundary. Driving forces can arise from various
sources (Table 4) (Ref 2). In general, a driving
force for grain-boundary migration occurs if the
boundary displacement leads to a decrease of
the total free energy of the system. A gradient
of any intensive thermodynamic variable offers
a source of such a driving force: a gradient
of temperature, pressure, density of defects,

density of energy (for example, an energy of elas-
tic deformation), content of impurities, a mag-
netic field strength, and so on. However, not all
theoretically possible driving forces can be prac-
tically realized. To study grain-boundarymotion,
the following driving forces were most often
used: curvature (capillary) driving force, mag-
netic energy, and mechanical stress.
Most frequently, the capillary driving force

has been used in a variety of bicrystal geome-
tries. Bicrystal techniques require substantial
experimental efforts to manufacture bicrystals
with precise orientations and misorientations
as well as to prepare adequate specimens for
investigations with the chosen technique. The
different bicrystal arrangements designed to
measure the grain-boundary velocity and, even-
tually, the grain-boundary mobility are given in
Fig. 21 (Ref 2). A basic advantage of all techni-
ques that use the capillary driving force is that
the surface tension of a grain-boundary depends

Calculated – Tschopp & McDowell 2007
Calculated – Wolf et al. 1992
Calculated – Wolf et al. 1992
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only slightly on temperature, and therefore, the
driving force is practically constant over a wide
temperature range.
The wedge bicrystal technique (Fig. 21a) was

frequently used (Ref 45 to 47). There is a sim-
ple relation between driving force, P, and the
macroscopic grain dimension, a (radius of
curvature):

P ¼ g=a (Eq 11)

In this technique, the driving force increases
with progressing grain-boundary displacement.
So, the driving force is very small in the begin-
ning, and sources of pinning forces can mani-
fest themselves to arrest the boundary.
Finally, the reversed-capillary technique

(Fig. 21b) allows one to obtain relatively large
driving forces, although unfortunately only in
the beginning of the experiment. However,
these are usually sufficient to force the bound-
ary to break free from potential pinning centers
(Ref 2, 48 to 52). The driving force for the
reversed-capillary method is given by:

P ¼ g=R ¼ g
a
f ðaÞ (Eq 12)

where R is the radius of boundary curvature.
The major advantages of the reversed-capillary

technique are the relative ease of manufacturing
and preparation of specimens and the possibil-
ity to change the driving force by varying the
angle, a. The important disadvantage of the
reversed-capillary technique is the lack of
steady-state motion of the grain boundary. This
disadvantage is avoided by the half-loop tech-
nique, where the driving force remains constant
(Fig. 21c,d). The grain-boundary half-loop (Fig.
21d) or quarter-loop (Fig. 21c) moves as a
whole, and its shape remains self-similar during
migration (Ref 2). The average driving force on
a half-loop and a quarter-loop is P ¼ 2g

a and
P ¼ g

a, respectively (Ref 2). It is particularly
emphasized that in all capillary techniques,
except for the half-loop geometry, the moving
grain boundary is exposed to the free lateral
surface of the bicrystal.
When a bicrystal of a magnetically aniso-

tropic solid with susceptibility w << 1 is sub-
jected to a uniform magnetic field, a magnetic
driving force, Pm, arises due to the difference
of the magnetic energy density, O, in adjacent
grains (Ref 53):

Pm ¼ O1 � O2 ¼ m0H
2

2
ðw1 � w2Þ

¼ 1

2
m0DwH

2ðcos2 j1 � cos2 j2Þ (Eq 13)

where m0 is the magnetic constant; H is the
magnetic field strength; w1 and w2 are the mag-
netic susceptibilities of the adjacent grains 1
and 2 along the field direction; Dw is the differ-
ence of the susceptibilities parallel, wk, and per-
pendicular, w?, to the principal (or c) axis of
the crystal; and j1 and j2 are the angles
between the c-axes in both neighboring grains
and the magnetic field direction. In contrast to
the curvature driving force, the magnetic one
does not depend on the boundary properties,
that is, on its energy and shape, but is deter-
mined only by the magnetic anisotropy of the
material (Dw), the strength of the applied mag-
netic field, and its orientation with respect to

Fig. 17 Computed dependence of the grain-boundary energy on its boundary inclination for different (a) <100> tilt boundaries and (b) <111> tilt boundaries in aluminum at 0 K.
Source: Ref 39
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the two grains. It moves the boundary from the
grain with lower free energy toward the one
with higher free energy and does not depend
on the sign of the magnetic field (Fig. 22).
Low-angle symmetrical tilt boundaries are

known to move under an applied mechanical
stress (Ref 55 to 57). They move by collective
glide of the dislocations that compose these
boundaries (Ref 3). A shear stress acting on
the boundary plane causes a force on each edge
dislocation and thus results in a driving force for
boundary migration (Ref 58):

ps¼rdis � FP�K¼2

b
sin

o
2
� tb coso

2
¼t sino (Eq 14)

where rdis is the dislocations line length per
unit area in the boundary, FP�K is the Peach-
Kohler force (per unit length) on a dislocation
with Burgers vector, b (Ref 59), and t is the
shear stress.
According to the edge dislocation structure

of such boundaries, their motion under a
mechanical stress was confirmed to be coupled
to a shear deformation, which is observed in

bicrystals with planar boundaries as a tangential
translation of the adjoining grains (Fig. 23).
Fukutomi et al. (Ref 61 to 63) also reported that
high-angle boundaries with a low-S CSL orien-
tation relationship in zinc and aluminum bicrys-
tals can be moved by an applied shear stress,
which causes a shape change of the bicrystal.
A similar behavior was observed by Yoshida
et al. (Ref 64) for a S11 boundary in cubic
ZrO2 bicrystals. Grain-boundary motion cou-
pled to a lateral grain translation was also
investigated by Cahn et al. (Ref 65, 66) in a
computer simulation study of <100> tilt
grain-boundary motion in copper. Shear-stress-
induced motion of various low- and high-angle
boundaries in aluminum bicrystals was also
reported by Winning et al. (Ref 67, 68).
Techniques to Monitor Grain-Boundary

Migration. There are two essentially different
ways to determine the position of a grain
boundary in crystalline materials and to mea-
sure the velocity of its motion: the continuous
method and the discontinuous method.
The discontinuous method has been most

commonly used. The location of the boundary
is determined by its intersection with the crystal
surface, and its change can be recorded after
discrete time intervals. The position of a bound-
ary can be revealed by the groove, which forms
on sample cooling or by chemical etching of
the crystal surface. The main advantage of this
method is its simplicity; the major shortcoming
is that the boundary cannot be observed during
its motion, and consequently, it is necessary to
average the measured boundary displacement
over a large period of time between consecutive
observations (Fig. 24) (Ref 2).
The continuous method requires determina-

tion of the boundary position at any moment
of time and thus necessitates automation of
the procedure to locate the boundary position.
There are various techniques to distinguish dif-
ferent crystal orientations, such as reflection
of polarized light (Ref 69), photoemission

Table 4 Driving forces for grain-boundary migration

Source Equation Approximate value of parameters
Estimated driving
force (P), MPa

Stored deformation energy P ¼ 1
2
rmb2 r = dislocation density 
 1015/m2 10

mb2

2
¼ dislocation energy 
 10�8J=m

Grain-boundary energy P ¼ 2g
R g = grain-boundary energy 
 0.5 J/m2 10�2

R = grain-boundary radius of curvature 
 10�4 m
Surface energy P ¼ 2Ds

d d = sample thickness 
 10�3 m 2 � 10�4

Ds = surface energy difference of two neighboring grains 
 0.1 J/m2

Chemical driving force P = R* (T1 � T0)
c0 ln c0

R* = gas constant = kNA, NA � Avogadro number

c0 = concentration = max solubility at T0 6 � 102

T1 (<T0) annealing temperature (5% Ag in Cu at 300 �C)
Magnetic field P = m0 H

2 Dw �
(cos2 f1 � cos2 f2)

H = magnetic field strength; Dw = difference of magnetic susceptibilities in adjacent grains along the field
direction; j = angle between c-axis and field direction

For bismuth at 250 �C (Dw 
 0.23�10�4), H = 107A/m; j1 = 0�; j2 = 90� 1.4 � 10�3

Elastic energy P ¼ t2
2

1
E1
� 1

E2

� 	
t = elastic stress 
 10 MPa
E1, E2 = elastic moduli of neighboring grains 
 105 MPa 2.5 � 10�4

Temperature gradient P ¼ DS � 2lgradT
Oa

DS = entropy difference between grain boundary and crystal (approx. equivalent to melting entropy) 
 8�103 J/
K�mol grad T = temperature gradient 
 104 K/m 2l = grain-boundary thickness 
 5�10�10 m

4 � 10�5

Oa = molar volume 
 10 cm3/mol
Mechanical stress P = tsino t = shear stress; o = misorientation angle; for t 
 0.3 MPa, o 
 12� 6 � 10�2

Fig. 21 Various boundary geometries in bicrystalline specimens for the study of grain-boundary migration.
(a) Wedge technique. (b) Reversed-capillary technique. (c) Constant driving force technique (quarter-loop

technique). (d) Constant driving force technique (half-loop technique). Source: Ref 2
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(Ref 70), x-ray topography (Ref 71, 72), x-ray
diffraction (Ref 73 to 75), or backscattered
electron intensity (Ref 76, 77). The most widely
used techniques are the reflection of polarized
light (Fig. 25), x-ray diffraction, or backscat-
tered electron intensity in the scanning electron
microscope (SEM).
The observation of grain-boundary motion

by orientation contrast in the optical micro-
scope is convenient and reliable and not only
reveals the location of a moving grain boundary
but also its shape at any moment (Fig. 25).
The characteristic time resolution is better than

10�2s, the spatial resolution is a few micro-
meters, and the thickness of the sample is insig-
nificant (Ref 2). Unfortunately, this technique is
applicable only to optically anisotropic materi-
als, that is, of material with lower-symmetry
crystal structure, for instance, hexagonal
crystals.
X-ray topography permits an image of a

grain boundary to be obtained as the interface
between next-neighbor grains. Synchrotron
white beam x-ray topography (SWBXRT)
offers excellent time resolution and thus can
be used for in situ studies of grain growth,
recrystallization, and grain-boundary motion
(Ref 71, 72). SWBXRT allows a spatial resolu-
tion in the range of several micrometers, the
time resolution is approximately 1 s, the field
of view extends to 2 to 3 cm2, and the sample
thickness can range between 0.1 and 1 mm
(Ref 72). However, the study of grain-boundary

motion by SWBXRT is restricted to samples of
high perfection; the dislocation density should
not exceed 108 m�2, which is very low.
A simple, precise, and very versatile tech-

nique to identify the position of a grain bound-
ary uses x-ray diffraction (Ref 73 to 75). The
principle of the method is illustrated in
Fig. 26. The bicrystal is placed in a goniometer
of the x-ray interface continuous tracking
device (XICTD) in such a way that one grain
(1) is in Bragg position, while the other is not.
The maximum intensity Id of the reflected x-
ray beam is measured as long as the x-ray spot
is located solely on the surface of crystal 1. If
the spot illuminates the grain boundary, the
intensity of the reflected beam should be inter-
mediate between Id and I0, say Im. When the
boundary moves, the sample can be displaced
accordingly so that the reflected x-ray intensity
Im remains constant during grain-boundary
motion. Thus, the velocity of the moving grain
boundary (generally speaking, interface) is
equal to the speed of sample movement at any
moment in the course of the experiment. This
procedure does not interfere with the process
of grain-boundary migration. The measurable
velocity ranges from 1 to 1000 mm s�1 with a
temporal resolution of approximately five mea-
surements per second. The hot stage of the
XICTD allows heating the sample to 1200 �C
in nitrogen or an inert gas atmosphere to

Fig. 22 Grain-boundary displacement in a bismuth bicrystal (from position A to position B) after annealing for 180
s at 252 �C in a magnetic field of 20.45 T. Source: Ref 54

Fig. 23 Grain-boundary migration coupled to a shear
deformation for a 17.8�<100> symmetrical

tilt boundary after 68 min annealing at 375 �C under a
tensile stress of 0.27 MPa. The coupling factor, b, is
determined as the ratio of lateral grain translation (s) to
normal boundary displacement (d). Source: Ref 60

Fig. 24 Traces of a moving boundary in a zinc
bicrystal (reversed-capillary technique).

Source: Ref 2

Fig. 25 Recorded grain-boundary migration in a zinc
bicrystal by optical microscopy in polarized

light (video frames). Source: Ref 2

direction of motion

X-ray
source

intensity

detector

a

grain I

Id

Im

I0

grain II

sample boundary

Fig. 26 Principle of operation of the interface
continuous tracking device. The diffraction

conditions generate an x-ray intensity gradient across the
boundary. The specimen is moved to maintain a
constant recorded intensity. Source: Ref 73 to 75
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suppress oxidation and grooving; the tempera-
ture is kept constant within þ�0.3 �C. The
accuracy of the velocity measurement of
grain-boundary motion is better than 2%.
A recently developed elegant method is the

investigation of crystal shape evolution by
backscattered electrons in an SEM, because
the contrast by backscattered electrons is very
sensitive to orientation. The method also allows
for orientation evaluation by electron backscat-
tered diffraction (EBSD) with the same setup.
By using a hot stage in the SEM, in situ studies
can be conducted. However, caution must be
exercised due to the use of high vacuum for
operating the microscope, because this can
aggravate the grooving problem. Also, photo-
emission microscopy can be used for continu-
ous tracking of grain-boundary migration (Ref
70). However, this technique is restricted to
metals with high melting points.
Dependence of Grain-Boundary Velocity

on Driving Force. In accurate experiments Eq

9 has been unambiguously confirmed (Fig.
27 to 30). For small driving forces, sometimes
a deviation to lower migration rates is observed
(Fig. 30). The reason for such a deviation are
drag effects (solute drag, groove dragging). A
very large deviation from the linear dependence
was observed in the works of Rath and Hu (Ref
45 to 48) (Fig. 31a). The observed deviation,
however, can be explained by groove dragging
(Fig. 31b) (Ref 80, 81).
Misorientation Dependence of Grain-

Boundary Mobility. The long-known observa-
tion that pronounced crystallographic textures
develop during annealing of deformed metals
was the first indication that grain-boundary
mobility may depend on misorientation.
Correspondingly, the first findings on the orien-
tation dependence of grain-boundary velocity
were obtained in recrystallization experiments
(Fig. 32) (Ref 82 to 84). Such dependencies

were confirmed subsequently by experiments
on bicrystals, which not only permit the investi-
gation of all orientation relationships but also
the determination of the influence of various
factors on grain-boundary mobility, for exam-
ple, temperature, pressure, chemical nature
and content of impurities, and so on. However,
in the majority of investigations, grain-bound-
ary migration was considered only for a very
few specific boundaries (Table 5, Fig. 33) and
provided only an incomplete characteristic of
the migration capability of grain boundaries
(Ref 45 to 50, 85 to 88). The misorientation
dependence was studied extensively for lead,
aluminum, and zinc.
In Fig. 34, the misorientation dependency of

the mobility of low-angle boundaries and the
activation energy of their migration is presented
(Ref 89, 90) as determined from the growth rate
of subgrains in deformed and recovered
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Fig. 27 Measured grain-boundary migration rate
versus driving force of a flat boundary in a

bicrystal of bismuth exposed to a magnetic field. Source:
Ref 78
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Fig. 28 Average growth rate during primary recrystal-
lization at 125 �C (normalized by a constant

v0) as a function of driving force (p) for a polycrystalline
aluminum alloy containing 17 ppm copper. Source:
Ref 79

Fig. 29 Migration rate at 320 �C for low-angle 12.0� and 81.0�<100> tilt grain boundaries in aluminum as a
function of a shear stress driving force. Source: Ref 58
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Fig. 30 Measured grain-boundary migration rate versus reduced driving force of U-shaped boundaries in aluminum
bicrystals (half-loop technique). Source: Ref 80
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aluminum polycrystals. The subgrains were
reconstructed from an orientation map obtained
by EBSD. The average misorientation of a par-
ticular subgrain to all next-neighbor subgrains
was determined, and for a given initial
microstructure, this parameter was averaged
for all the subgrains in a map. In essence, these
data do not reflect the misorientation

dependence of specific boundaries but the
kinetic coefficient of the growth rate of grains
in a polycrystal.
The misorientation dependence of the veloc-

ity of single boundaries in zone-refined lead
was studied under a constant driving force
and in a range of temperatures (Ref 91). Well-
pronounced extrema in Fig. 35 (maxima of
grain-boundary velocity, minima of activation
energy and preexponential factor, respectively)
could be associated with low-S coincidence
boundaries.
In aluminum, the misorientation dependency

of grain-boundary mobility and its kinetic para-
meters (enthalpy of activation and pre-exponen-
tial factor) was investigated for <100>,
<111>, and <110> tilt grain boundaries with
a total impurity amount of (2–5) � 10�4 at.%
by the grain-boundary half-loop and quarter-
loop technique (Fig. 36) (Ref 2, 92–94).
The misorientation dependency of the activa-

tion enthalpy of migration for <1010> and

< 1120 > tilt boundaries in zinc with a total
impurity content of 5 � 10�4 at.% and 5 �
10�3 at.%, respectively, is shown in Fig. 37
(Ref 2, 95). The data were obtained by the
reversed-capillary technique. Qualitatively, the
behavior of the migration activation enthalpy
in zinc is akin to face-centered cubic metals.
Evidently, the dependency H(o) reflects struc-
tural peculiarities of the grain boundaries.
In essence, all misorientation dependencies

of grain-boundary mobility are nonmonoto-
nous, and the minima of the activation enthalpy
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Table 5 Activation energy for the
migration of different <001> tilt grain
boundaries in copper

Misorientation angle, degree Activation energy, kJ/mol

2 205.2
5 205.2
9 205.2
18 122.9
32 126.2

Source: Ref 85
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Fig. 33 Temperature dependence of the reduced
mobility (product mg) for symmetrical

<100> tilt boundaries with misorientation angles 13.8�

(■), 34.3� (♦, ◊), and 37.6� (▲). Solid symbols: quarter-
loop technique; open symbols: reversed capillary
technique (Fig. 21b). Source: Ref 85
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correspond to special misorientations, namely
low-S CSL misorientations. The magnitude of
the oscillations is large: for the grain-boundary
mobility, approximately 2 orders of magnitude;
and for the activation enthalpy, a factor of 2,

60 to 120 kJ/mol. These results reflect both
the variance of grain-boundary structure with
misorientation and the effect of misorientation
on grain-boundary segregation (Ref 2).
Effect of Grain-Boundary Plane on Mobil-

ity. Grain-boundary mobility is known to
depend not only on misorientation but also on
the orientation of the grain-boundary plane.
This is particularly evident for coherent twin
boundaries, which are much less mobile than
incoherent twin boundaries despite identical
misorientation across the boundary. However,
anisotropy of grain-boundary mobility can also

be observed for misorientations other than twin
relationships, in particular, grain boundaries of
a misorientation with <111> rotation axis. For
such orientation relationships, tilt boundaries
can move orders of magnitude faster than pure
twist boundaries (Fig. 38) (Ref 84). Apparently,
it is impossible to study the effect of grain-
boundary orientation on its mobility by using
grain-boundary curvature as a driving force.
Such experiments provide only an average
mobility of all involved boundary orientations.
All pure tilt boundaries of the same misorienta-
tion exhibit essentially the same mobility, as evi-
dent from the conservation of shape of curved tilt
boundaries during migration (Ref 96).
A more defined study of the dependence of

grain-boundary mobility on the orientation of
the grain-boundary plane requires experiments

where a grain boundary moves under a known
driving force. Such an attempt was undertaken
in Ref 78, where the motion of a flat grain boun-
dary under the action of the magnetic field was
studied (Fig. 39). The temperature dependence
of the mobility (Eq 10a) of a symmetrical and
an asymmetrical 90�<112> tilt grain boundary
in bismuth revealed that the migration para-
meters (activation enthalpy, H, and mobility
pre-exponential factor, m0) for the symmetrical
boundary (H = 0.51 eV, m0 = 0.67 m4/J�s) con-
spicuously differed from the migration para-
meters of the asymmetrical boundary (Hk =
3.38 eV, m0k = 2.04 � 1024 m4/J�s, and H⊥ =
3.79 eV, m0⊥ = 1.10 � 1028 m4/J�s, where the
symbols k and ⊥ refer to the orientation of the
c-axis with respect to the boundary plane nor-
mal). As a consequence, the symmetrical bound-
ary has a much higher mobility than the
asymmetrical boundary in the entire investigated
temperature range up to the melting point of bis-
muth (Fig. 39), but particularly at low tempera-
tures. Apparently, the inclination of tilt
boundaries in bismuth has a very strong influence
on boundary mobility (Ref 78).
Compensation Effect in Grain-Boundary

Motion. It is textbook knowledge that the tem-
perature dependence of the absolute rate, r, of a
thermally activated process is governed by the
Arrhenius relation:

r ¼ r0 expð�H=kTÞ (Eq 15)

There is experimental evidence that the pre-
exponential factor, r0, is strongly related to
the activation enthalpy H; r0 increases or
decreases if H increases or decreases according
to the relation:

H ¼ a lnr0 þ b (Eq 16)

Here, a and b are constants, the meaning of
which is dealt with subsequently. Equation 16
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is referred to as the compensation effect,
because it strongly moderates the effect of a
variation of H on the value of the absolute

reaction rate, r, such that above a so-called
compensation temperature, Tc = a/k, the process
with the highest activation enthalpy has the

highest reaction rate, whereas for T < Tc, the
process with the lowest value of H proceeds
fastest. At Tc, all reaction rates r of the consid-
ered group of thermally activated processes are
the same; that is, the lines for the corresponding
Arrhenius plots intersect at temperature Tc.
Inserting Eq 16 into Eq 15 at T = Tc yields:

rðTcÞ ¼ exp � b
kTc

� �
(Eq 17)

The thermodynamic fundamentals of the com-
pensation effect are given in Ref 2 and 97.
The compensation effect applies to many
solid-state processes, in particular, grain-
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Fig. 38 Anisotropic growth of a grain in rolled
aluminum. Prior to annealing, the grain

boundary was located at the top of the handle. The
micrograph shows the front and back faces of the
specimen. The long, straight grain boundaries are
approximately perpendicular to the <111> rotation axis
(twist boundaries). Source: Ref 84

Fig. 39 Temperature dependence of mobility of
90�<112> symmetrical (�) and asymmetri-

cal (▲, ■) boundaries in bismuth bicrystals. Trigonal axis
in the growing grain parallel (▲) or perpendicular (■) to
the growth direction. Source: Ref 78
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boundary migration. Some examples of the
compensation effect for various grain-boundary
systems are given in Fig. 40 to 43.
Applications of the compensation effect to

grain-boundary migration can be found in Ref
2. One of the applications is associated with
the problem of the fastest grain boundary in
aluminum, which is known to be in the vicinity
of a 40�<111> misorientation. Numerous
growth-selection experiments (Ref 104 to 106)
provided strong experimental evidence that the
maximum mobility was attained at misorienta-
tion angles above 40�, that is, close to 41� and
not 38.2�, where a special grain boundary
with S7 is situated. On the other hand, grain-
boundary mobility measurements on bicrystals
identified the S7 boundary as the fastest. The
solution of this contradiction is connected with
the compensation effect. The misorientation
dependence of the activation enthalpy for
migration of <111> tilt grain boundaries in
the vicinity of the special grain boundary S7,
38.2�, as obtained from bicrystal experiments
(Ref 107, 108), is given in Fig. 44(a). Obvi-
ously, the activation enthalpy is at maximum
for a misorientation angle close to 41�. How-
ever, the misorientation dependence of the
pre-exponential factor behaves the same way,
that is, attains a maximum for 41� misorienta-
tion (Fig. 44b). In fact, the compensation effect

with a compensation temperature, Tc, of 
450
�C (Fig. 45) causes the grain boundaries with
the lowest activation energy to be most mobile
at T < Tc, whereas for T > Tc, the opposite is
the case (Fig. 45b). Accordingly, which bound-
ary moves fastest depends on the temperature
range (relative to Tc), and this reconciles the
contradiction between recrystallization and
growth-selection experiments mentioned
previously.
As a general rule, the compensation tempera-

ture divides the temperature range into two
regimes, with different relations between the
magnitude of reaction rate and energy of activa-
tion. When the experiments are conducted
below Tc, the processes with low energies of
activation prevail. By contrast, if the measure-
ments are taken above Tc, the processes with
high energies of activation dominate the kinet-
ics (Fig. 46).

Computation of Grain-Boundary
Mobility

The measurement of grain-boundary mobility
with high accuracy is difficult and time-
consuming. Correspondingly, atomistic simula-
tions by molecular dynamics have been increas-
ingly used to compute grain-boundary
mobilities (Ref 109 to 118). The principle is

the same as for the computational derivation
of grain-boundary energy. Newton’s equation
of motion is solved for each atom under the
action of the interatomic potential (Ref 2). A
motion of the boundary is enforced by an
energy density differential across the boundary.
Mainly elastic driving forces or orientation-

dependent interatomic potentials have been
used to drive grain boundaries. In Ref 109,
molecular-dynamics simulations were used to
study migration of low- and high-angle [001]
planar twist grain boundaries in copper. The
temperature dependence of the grain-boundary
mobility was determined over a wide misorien-
tation range (Fig. 47). Additionally, grain-
boundary self-diffusion was studied for all
investigated [001] planar twist boundaries. A
comparison of the determined activation ener-
gies shows that grain-boundary migration and
self-diffusion are distinctly different processes.
It should be stressed in this context that

the computed and measured mobilities are usu-
ally quite different. The computed boundary
mobilities are typically very high, because the
activation energy for migration is small com-
pared to measured values (Fig. 48). This is
commonly attributed to the segregation of
impurities to grain boundaries in real materials,
whereas totally pure materials are assumed in
the simulations. Also, simulation results depend
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strongly on the quality of the used interatomic
potential and may be affected by the extreme
or artificial conditions assumed for temperature
and driving force that must be used to obtain
results for the very small time interval covered
by atomic simulations, typically some nanose-
conds. Nevertheless, the computations can pro-
vide valuable information on the nature of
boundary motion, its mechanisms, and its
dependencies on crystallography and environ-
mental conditions. Experimental results, how-
ever, as difficult as they are to generate, are
thus far indispensible for the prediction of real
materials behavior.
Effect of Impurities on Grain-Boundary

Motion. It is well known that the purity of
a material has a great influence on grain-
boundary motion. Typically, foreign atoms
reduce the rate of grain-boundary migration.

If there is an attractive interaction energy, U
(energy gain), between boundary and impurity
atoms, the solute atoms tend to segregate to
the boundary. Due to thermal agitation, for
T > 0, the concentration in the boundary, cb,
depends on temperature and will be different
from the volume concentration, c0, for example:

cb ¼ c0 exp
U

kT

� �
(Eq 18)

Equation 18 describes the simplest (Henry) iso-
therm, which holds for an ideal solution at low
impurity concentration. For high concentrations
and strong solute-solute interactions, other,
more complicated isotherms take effect
(Ref 2). The influence of the impurity atoms
on grain-boundary motion has been discussed
(Ref 119 to 123) in terms of different

theoretical approaches to the problem, with
the following principal results:

� Impurity atoms slow down grain-boundary
motion due to the forced motion of grain-
boundary impurities; the magnitude of

Fig. 45 (a) Relationship between the activation enthalpy and the pre-exponential factor for the motion of <111> tilt
grain boundaries in aluminum. (b) Misorientation dependence of the grain-boundary reduced mobility at

different temperatures. Source: Ref 108
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the effect depends on the diffusion charac-
teristics of the impurities, their concentra-
tion, grain-boundary mobility, and the
driving force of boundary migration.

� At large driving forces, high temperatures,
or low impurity concentration, the grain
boundary can detach from the impurity
cloud (breakaway effect).

Figure 49 depicts the schematic dependency
of grain-boundary velocity on driving force
and elucidates the two major stages of grain-
boundary motion in a system with impurities.
The effect of grain-boundary detachment

from impurities was experimentally observed
and studied on single <111> tilt grain bound-
aries in gold (Ref 124) and aluminum (Ref
125 to 127), on <10�10> and <11�20> tilt
boundaries in zinc (Ref 128 to 130), and on
<110> tilt boundaries in Fe-3%Si (Ref 102).
Figures 50 and 51 depict the temperature and
driving force dependency of grain-boundary
velocity (mobility) in zinc and Fe-3%Si. A
characteristic feature of the dependencies con-
sidered is a dramatic change of the grain-
boundary velocity (more correctly, mobility)
in a narrow temperature range. Above and
below the breakaway region, the grain-bound-
ary mobility shows a typical Arrhenius-type
temperature dependence.
The temperature dependency of the mobility

of 36.5�<111> tilt grain boundaries in specially
doped high-purity aluminum samples was stud-
ied in Ref 131. The iron concentration, although
rather low, was significantly higher than the
concentration of any other solute element.
A constant driving force was provided by the
surface tension of a curved grain boundary
(grain-boundary quarter-loop technique). The
measurements were carried out by continuous
boundary tracking. Breakaway was observed in
the temperature range of 460 to 550 �C; the spe-
cific temperature depended on the driving force
and impurity (iron) content. The experimental
data correlated well with the predictions from
the impurity drag theory. The energy of interac-
tion between a grain boundary and iron atoms
was found to be 0.134 þ� 0.02 eV (Ref 124).
Of special interest are the nature and number of

adsorption sites in the grain boundary. The
adsorption capacity of a special grain boundary
is typically in the range of 
1018 cm�2. This is
distinctly lower than that measured by Auger
spectroscopy on random grain boundaries in poly-
crystals, which proves a much higher adsorption
capability of nonspecial grain boundaries.
Segregation Effect on Misorientation

Dependence of Boundary Mobility. In spite
of a rather large number of studies dedicated
to the effect of impurities on grain-boundary
motion, little is known on how solute atoms
affect the motion of grain boundaries with dif-
ferent structure and segregation capacity. The
structure dependence of segregation is most
evident from mobility measurements on alumi-
num and zinc of various purity (Ref 2, 81, 92,
95, 132). The strong interaction of impurities

and grain-boundary structure is particularly
obvious in <100> tilt boundaries in aluminum
(Fig. 52) (Ref 92). For ultrapure and very
impure material, the mobility of <100> tilt
boundaries was found to be independent of
rotation angle, irrespective of whether it
involved a special or nonspecial boundary. For
intermediate- (although high-) purity material,

the mobility strongly depends on rotation angle,
distinguishing special and nonspecial bound-
aries. A similar behavior of the misorientation
dependence on impurity content was discovered
for zinc of various purity (Fig. 53) (Ref 95).
Aust and Rutter (Ref 103,133) considered the

impurity influence on the misorientation depen-
dence of grain-boundary mobility as a
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segregation effect only; they postulated that
strongly ordered boundaries, that is, low-S
coincidence boundaries, segregate less and
therefore move faster than random boundaries
(Fig. 54). Current experimental observations
and results of computer simulations suggest,
however, that the observed segregation effect
reflects the influence of impurities on both
mobility and grain-boundary structure.
Dependence of Grain-Boundary Migra-

tion on Impurity Concentration. The results
obtained from bicrystal experiments for random
grain boundaries (Fig. 55) and <100> tilt
boundaries in aluminum (Ref 134) agree with
data of the activation enthalpy of grain growth
in aluminum doped with copper, as measured
by Gordon and Vandermeer (Ref 135).
The motion of <111> tilt boundaries with

misorientation 38.2� (special misorientation
S7) and 40.5� in differently pure aluminum
was studied in Ref 108. As evident from
Fig. 56, even at the lowest impurity content,
that is, in the material of highest purity, the
activation enthalpy rises with increasing impu-
rity concentration, contrary to predictions of
the impurity drag theory. There are several rea-
sons for the discrepancy between the theories of
impurity drag and the experimental data. All
theories are based on the assumption of a small
concentration both in the bulk and in the grain
boundary. However, the boundary impurity
concentration may be high despite a small bulk
impurity concentration. Furthermore, for high
impurity concentrations in the boundary, it is
necessary to take into account the mutual inter-
action of adsorbed atoms in the boundary. Also,
as shown experimentally (Ref 136) and theoret-
ically (Ref 1, 2), grain boundaries are inhomo-
geneous; that is, not every site in a grain
boundary is equally favorable for impurity

segregation. Thus, the interaction between the
adsorbed atoms should also be taken into
account.
The strength of impurity drag varies with the

chemical nature of the alloying element. For
instance, iron in aluminum or niobium in steel
generates a strong impurity drag, whereas silver
is less effective in aluminum. Virtually all
known experiments on bicrystals have demon-
strated a reduction of the rate of grain-boundary
migration by impurities. However, there are
also some exceptions to the common rule. For
instance, it was found that aluminum doped
with minor amounts of gallium (10 ppm) expe-
rienced an increase grain-boundary mobility,
that is, accelerated grain-boundary migration
compared to pure aluminum (Fig. 57) (Ref
137). The reason for such behavior is not yet
understood.
Drag Effects by Second-Phase Particles.

The physical basis of this drag effect is the

attraction force between particles and a grain
boundary, which is due to the reduction of
grain-boundary energy upon contact of particle
and grain boundary. The simplest and com-
monly considered attraction force is the well-
known Zener force, which appears when a
particle intersects the boundary and, in doing
so, eliminates the intersected area of the bound-
ary. For spherical particles with radius r and
volume fraction f and a grain boundary with
specific energy g, the Zener force reads:

fz ¼ 3

2

gf
r

(Eq 19)

The Zener force, however, is not the only
attraction force in a particle-boundary system.
The physical sources and the description of
other kinds of particle drag forces are given in
(Ref 2). Traditionally, the dragging of a moving
grain boundary by particles of a second phase is

Fig. 54 Migration rate versus tin concentration in lead
bicrystals according to Ref 133. Special and

random boundaries behave differently.
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considered in the approximation where the par-
ticles are immobile and act as stationary pin-
ning centers for the boundaries (Ref 138 to
140). However, as considered in Ref 141, inclu-
sions in solids are not necessarily immobile,
and their mobility dramatically increases with
decreasing particle size.
In the simple case of a single-size particle

distribution, the velocity of the joint motion of
grain boundary and particles reads (Ref 141):

V ¼ Pmp r0ð Þ
n0

(Eq 20)

where P is the driving force of grain-boundary
migration, mp(r0) is the mobility of particles
with the size (radius) r0, and n0 is the number
of particles per unit area of the boundary. In
this limit, the velocity of the grain boundary is
determined by the mobility and density of the
attached particles.
The collective movement of particles and

grain boundary at subcritical driving forces
and the detachment of particles at supercritical
driving forces results in a bifurcation of the
grain-boundary migration rate with increasing
driving force (Ref 141).
A computer simulation study of grain growth

in a system with mobile particles was carried
out in Ref 142 and 143.
Effect of Pressure on Grain-Boundary

Migration: Activation Volume. As mentioned
at the begining of this section on grain-
boundary mobility, the temperature dependence
follows an Arrhenius dependence (Eq 10a). It is
worth noting that the activation enthalpy
depends on pressure:

H ¼ Eþ pV� (Eq 21)

where E is the activation energy, p is the hydro-
static pressure, and V* is the activation volume.

The activation volume reflects the difference
between the volume of the system in the acti-
vated and the ground state and can be obtained
from measurements of the pressure depend-
ence of grain-boundary mobility at constant
temperature:

@ lnm

@p






T

¼ �V�

kT
(Eq 22)

Special and nonspecial <001> tilt grain
boundaries were studied in tin (Ref 144).
Grain-boundary migration was measured at
atmospheric pressure and at high hydrostatic
pressures up to 16kbar. The orientation depen-
dencies of the activation enthalpy and the acti-
vation volume of migration are depicted in
Fig. 58. The activation enthalpy for migration
of special grain boundaries was found to be
1.5 to 2 times larger than the energy of activa-
tion for bulk self-diffusion and almost an order
of magnitude larger than for grain-boundary
self-diffusion. The activation volume for spe-
cial grain boundaries amounts to 0.6 to 0.96
V�
SD, where V�

SD is the activation volume for
self-diffusion. However, for nonspecial (ran-
dom) grain boundaries, the activation volume
exceeds V�

SD by a factor of 2 to 2.5. This is a
first indication that the activation volume of
grain-boundary migration can substantially
exceed the diffusion activation volume.
The results of a comprehensive study of the

temperature and pressure dependencies of
<100>, <110>, and <111> tilt grain bound-
aries in bicrystals of pure aluminum are given
in Fig. 59 (Ref 145). The activation volumes
for <100> and <111> tilt boundaries are iden-
tical and independent of the angle of rotation,
quite in contrast to the behavior of the activa-
tion enthalpy. The absolute value of approxi-
mately 12 cm3/mol corresponds to slightly
more than one atomic volume in aluminum

and is therefore close to the activation volume
for bulk self-diffusion.
By contrast, the activation volume for

<110> tilt boundaries increases with increasing
departure from the exact low-S coincidence
misorientation, as is also the case for the activa-
tion energy. For a 30�<110> boundary, which
deviates by 
8� from the S9 boundary, the
activation volume amounts to 36cm3/mol,
equivalent to more than three atomic volumes.
Such values give evidence that more than a sin-
gle atom is involved in the fundamental process
of grain-boundary migration.
Motion of Connected Grain Boundaries in

Polycrystals. Grain-boundary migration in a
polycrystal requires the motion of connected
grain boundaries. Traditionally, the evolution
and properties of the granular assembly of a
polycrystal are described entirely in terms of
grain-boundary characteristics, while the junc-
tions are tacitly assumed not to affect microstruc-
ture development and thus can be disregarded.
However, several recent theoretical and

experimental studies provide evidence that the
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kinetics of triple junctions may be different
from the kinetics of the adjoining grain bound-
aries. The microstructure evolution affected by
triple junctions is distinctly different from the
granular assembly in the course of normal grain
growth. Also, the structure established under
junction control is rather stable even under the
conditions characteristic of grain growth gov-
erned by grain-boundary motion. This provides
a means of controlling the grain microstructure
evolution, in particular of ultrafine-grained and
nanocrystalline materials.
There are two fundamental types of grain-

boundary junctions in bulk polycrystalline
materials: triple lines and quadruple points. A
triple line forms where three grain boundaries
meet, whereas a quadruple point is the geomet-
rical location where four grains come into con-
tact. There is a large variety of potential triple
lines and quadruple points in polycrystalline
materials, because their geometry is determined
by the constituting grain boundaries, each of
which has five degrees of freedom. Hence, a

triple line is defined by 12 independent geomet-
rical parameters; a quadruple point requires
even 21 quantities for a unique geometrical
characterization. Despite this large parameter
space of potential triple lines and quadruple
points, there are only very few configurations
of boundaries that will cause a steady-state
motion of the connected boundary systems.
One of them is presented in Fig. 60(a).
The influence of triple junctions on grain-

boundary migration can be expressed by the
dimensionless criterion L (Ref 2, 146, 147):

L ¼ mtja

m
(Eq 23)

where m (m4/Js) and mtj (m
3/Js) are the mobil-

ity of the grain boundary and the mobility of
the triple junction, respectively, and a(m) is
the grain size (Fig. 60a). The dependency of
the parameter L on the dihedral angle a at
the triple junction for grains with a number
of sides n < 6 (Fig. 60) and n > 6 makes
it possible to measure the value of L

experimentally and, as a result, the mobility
of triple junctions for different grain-boundary
systems (Ref 148, 149):

L ¼ 2a
2 cos a� 1

; n < 6 (Eq 24)

L ¼ � ln sina
1� 2 cos a

; n > 6 (Eq 25)

Equations 24 and 25 constitute the basis of
the experimental measurements of triple junc-
tion mobility. It follows from these equations
that the strongest influence of triple junctions
should be observed for small L; that is, the
influence of grain-boundary junctions should
be most pronounced for fine-grained and nano-
crystalline materials. It was found experimen-
tally that the mobility of triple junctions can
be very low (Ref 147, 150 to 152).
The temperature dependence of the angle at

the tip of a triple junction in zinc and the
parameter L for individual junctions in zinc
and aluminum tricrystals are presented in Fig.
60(b) and 61.
The temperature dependence of the mobility

of a grain-boundary system with a triple junc-
tion is represented in Fig. 62 and 63. As a rule,
the enthalpy of activation of triple junction
motion is much higher than for grain-boundary
migration. That is why grain-boundary motion
at relatively low temperature is controlled by
the motion of triple junctions.
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106. G. Ibe and K. Lücke, Texture, Vol 1,
1972, p 87

107. D.A. Molodov, U. Czubayko, G. Gottstein,
and L.S. Shvindlerman, Scripta Metall.
Mater., Vol 32, 1995, p 529

108. D.A. Molodov, U. Czubayko, G. Gottstein,
and L.S. Shvindlerman, Acta Mater., Vol
46, 1998, p 553

109. B. Schönfelder, G. Gottstein, and L.S.
Shvindlerman, Acta Mater., Vol 53,
2005, p 1597

110. M. Upmanyu, D.J. Srolovitz, L.S. Shvin-
dlerman, and G. Gottstein, Acta Mater.,
Vol 47, 1999, p 3901

111. M.I. Meldelev and D.J. Srolovitz, Acta
Mater., Vol 49, 2001, p 589

112. H. Zhang, M. Upmanyu, and D.J. Srolo-
vitz, Acta Mater., Vol 53, 2005, p 79

113. H. Zhang, M.I. Mendelev, and D.J. Sro-
lovitz, Scripta Mater., Vol 52, 2005,
p 1193

114. L. Zhou, H. Zhang, and D.J. Srolovitz,
Acta Mater., Vol 53, 2005, p 5273

115. H. Zhang and D.J. Srolovitz, Acta Mater.,
Vol 54, 2006, p 623

116. M. Upmanyu, D.J. Srolovitz, A.E. Lob-
kovsky, J.A. Warren, and W.C. Carter,
Acta Mater., Vol 54, 2006, p 1707

117. Y. Mishin, M. Asta, and J. Li, Acta
Mater., 2009

118. D.L. Olmsted, E.A. Holm, and S.M.
Foiles, Acta Mater., 2009
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Texture Measurement and Analysis
A.D. Rollett, Carnegie Mellon University

OTHER ARTICLES in this Handbook’s first
section, “Input Data for Simulations,” describe
methods for gathering input for simulations.
This article deals with a central aspect of
anisotropy modeling, namely that of texture
measurement and analysis. Despite the fact that
many laboratories have an electron backscatter
diffraction (EBSD) system available, x-ray pole
figures remain the most cost-effective way to
quantify preferred crystallographic orientation
in a given material. User facilities are also
available for texture measurement with neu-
trons, which have exceptional penetrating
power and are also very useful for measurement
of elastic strains. For thin films and specimens
that are not too thick, high-energy x-rays from
synchrotrons or neutrons are also useful, albeit
they are only available at specialized user facil-
ities. Regardless of the data source, the
subsequent calculation of the orientation distri-
bution (OD) is a key step. As a point of histori-
cal interest, the relationship between a pole
figure (PF) and the OD is known as the funda-
mental equation of texture analysis. The origi-
nal solution to the problem in terms of series
expansion, based on generalized spherical har-
monics, enabled quantitative texture analysis
to develop and replace what had previously
been a qualitative topic.

Guide for Nonexperts

At this point, the reader may be thinking that
none of the terms are familiar and that too
many assumptions have already been made.
Do not panic! Although texture and anisotropy
is a specialized subfield of materials science
with its own jargon, the basic ideas are readily
accessible to a nonexpert. More to the point,
the variation in properties with direction in a
material can generally be well simulated if
information about the texture is incorporated
in the simulation. Now, texture expands to crys-
tallographic preferred orientation, and so the
experimental task consists of measuring those
crystal orientations. The most straightforward
method, conceptually, is to use an electron
beam in a scanning electron microscope and
to analyze a diffraction pattern from each grain.
This provides an orientation, which

immediately raises the next issue of why three
numbers (e.g., three Euler angles) are needed
to define an orientation. A reasonable analogy
here is to recall that the attitude of an aircraft
requires three things to be specified, that is,
pitch, roll, and yaw. The three Euler angles
commonly encountered in texture work can be
used equally well for aircraft as for crystals.
Given a list of orientations, the information
must be transformed into a more digestible
form known as an OD to standardize the pre-
sentation. (The significance of the term function
in association with orientation distribution or
misorientation distribution to make orientation
distribution function or misorientation distribu-
tion function is that a series expansion is per-
formed to fit coefficients of the generalized
spherical harmonics to the data set. In other
words, one assumes that the data can be
approximated by a mathematical function.)
Once again, the map analogy is useful because
wherever a particular crystal orientation com-
prises a large fraction of the material, the inten-
sity in the OD is high, which appears as a peak
or hill in the graph of the OD. The axes of the
OD are typically the three Euler angles used
to characterize orientations. As with most
three-dimensional distributions, slices or cross
sections typically are used to make contoured
graphs. The main point of the OD is that, given
adequate input of data, it is a distribution that
completely describes the material texture, and
calculations of anisotropy can be based on it.
Making use of the information contained in
the OD may require fitting a set of individual
orientations corresponding to the grains in,
say, a finite-element mesh, or it may, at the
continuum level, involve fitting a mathematical
function to a yield surface derived from the
OD. Extracting a list of (fitted) orientations is
similar to sampling a distribution in statistics.
Fitting a mathematical yield surface is admit-
tedly a more complex operation.
Finally, it is necessary to say something

about the pole figure, which is the traditional
approach to texture measurement. Crystals have
planes with high atomic densities that can be
readily detected in diffraction experiments.
Pole figure measurement is, accordingly,
extending an ordinary diffraction experiment
to measure the variation in diffracted intensity

over all possible directions in a given sample.
To summarize: given a set (typically three for
cubic materials) of pole figures for several crys-
tal directions (reflections), standardized and
robust algorithms are available to obtain a com-
plete OD for the material. Given an OD, all the
standard texture-based analysis tools can be
applied.

Pole Figure Measurement

X-Ray Diffraction for Pole Figure
Measurement

The measurement of pole figures has been
described in a number of texts, so only the basic
information is provided here. Readers can find
more detail in texts by Kocks et al. (Ref 1),
Cullity (Ref 2), Randle and Engler (Ref 3),
and so on. A sample of at least 10 mm on the
side of a square is prepared to be optically flat,
and the surface damage layer thickness must be
substantially less than the x-ray penetration
depth. The sample is placed in the diffractome-
ter, which must have three types of motion in
addition to the standard two (for y and 2 – y,
where y is the x-ray angle of incidence),
namely tilting with respect to the specimen nor-
mal, turning (twisting) about the specimen nor-
mal, and translation in the plane of the
specimen, as shown in Fig. 1. The tilt and twist
motions enable a given diffraction peak to be
measured over (almost) all directions in the
material, and the same spherical angles are used
to plot the measured intensities in a pole figure,
where the tilt angle corresponds to co-latitude
and the twist angle corresponds to the longi-
tude. The translational motion (oscillation)
allows a larger area of the specimen surface to
be illuminated and therefore increases the num-
ber of grains included in the measurement. The
choice of diffraction peaks or reflections to use
is governed mainly by the separation between
adjacent peaks. A pole figure measurement
must be made with relatively large acceptance
angles and therefore low resolution, which
means that peaks that are less than approxi-
mately 2� apart tend to overlap at high tilt
angles and should therefore not be used. For
high-symmetry crystal types, such as the cubic
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metals, the first three reflections are adequate,
for example, 111, 200, and 220 for face-cubic
centered (fcc) materials. (For additional infor-
mation about crystal structure and nomencla-
ture, see the Appendix of Alloy Phase
Diagrams, Volume 3 of ASM Handbook).
The last issue that must be mentioned is that,

in recent years, pole figures have been
measured in back-reflection mode (Ref 4),
although transmission through a thin-enough
specimen is also feasible, for example, for thin
aluminum sheet. An inevitable consequence of
using the back-reflection mode is that the beam
spreads out on the surface of the specimen at
high tilt angles (Fig. 2). This means that not
all the diffracted x-rays enter the detector, and
intensity is lost. One consequence is that the
intensity measured from a perfectly uniformly
textured (random) material is constant from
zero tilt (which is the center of a pole figure)
out to some limit and then decreases monotoni-
cally to zero at the edge. Correction of this
defocusing is required for all pole figures
measured in back-reflection. It is also one of
the major sources of error in calculating ODs
from pole figure data. Figure 3(a) shows typical
(theoretical) defocusing curves for reflection
geometry; the equation set for these curves is
given by Kocks et al. (Ref 1, p 146), based on
papers by Tenckhoff (Ref 5) and Gale and Grif-
fiths (Ref 6). Figure 3(b) shows how films that
are thin enough for significant intensity to be
transmitted through them require additional
corrections for the finite volume illuminated,
which itself varies with the tilt angle.

Fig. 1 Illustration of the diffraction geometries used for x-ray pole figure measurement. (a) Reflection geometry.
(b) Transmission geometry. (c) Definition of a pole in reflection (R) by a = 90� � w and b = f, and in

transmission (T) by 90� � a = o and b = w. (d) In the Bragg-Brentano geometry, a divergent x-ray beam is focused on
the detector. However, this no longer applies when the specimen is tilted, i.e., when w 6¼ 0. Reproduced by
permission of Cambridge University Press. Source: Ref 1

Fig. 2 Illustration of the way in which the illuminated
spot on the specimen surface spreads out with

increasing tilt angle, a = 90� � w, and decreasing Bragg
angle, 2y. This spreading out causes a loss of intensity
entering the detector and hence the need for a defocusing
correction in reflection geometry. Reproduced by
permission of Cambridge University Press. Source: Ref 1

Fig. 3 Typical correction curves for reflection geometry for different values of the Bragg angle, 2y, and as a function
of the tilt angle, a = 90� � w. The measured intensity is divided by the correction factor. (a) Theoretical curves

(for an infinitely thick specimen) for both a wide slit (2 mm) and a narrow slit (0.5 mm), showing that more intensity is
lost for the narrower slit, and therefore, a greater correction is required. (b) Theoretical correction curves for thin films
with two different thicknesses, as indicated; the dashed lines show the correction from the finite volume of thin film
irradiated, and the solid lines combine the volume correction with the defocusing correction. Reproduced by
permission of Cambridge University Press. Source: Ref 1
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Neutron Diffraction for Pole Figure
Measurement

The measurement of pole figures with neu-
trons is more involved than for x-rays, because
a source of neutrons requires either a nuclear
reactor or an accelerator to drive a spallation
source (Ref 7). Neutrons from a reactor are
known as thermal neutrons, and their wave-
lengths cover a broad spectrum with a peak at
approximately 1 Å. The fluxes are low, which
means that counting times are long compared
to x-rays. On the other hand, the penetration
distances of neutrons are very large in most
materials, which means that large samples with
dimensions up to several centimeters can be
measured. This means that texture measure-
ment is truly a bulk measurement as opposed
to the near-surface probe that x-rays or elec-
trons represent. The large specimen capability
also means that it is practicable to measure tex-
ture in coarse-grained materials, whereas a
practical upper limit to grain size with x-rays
is approximately 0.2 mm. Neutrons from a
spallation source differ strongly from other
sources in that they arrive as dispersed pulses,
and the variation in neutron energy contained
in the pulse makes it possible to base measure-
ment on time of flight (Ref 8, 9). In effect, a
wide range of wavelengths are dispersed in
time such that a fixed detector position can be
used to measure intensities for a wide range of
reflections. In recent years, significant progress
has been made in extending conventional anal-
ysis of neutron-scattering data to simulta-
neously obtain information on texture, crystal
structure, elastic strains, and grain size (Ref
10). Thus, neutron diffraction proves to be use-
ful (especially compared to x-rays) for large
specimens, cases involving both elastic (resid-
ual) stresses and texture, and coarse-grained
materials. The low absorption of neutrons by
most materials also means that it is practical
to surround samples with heating or cooling
apparatuses and to perform diffraction experi-
ments during thermal treatment (Ref 11).
Despite these advantages, neutron diffraction
can only be carried out at specialized facilities
and thus remains a technique that is only
applied to solve specific problems.

Stereographic Projection

To represent information that is a variation
in a (normalized) intensity on the unit sphere,
a method of projecting the data onto the (flat)
page is needed. This is the same problem that
geographers or cartographers have, and, of
course, many different projections have been
used over the years. It happens that only two
are commonly encountered in materials work,
one of which is the stereographic projection,
also known as the equal-angle or Wulff projec-
tion (Fig. 4a). For technical details, the reader
is referred to one of the standard texts (Ref 2,
3, 12).

Equal Area Projection

The other commonly encountered projection
in materials science is the equal-area or Schmid
projection (Fig. 4b). This preserves areas on the
projection such that the same area on the origi-
nal spherical surface occupies the same area on
the projection plane. The geometry of the pro-
jection is not as important here as understand-
ing the physical significance of a pole figure.
Imagine a perfectly smooth sphere such as a
ball bearing. The pole figure of a perfectly ran-
dom material exhibits no variation in intensity
with direction, which corresponds to the anal-
ogy of the smooth ball bearing. Imagine now
the surface of a golf ball, which has a set of
dimples in its surface. Now the surface height,
compared to the minimum radius, varies with
direction. Such a variation is not encountered
in texture analysis but, if represented in a pole
figure, would be revealed as sets of circular
contours delineating each dimple. Another
familiar shape is the nearly ellipsoidal shape
of a lemon; translating this into a pole figure
would yield circular contours whose spacing
would be closest (for a constant interval
between each contour) near each pole of the
lemon, where the radius changes most rapidly.

Graphing Pole Figures

Given a set of orientations that represent a set of
crystals or grains in a polycrystal, how can one set
about plotting the associated pole figure? The
answer is to realize that a pole figure represents
the variation in intensity on the sphere that corre-
sponds to a particular family, {hkl}, of diffracting
planes, and so, graphing is very similar to the
problem of mapping the globe, that is, cartogra-
phy. A simple set of transformations of the
measured intensity data is used to, in effect, flatten
the spherical information onto the page. The two
standard transformations are the stereographic
and the equal-area projections, as described previ-
ously. Readers who are interested in developing
their own plots of data (as opposed to the

commercially available software packages) may
find helpful the open-source general mapping
tools for cartographic plotting (Ref 13).

Reference Frame for Data

Implicit in any directional data, and too
rarely discussed explicitly, is a reference frame.
In a standard orthogonal X-Y-Z (right-handed)
frame, the Z-axis is always perpendicular to
the specimen surface. The position of the X-axis
(and thus the Y-axis) is much less clear, how-
ever, but is critical to the correct interpretation
of the data. It adds to the frequent state of con-
fusion in this area that the mathematical con-
vention in plotting data is to point the X-axis
to the right on the page (horizontal) and the
Y-axis vertically on the page. In plane-strain
compression (rolling), one generally associates
the X-axis with the extension (rolling) direction
(RD) and the Z-axis with the compression
(reduction, or normal) direction (ND) (Fig. 5).
Unfortunately, it is also typical to point the
RD vertically on the page in pole figure plots,
which, visually speaking, aligns the RD with
the Y-axis and is in conflict with the previously
stated conventions! More seriously, if the actual
measured data have the RD aligned with the
Y-axis of the goniometer, then the calculated
OD will have all the peaks and valleys in the
distribution in the wrong locations, which
means that no quantitative conclusions can be
drawn. There is no simple answer to this prob-
lem, and the reader is urged to check their
results by comparing ODs computed from
measured pole figures against expected results
for the particular material of interest.

Typical Textures from Deformation and
Annealing

In this section, some information is provided
on the textures that one can expect to find in
deformed and annealed metals (Ref 14). There
is similar information available for geological

Fig. 4 Standard projections used for pole figures. (a) Grid with 10� spacing on a stereographic (Wulff) projection.
(b) Grid with 10� spacing on an equal-area (Schmid) projection
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materials in the appropriate literature (Chapter
4 in Ref 1). Table 1 provides a list, with Euler
angles (in degrees) for both the Bunge and
Kocks conventions (as explained subsequently
in more detail), of texture components com-
monly found in rolled fcc metals. The last three
(cube P, Q, and R) are commonly found after
recrystallization. This list of texture compo-
nents must be supplemented with the knowl-
edge that orientations from deformation in fact
concentrate along lines in orientation space,
known as fibers. So, for example, there is gen-
erally a continuous distribution of intensity
along a line between the brass, S, and copper
components. Similarly in body-centered cubic
metals, the two predominant fibers are the a
fiber, with <110> parallel to the rolling

direction, and the g fiber, with <111> perpen-
dicular to the rolling plane.

Orientation Distribution from Pole
Figures

Before discussing the calculation of orienta-
tion distributions, recall that the OD is the basic
description of texture. Because three Euler
angles are needed to describe an orientation,
the OD is necessarily a three-dimensional dis-
tribution, that is, the variation in intensity with
respect to each of the three parameters. Any
such distribution can be projected or collapsed
to a two-dimensional or even a one-dimensional
space. Pole figures (and inverse pole figures)

are, in fact, just projections of OD with some
special consideration of geometry. The simplest
such projection is to average an OD with
respect to the third Euler angle, which, for any
of the standard definitions used, yields a (001)
pole figure. Other pole figures are, admittedly,
more complicated to imagine, although the
mathematical description is straightforward.
Given that Euler angles are so central to tex-

ture analysis, some basic information about
them is provided. Figure 6 shows how each of
the angles operates on a set of Cartesian axes
to rotate (or, more properly, transform)
from the sample frame to the crystal frame.
Note that the Bunge Euler angles are illustrated,
but (many) other conventions exist. It is always
important to know which convention is used
and to apply conversions as needed. Also,
whereas the alignment of the Cartesian frame
with the crystal is obvious for cubic, tetragonal,
and orthorhombic crystals, hexagonal (and
other lower-symmetry) crystals require more
thought. One can align the Cartesian x-axis
in hexagonals with either a <2110> direction
or a <0110> direction. Accordingly, Table
2 gives interconversions between the more
commonly found definitions of Euler angles.
The limits on the Euler angles depend on the

symmetry of the crystals to be characterized.
When there is no crystal symmetry (triclinic
structure), the largest range applies (Eq 1),
which covers all possible proper rotations:

0 � f1 < 2p; 0 � F � p; 0 � f2 < 2p (Eq 1)

One can speak of an orientation space para-
meterized by the Euler angles, within which
each point represents a unique orientation or
texture component. As the crystal symmetry
increases, the range of Euler angles required

Fig. 5 Set of three pole figures showing a typical rolling texture in face-centered cubic metal. The rolling direction
points to the right, and the normal direction points out of the plane of the figure.

Fig. 6 Diagram showing how the three Euler angles relate a Cartesian frame associated with a crystal to a reference
frame. The inset, lower left, shows a pole figure in standard position, with green points for the crystal axes in

the second position and blue points for the third position. The sequence of angles corresponds to the Bunge Euler angles.
In the case of Roe Euler angles, by contrast, the second Euler angle is about the local y-axis instead of the x-axis. TD,
transverse direction; RD, rolling direction; ND, normal direction

Table 1 Rolling texture components in
face-centered cubic metals

Name Indices
Bunge

(w1, F, w2)
Kocks

(C, Q, w)

Copper {112} <111> 90, 35, 45 0, 35, 45
S1 {124} <211> 59, 29, 63 �31, 29, 27
S2 {123} <412> 47, 37, 63 �43, 37, 27
S3 {123} <634> 59, 37, 63 �31, 37, 27
Brass {110} <112> 35, 45, 0 55, 45, 0
Taylor {4, 4, 11} <11; 11; 8> 7, 71, 70 83, 27, 45
Goss {110} <001> 0, 45, 0 90, 45, 0
Cube {001} <100> 0, 0, 0 0, 0, 0
P {011} <122> 70, 45, 0 160, 45, 90
Q {013} <231> 58, 18, 0 148, 18, 90
R {124} <211> 57, 29, 63 147, 29, 27

Table 2 Interconversions between
different Euler angle conventions

Euler angle convention 1st 2nd 3rd
2nd angle
about axis

Kocks C Y j y
Bunge j1 � p/2 F p/2 � j2 x
Matthies a b p � g y
Roe C Y p � F y
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decreases, because points in different parts of
orientation space become related by symmetry
operations. More precisely, a fundamental
zone can be defined that is the subset of orien-
tation space within which all possible orienta-
tions occur only once. Using group theory, it
can be shown that the volume of the funda-
mental zone is equal to the volume of the
entire space divided by the number of symme-
try operators for the given crystal. Thus, cubic
crystals require an orientation space volume
that is only 1

24
of the whole space. The effect

of symmetry on the Euler angles is, unfortu-
nately, not simple, especially when sample
symmetry is also considered. The most com-
monly encountered case is the combination of
cubic crystal symmetry with orthorhombic
sample symmetry, for which the standard
Euler range is described in Eq 2. What is con-
fusing (but important to be aware of) is that
this range includes three copies of the funda-
mental zone and is chosen because a true fun-
damental zone for cubics is an awkward shape
in Euler space:

0 � f1 < p=2; 0 � F � p=2; 0 � f2 < p=2 (Eq 2)

The Euler angles are convenient for represen-
tation and visualizing orientation, but they can-
not be used directly for calculations involving
texture. Instead, one must convert them into
the form of a rotation matrix, for example.
The rather complicated set of trigonometric for-
mulae shown in Table 3 comprise a matrix that
can be used to transform tensor quantities (such
as directions, stresses, elastic moduli) from the
sample frame to the crystal frame:
This discussion sets the scene for what must

be done to obtain an OD when the only data
available are pole figures. In mathematical
terms, each pole figure is drawn from the same
underlying dataset (i.e., measured on the same
material). Therefore, one has a set of simulta-
neous equations (Eq 3) to solve where the
values in the OD are the unknowns (the vector
x on the left side of the equation), the geometri-
cal relationships between points in orientation
space and pole figure space provide the equa-
tions (the A matrix on the left side of the equa-
tion), and the pole figure data provide the
known inputs (the vector b on the right side of
the equation). For a solution to be available,
one must have enough pole figure data avail-
able. However, the number of independent fig-
ures needed depends on the inversion method
used:

Ax ¼ b (Eq 3)

Although the simple equation implies that
standard linear algebra methods can be applied,
the size of the problem (on the order of 5000
unknowns for a 5� resolution in the OD) histor-
ically discouraged this until the recent efforts of
Barton (Ref 15). The relationship that applies to
pole figure data is as follows. P is the intensity
in the pole figure associated with the crystal
plane {hkl}, where a and b are the tilt and twist
angles. The intensity in the OD, using Bunge
Euler angles to parameterize the space, is repre-
sented by f, and G describes the path through
orientation space that projects the OD onto the
pole figure. Note that this fundamental equation
of texture is an implicit equation, because one
measures the pole figure intensities but would
like to have the intensities of the OD. The
aforementioned A is analogous to G in Eq 4, x
is analogous to f, and b is analogous to P:

PðhklÞða;bÞ ¼ 1

2p

Z 2p

0

f ðf1;F;f2ÞdG (Eq 4)

The first solution procedure followed the series
expansion approach after the realization that the
essentially spherical data inherent in orienta-
tions could be fit with generalized spherical
harmonics (Ref 16, 17). This permitted a com-
pact and efficient computation and description
of polycrystal textures along with calculation
of properties. Elastic properties, in particular,
are very efficiently computed based on the
series expansion method. Two cautions are
worth noting. One is that the approach is best
suited to weak textures. As a texture approaches
that of a single crystal, higher- and higher-order
harmonics are required to describe it. In practi-
cal terms, however, the order is limited, with
the consequence that pole figures of highly tex-
tured materials are commonly seen that have
been recalculated from the coefficients with
spurious intensity maxima. The other caution
is that the method is most efficient for high
crystal symmetries, because the number of
independent harmonics rises as the crystal
(and sample) symmetry decreases. Thus, three
pole figures are sufficient for cubic crystal sym-
metry, whereas the desirable number for ortho-
rhombic symmetry is five.
The commonly employed alternate method

relies on direct numerical calculation of the
OD based on a chosen discretization of the ori-
entation space. As mentioned previously, pole
figures are generally measured in reflection,

which means that they are incomplete; that is,
they have unmeasured regions at the edges. As
is the case for the series expansion method, iter-
ation must be used in the discrete method. This
method was impractical until fast personal
computers became available after 1990. An
advantage of the approach is that the texture
to be calculated can be arbitrarily sharp up to
the resolution limit imposed by the discretiza-
tion of the orientation space.
Several software packages are available for

calculating ODs from pole figure data. They
also have tools for quantifying textures in poly-
crystals. Examples include BEARTEX (Ref
18), LaboTex (Ref 19), MulTex (Ref 20),
MTEX (Ref 21), popLA (Ref 22), and Tex-
Tools (Ref 23).

Production of Discrete Orientation Lists

Finally, this section discusses how to obtain a
weighted list from an OD that can be used in,
say, finite-element simulations. At its most
basic, this corresponds to sampling the distribu-
tion. In this case, using the series expansion
approach is the easiest to understand, because
the procedure has only two steps. The first step
is to generate a set of Euler angles at random,
that is, in such a fashion that the space is cov-
ered as uniformly as the number of points used
will allow. The second step is to compute the
value of the OD (by summing over the harmo-
nics multiplied by their associated coefficients
for that point) and use this as the weight asso-
ciated with each sampled orientation.
If one has a discrete description of the OD (e.

g., from the Williams-Imhot-Matthies-Vinel
method, Ref 22), then an arbitrarily selected
orientation will lie in between the gridpoints
at which the OD is known. However, this just
means that the second step of the two-step
algorithm mentioned previously requires inter-
polation among some suitable set of nearest-
neighbor points surrounding the orientation
desired.
One caution is that if a finite list of orienta-

tions is generated that is, say, only a thousand
entries, regenerating the texture in the form of
an OD from that list is subject to error. There
is no general rule that defines the minimum
required number of orientations, but one should
keep in mind that it increases with the size of
the fundamental zone and decreases with
increasing texture strength.
A more involved approach is required if

orientations are to be assigned to a microstruc-
ture in the form of, say, a finite element mesh,
where each grain is an aggregate of elements.
The first key step is to generate a list that con-
tains the volume of each grain. If the grain
boundary character of the microstructure is to
be fitted also, then the area of each grain bound-
ary between a grain and its neighbors must also
be determined. Based on this information, a list
of orientations can be determined straightfor-
wardly by using simulated annealing to mini-
mize the difference between the generated OD

Table 3 Matrix formulae for transforming tensor quantities from the sample frame to the
crystal frame

gðf1;�;f2Þ ¼
cosf1cosf2 � sinf1sinf2cos� sinf1cosf2 þ cosf1sinf2cos� sinf2sin�

�cosf1sinf2 � sinf1cosf2cos� �sinf1sinf2 þ cosf1cosf2cos� cosf2�

sinf1sin� �cosf1sin� cos�
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(together with the generated MDF, if applica-
ble) and the measured OD.

Electron Backscatter Diffraction

The second major method for texture mea-
surement that has reached maturity in the past
decade or so is automated EBSD embedded in
the scanning electron microscope (SEM). In
brief, a specimen prepared such that it is flat
and free from damage at the surface can be
scanned for crystallographic orientation in a
suitably equipped SEM (Fig. 7). Given a typical
grain size in a polycrystalline material of
between 2 and 200 mm, EBSD can map a large
number of grains. A general rule for spatial res-
olution is to set the step size to be one tenth of
the average grain size. Not only is the average
texture (OD) of the material available directly,
but local information is also available, such as
grain size, grain shape, and the crystallographic
character of the grain and phase boundaries.
Especially when combined with other SEM-
based techniques, such as energy-dispersive
and wavelength-dispersive analysis of composi-
tion, phase identification is also possible. Read-
ers may be tempted to think that the x-ray
diffraction approach is old fashioned, but there
are significant cautions to be applied, as dis-
cussed in more detail in the following sections.
One example is that it is much easier to obtain a
statistically valid measurement of the average
texture with x-rays because, typically, a much
larger surface area can be scanned in relation
to the grain size. The EBSD method is outlined
in this article; more detail is available in Ref 3
and 24.

EBSD Method

When the electron beam is left stationary at
one location on the specimen surface with a
20

�
incidence angle between the beam and the

surface, the backscattered electrons diffract,
giving rise to sets of cones of high and low

intensity. To image the pattern, a scintillation
screen is placed near the specimen. In most
configurations, the pattern appears as sets of
nearly parallel lines, typically one pair per dif-
fracting set of planes, as apparent in the exam-
ple shown in Fig. 7. The scintillation screen
converts the incident electrons to photons
(light), which, in turn, are converted to a digital
image with a charge-coupled device camera.
Although the eye and brain can readily index

the pattern by recognizing specific crystallo-
graphic zones, automation in the computer is
less simple because the characteristic parallel
pairs lines cannot be easily identified in
images. Accordingly, the diffraction patterns
are transformed using the Radon or Hough
mathematical transform. This procedure, in
effect, converts the lines to high intensity peaks
with a characteristic shape that can be located
by traversing the image with a mask. Differ-
ences in the coordinates of the peaks represent
angles between crystallographic planes in the
crystal (or grain) that gave rise to the diffrac-
tion pattern. Because such interplanar angles
are fixed by the lattice geometry and crystal
symmetry, indexing the pattern is then reduced
to matching the available set of interzonal
angles to the measured and theoretical angles.
When each peak has been identified, a full ori-
entation can be calculated for the crystal,
making appropriate allowance for the various
geometrical relationships between the electron
beam, the specimen, and the scintillation
screen.

Limitations and Challenges Associated
with EBSD

A significant challenge in using EBSD is
specimen preparation. For a typical acceleration
voltage in the range 15-25 kV in a SEM, the
inelastic mean free path of electrons in most
materials is only 10 nm. Therefore, any damage
left over from specimen preparation means that
the crystal lattice is disturbed, and the diffrac-
tion pattern is correspondingly smeared out
and not indexable. Also, the surface must be
inclined to the incident electron beam at 70�
to maximize the intensity of the diffraction pat-
tern, and deviations of a few degrees away from
this setting significantly lower the intensity.
Therefore, the surface must be flat to allow all
of the scanned area to be indexed. The steep
inclination also means that the spacing of points
in the scan must compensate for foreshortening.
The user should therefore be cautious and
check for distortion of the EBSD image (e.g.,
grain shape).
Another potential challenge in acquiring

EBSD scans is with materials with low electri-
cal conductivity, such as most ceramics,
because charging of the specimen can occur.
Even mild charging can deflect the electron
beam, thus displacing the measurement points
from their intended locations and strongly dis-
torting the image. The advent of environmental

SEMs with higher pressure in the specimen
chamber has substantially alleviated this
problem.
All commercial EBSD systems permit sam-

ples to be scanned using either beam control
or stage control. The former is faster, because
stage control requires mechanical displace-
ments of the stage under the beam. Although
scanning via beam control is more efficient,
the variation in the diffraction geometry for
beams far from vertical means that the error in
the orientation increases toward the edge of
the image. If, however, EBSD is being used
for texture measurement, then the scanned area
must be large enough to include enough grains
to obtain a statistically valid result (Ref 25,
26). Although the exact number depends on
the crystal symmetry and required accuracy of
result, including at least 1000 grains in the scan
is generally necessary. This is important
because it is all too common to be shown tex-
ture based on an EBSD scan that is too small
(in relation to the grain size) to be representa-
tive. Note that misalignment of a specimen
can lead to the same error in absolute texture
measurements as noted for x-rays.

Applications of EBSD

The application of EBSD texture measure-
ment is straightforward, with the caveats
already mentioned concerning specimen prepa-
ration and the inclusion of a sufficient number
of grains in the accumulated scanned area.
The investigator may expect to see higher-
than-expected noise in the OD plots if too few
grains have been scanned. One crude test is to
crop half (or some substantial fraction) of the
area from the available data and reanalyze for
texture (i.e., calculate the OD). If the maximum
intensity has increased appreciably, then this is
an indication that the number of grains scanned
is insufficient. This is a variation on the boot-
strap test in statistics (Ref 27).
Although beyond the scope of this article, it

is worth mentioning the capability of EBSD to
quantify the crystallographic character of grain
boundaries, sometimes referred to as the grain-
boundary character distribution. Because EBSD
provides data on cross sections of materials, the
full five degrees of freedom associated with
grain-boundary character are not directly avail-
able, although Ref 28 contains a stereological
approach to this problem. The lattice misorien-
tation across boundaries (and phase boundaries)
is directly accessible, however, so all EBSD
software programs have the capability to calcu-
late the misorientation distribution. This
reveals, for example, whether a material con-
tains a high or low fraction of high-angle
boundaries or fractions of special boundaries
that deviate markedly from that expected in a
randomly oriented material. The word special
in this context typically refers to whether or
not the misorientation of a given boundary is
close to that of one of the low-order coincident
lattice site relationships. The reader is referred

Fig. 7 Example of an electron backscatter diffraction
pattern. See text for details.
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to one of the standard texts for a full explana-
tion of this concept (Ref 3, 29). Suffice it to
say that certain special boundary types (such
as the annealing twin boundary or pure twist
S3 in fcc metals) have higher-than-average
resistance to corrosion, for example. This opens
up the possibility of engineering high fractions
of special boundaries, which is a practice
known as grain-boundary engineering (Ref 30).
Any material that has been plastically

deformed commonly contains orientation gradi-
ents within each grain (Ref 31, 32), which again
are measurable in EBSD. In practice, such gra-
dients reflect the presence of geometrically nec-
essary dislocations (Ref 33). Figure 8 is an
orientation map of a lightly deformed titanium
that shows both orientation gradients within
individual grains and a high density of defor-
mation twins (Ref 34). There are many reasons
to measure such gradients, but one practical
metallurgical example is the characterization
of recrystallization. It is useful to partition
EBSD maps of deformed and annealed material
into recrystallized and unrecrystallized regions
to quantify the extent of recrystallization and
the misorientation relationships of the process
of microstructural evolution (Ref 35, 36).
There are a large and growing number of

applications for EBSD, some of which have
been reviewed recently (Ref 24). They include
phase identification and strain analysis, among
others.

Types or Classes of Materials

It is straightforward to write a description of
texture characterization from a metals and
ceramics perspective, because the main thrust
to develop the topic came from the metallurgi-
cal community. It is worth noting, however,
that Roe, one of the two individuals credited
with the breakthrough development of the
series expansion method for obtaining ODs
from pole figure data, was mainly interested
in polymers at the time. In semicrystalline
polymers, texture can develop readily as a
consequence of the processes used to form
objects, such as rolling (calendering) and
blowing, because the long-chain molecules
are forced into alignment by the stretching

processes. There is a considerable body of lit-
erature on the subject, going back to Roe’s
original work with texture analysis (Ref 17).
Naturally, biological materials that are largely
polymeric in nature also can exhibit texture
that is significant to their function. In bioma-
terials especially, the architecture of the mate-
rials (meaning microstructure at multiple
length scales) is truly important. There are
fascinating examples of texture investigations
in the shells of the wide variety of creatures
with external skeletons (Ref 37). Returning to
ceramics, texture is of importance to many
types of high-temperature superconductors
and also to the materials used in piezoelectric
sensors. Finally for metals, the effects of tex-
ture are found in the manufacturing and appli-
cation of essentially all wrought products and
thin films, although powder products are gen-
erally close to random.

Summary

This article provides an overview of the meth-
ods currently available for characterizing crystal-
lographic preferred orientation, or texture, in
polycrystalline materials. Enough detail is
provided about the data acquisition and analysis
methods to enable the reader to make use of such
data. References are given to a variety of text-
books and journal papers, if the reader desires to
learn more of the underlying mathematics and
technical detail. Readers are also encouraged to
explore the worldwide web, which, at the time of
writing, has a growing amount of useful informa-
tion about texture analysis.
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Three-Dimensional Microstructure
Representation
G. Spanos and D.J. Rowenhorst, U.S. Naval Research Laboratory
M.V. Kral, University of Canterbury, New Zealand
P.W. Voorhees and D. Kammer, Northwestern University

ACCURATE PREDICTIVE SIMULATIONS
are critical for improving the precision and effi-
ciency of the materials and process design cycle.
In turn, modeling and simulation of materials
processing and materials response require accu-
rate and robust experimental microstructural
data sets, to be used for both initial input into
the simulations and to validate and enhance the
models. However, it has become increasingly
apparent that two-dimensional (2-D) microstruc-
tural characterization techniques are often inade-
quate for an accurate representation of all but the
simplest structures in materials. Three-dimen-
sional (3-D) microstructural characterization
and analysis techniques have recently become
much more common (Ref 1–4), and using the
resultant 3-D experimental data as input for
simulations, that is, employing image-based 3-
D modeling (Ref 5, 6), has recently been shown
to be quite useful for modeling both materials
processing and materials response to external
mechanical or thermal loads during service
(Ref 4, 7–9). In general, three-dimensional anal-
ysis of microstructures is a rapidly developing
field, and the reader is referred to a number of
special journal issues that have appeared within
the last few years that present a survey of the
state-of-the-art in this field (Ref 1–3, 10).
This article reviews current characterization

methods for producing 3-D microstructural data
sets and describes how these experimental data
sets are then used in realistic 3-D simulations of
microstructural evolution during materials pro-
cessing and materials response. Thus, the first
section of this article reviews various 3-D char-
acterization methods, while the second section
describes how the 3-D experimental data are
actually input and used in the simulations.

Three-Dimensional
Characterization Methods

The article by Kral et al. (Ref 1) provides a
detailed review of 3-D microscopy, from which

much of this section is adapted, with additions
where necessary to update certain advances in tech-
niques and algorithms since its publication. Due to
space limitations, this section focuses exclusively
on experimental characterization methods involv-
ing serial-sectioning-based 3-D reconstructions
centered about sequential planar milling (by either
mechanical or ion beam methods); other sections
of this article describe how these types of results
can then be used in process and simulation model-
ing. Although there are a number of other very use-
ful 3-D characterization techniques, such as x-ray
tomography and 3-D atom probe tomography, it
is beyond the scope of this article to cover them
all. Instead, the reader is referred to a number of
excellent review articles that discuss these and
other types of 3-D characterization methods in
some depth (Ref 1–3, 10).
A number of methodologies can be used to

reveal the shape, distribution, and connectivity
of 3-D features that lie buried within an opaque
material. Serial sectioning techniques used to
accomplish this task involve removing material
from a bulk sample layer by layer, imaging each
layer, and then reconstructing the resultant series
of images using computer programs. Such meth-
ods include mechanical polishing, electrolytic
dissolution, or focused ion beam ablation, all of
which involve imaging periodically at a known
increment in a continuous material-removal pro-
cess. Other 3-D characterization methods, such
as x-ray tomography, can nondestructively reveal
the nature of the 3-D structure. It should be noted
that any characteristic or attribute that can be
associated with a particular location on a sample
in 2-D, such as crystallographic orientation,
chemical composition, or phase, can in principle
be used to produce a 3-D image, if the material
can be adequately sectioned and digitally recon-
structed, or nondestructively imaged in 3-D.
Traditional 2-D metallographic methods pro-

vide single sections for observation. Quantitative
metallography and stereological techniques can
then be applied to estimate some parameters that
describe 3-D features of polycrystalline or

multiphase materials. While some average
microstructural parameters can be accurately
deduced in this manner, more precise descrip-
tions of size and spatial distributions, shapes,
and interconnectivities of complex microstruc-
tural features can only be obtained via true 3-D
characterization methods (Ref 11). To cite a
few representative examples, Lund and Voor-
hees (Ref 12) were able to observe for the first
time the true 3-D morphologies, distributions,
and interactions between g0 particles in a g-g0
alloy, while 3-D analyses of proeutectoid cement-
ite precipitates showed two different morpholo-
gies of Widmanstätten cementite (Ref 13) that
were subsequently revealed to correspond to two
known crystallographic orientation relationships
between cementite and austenite in steel (Ref 14).
Continuous improvements to computer soft-

ware and hardware now make the representa-
tion and dissemination of 3-D images, via the
internet or digital media (CD ROMs, for exam-
ple), a reality. Improvements in material-
removal methods also offer a great opportunity
for making 3-D analyses accessible to most
materials scientists and engineers. Automated
serial sectioning machines used in conjunction
with optical or scanning electron microscopes,
such as robotic polishers (Ref 15) or micromill-
ing machines (Ref 16), have also been devel-
oped to reduce the time required for
sectioning. Material can also be removed auto-
matically using focused ion beam techniques
(Ref 17–22). At much higher resolutions, the
3-D atom probe has been used to strip atoms
from a specimen one at a time, while recording
the atomic position and species in 3-D (Ref
23, 24). Three-dimensional reconstructions of
microstructures can thus be made over a range
of volumes from cubic millimeters down to
the atomic level. This section presents several
of the current serial-sectioning-based experi-
mental techniques that can be used to generate
3-D images, including serial sectioning by
mechanical material removal and by focused
ion beam tomography methods.

ASM Handbook, Volume 22B, Metals Process Simulation

D.U. Furrer and S.L. Semiatin, editors

Copyright # 2010, ASM International®

All rights reserved.

www.asminternational.org

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



Serial Sectioning by Mechanical
Material-Removal Methods

The history of 3-D analysis of microstructures
by serial sectioning spans at least from 1918
(Ref 25) with Forsman’s effort to understand the
3-D structure of pearlite microstructures in steel.
By projecting the images of each section onto
cardboard layers of appropriate thickness, solid
models of the cementite lamellae within the pearl-
ite were constructed. In 1962, Hillert and Lange
(Ref 26) produced a motion picture of serial sec-
tions to show the true 3-D structure of an entire
pearlite colony. Eichen et al. (1964) studied the
growth of Widmanstätten ferrite microstructures
in steel by measuring the changing length of fer-
rite plates with increasing depth through serial
sections (Ref 27). Hopkins and Kraft (1965) used
a unique “cinephotomicrographic recording of the
microstructure of a specimen undergoing con-
trolled electrolytic dissolution” (Ref 28). Their
results were subsequently represented by building
a 3-D physical model of Plexiglas (Rohm&Haas
Company) to show the eutectic fault structure in a
copper-aluminum alloy. Hawbolt and Brown
(1967) used serial sectioning to study the shapes
of grain-boundary precipitates in a silver-alumi-
num alloy (Ref 29). Barrett and Yust (1967)
showed the interconnectivity of voids in a sintered
copper powder (Ref 30). Ziolkowski (1985) used
a “mikrotom” to perform a serial sectioning study
of grain-boundary precipitates in an a/b brass
alloy (Ref 31). In most of the aforementioned
cases, 3-D results were represented by hand-
drawn sketches, graphical plots of length versus
depth, or motion pictures. In 1983, R.T. DeHoff
wrote:

“In its current embryonic state of develop-
ment, the use of serial sectioning analysis
for all but the most rudimentary of mea-
surements is prohibitively expensive and
tedious” (Ref 11).

Relatively recent improvements in image pro-
cessing and 3-D visualization capabilities in
addition to the development of automatic sec-
tioning devices have made 3-D reconstruction
and visualization of serial sections much more
practical. In 1991, Hull et al. (Ref 32) were
among the first to use computer software to pro-
duce 3-D wire-frame drawings of microstructural
features, in this case titanium prior-beta grain
sizes and shapes. Brystrzycki and Przetakiewicz
(1992) used a similar technique to study the sizes
and shapes of annealing twins in a Ni-2%Mn
alloy (Ref 33). A significant innovation was
made in 1994 by two sets of independent
researchers (Ref 34, 35). Mangan and Shiflet
combined serial sectioning, scanning electron
microscopy, manual electron backscatter diffrac-
tion (EBSD) analysis, and computerized 3-D
reconstruction techniques in a high-manganese
steel to produce digital 3-D reconstructions of
pearlite colonies in which the crystallographic
orientation of each crystal was also determined
(Ref 34). That same year (1994), Wieland et al.

used serial sectioning and computerized 3-D
reconstruction in a recrystallized aluminum-man-
ganese alloy to simultaneously capture the crys-
tallographic orientation and location of
recrystallized grains using EBSD and imaging
in a scanning electron microscope (SEM) (Ref
35). The significant step forward in these two
studies (Ref 34, Ref 35) was that in both cases
computer software and hardware were employed
to produce smoothed, digital, 3-D reconstructions
of the microstructure from the serial sections
(which contained both spatial and crystallo-
graphic information).
Visual representations of 3-D data sets, such

as microstructural data via optical or SEM
images or crystallographic data via EBSD,
obtained through serial sectioning, have
continued to improve with advancements in
computer visualization software. Among the
earlier studies that took full advantage of
advanced computer reconstructions of serial
sectioning were investigations by Mangan et
al. (Ref 36) and Wolsdorf et al. (Ref 16).
The effort required for serial sectioning and

the subsequent 3-D analysis has always been a
concern. Over recent years, steady improve-
ments in automating material removal, digital
image acquisition, and visualization of 3-D
reconstructions using advanced computer soft-
ware and hardware (Ref 4, 13, 15, 16, 36–39)
have made 3-D analysis techniques more acces-
sible to materials researchers. However, it is
important to bear in mind that even with a rela-
tively slow, completely manual serial sectioning
technique, at 20 to 30 minutes per section on
average and approximately 100 person-hours
per 250 sections, the time expended in both
image segmentation and in analyzing the volume
data set will far exceed the time required to
acquire the serial sections. (Image segmentation
refers to segmenting the image into different

regions of interest, e.g., for the identification of
individual grains.) In this regard, much progress
is currently being made in the development and
use of advanced image analysis software, seg-
mentation algorithms, and data-mining techni-
ques (Ref 4, 15, 39, 40). Three-dimensional
analyses have thus resulted in many important
new insights into microstructural evolution that
not only have produced immediate rewards in
understanding materials microstructures and
resultant properties but have also led to new ave-
nues of materials research.

Serial Sectioning by Mechanical
Methods

Experimental Techniques. A generalized
procedure for serial sectioning is described by the
schematic diagram in Fig. 1; of course, different
serial sectioning problems can require variations
in this procedure. The various steps in this type
of procedure are now considered individually.
Material Removal. One of the first steps in

undertaking a serial sectioning project is to
identify the microstructural feature (or set of
microstructural features) for which some 3-D
information is desired. When the subject of the
study has been selected, themost important exper-
imental option, that is, the material-removal tech-
nique,will probably have been decided by default,
because each technique is only practical over a
certain range of length scales and material-
removal rates. The most common serial section-
ing material-removal methods by mechanical
means are metallographic polishing (which
removes between approximately 0.1 and 5 mm
per section) and micromilling (which removes
between approximately 1.0 and 20 mm per sec-
tion). Case studies of these techniques are pre-
sented later to illustrate the differences between
various serial sectioning problems.

Fig. 1 Serial sectioning process description. Source: Ref 1
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When the serial sectioning method and the
serial section depth are determined (the latter
is defined by the length scale of the features
to be reconstructed in 3-D—typically, a mini-
mum of ten sections per feature is desired), a
number of other experimental parameters must
be considered. These include the total number
of sections required, whether an etchant is
required, the use of fiducial marks for align-
ment of the individual 2-D images in the stack,
the imaging method, image acquisition, and
visualization and analysis software.
Etching. Some materials require etching to

obtain sufficient contrast between phases
subsequent to the removal of each layer. Poten-
tial problems include inconsistent etching
between layers, boundaries that do not respond
to the etchant due to their orientation, and etch-
ing artifacts such as pits due to overetching. It
is essential that subsequent polishing steps
remove all pits to prevent the pitting from
continuing or even accelerating.
Imaging. Digital optical micrographs have

been acquired via charge-coupled device video
cameras with approximately 640 � 480 pixels
as well as digital cameras with megapixel
image size. There are a number of digital cam-
eras now available specifically for optical
microscopy (Olympus, Zeiss, Diagnostics
Instruments, etc.). Scanning electron micro-
scopes may also be used in conjunction with
mechanical sectioning techniques, although
with a considerable increase in the time
required to remove and insert the sample into
a vacuum chamber for each section. It should
also be noted that the pixels in an SEM are
often not square; unless there is a calibration
or correction for the pixel aspect ratio, the sam-
ple must be placed into the SEM chamber in the
same orientation for each section to make
subsequent registration more convenient. Obvi-
ously, the resulting 3-D images will be distorted
without a calibration or adjustment of pixel
aspect ratio.
More recently, automated orientation mapping

by EBSD techniques has been combined with
sectioning by mechanical polishing, to provide
imaging and crystallographic data from at least
some of the sections used in 3-D reconstructions
(Ref 4, 39). Because the time required to collect
an EBSD orientation map from a given section
is much greater than that needed to obtain a con-
ventional SEM image or light optical micro-
graph, EBSD scans are sometimes taken only
after some multiple of sections, and then corre-
lated with optical micrographs taken at every
section increment. For example, in a serial sec-
tioning study in a titanium alloy, EBSD orienta-
tion maps were recorded every tenth section,
guaranteeing crystallographic information was
measured for all but the smallest grains in that
study, while reducing the time required for data
collection (Ref 4). The EBSD images were sub-
sequently aligned with the optical micrographs
(and thus to the final 3-D reconstruction) by a
semiautomatic alignment routine. This study
(Ref 4) is considered in more detail as example

2 later in this article. The EBSD orientation
mapping in combination with serial sectioning
by automated focused ion beam (FIB) milling
allows for faster sectioning rates and EBSD
map imaging of every section (Ref 18, Ref 20,
Ref 41, Ref 42, Ref 43, Ref 44). This technique
is discussed in detail in the subsequent section,
“Focused Ion Beam Tomography,” in this
article.
Fiducial Marks. With manual or semiauto-

mated polishing or grinding, fiducial marks
such as microhardness indents have often been
necessary to mark the area of interest, to align
(or register) images in the x-y plane, and to
track the actual material-removal rate. Prior to
the commencement of actual image acquisition,
the material-removal rate may be calibrated by
measuring the change in an indent diagonal
length when the indent diagonal-to-depth ratio
is known. Figure 2 illustrates that fiducial

hardness indents must be renewed at relatively
frequent intervals. More recently, FIB etching
has been used to cut trenches into a side of
the specimen that is perpendicular to the sec-
tioning plane, before sectioning is started (Ref
4), as shown in Fig. 3. In this example, each
FIB channel is approximately 10 mm wide by
10 mm deep, and when viewed from the sec-
tioning plane (“top view”), the channels appear
as individual notches (right side of Fig. 3). Ver-
tical channels parallel to the sectioning direc-
tion (the horizontal trench in the left image in
Fig. 3) are used for the translational and rota-
tional alignments of the images. Diagonal chan-
nels (the angled trenches in the left image in
Fig. 3) provide for measurement of the amount
of material removed in each section. As pointed
out (Ref 4), this fiducial marking system has
several advantages over hardness indents,
including:

� A pattern has to be applied only once.
� Long-range alignments are preserved (the

last image can be aligned with the first).
� Depth calibrations can be used for removal

of either small or large amounts of material.
(Hardness indents are limited to the depth of
the indent.)

Sectioning Increment and Number of Sections
Required. In studies of grain shape and size in a
single-phase polycrystalline material, Rhines et
al. (Ref 45) recommended using a magnifica-
tion sufficient to show several grains simulta-
neously and sectioning to a total depth of
approximately twice the span of the largest
grain in about 250 sections. In the general
application of this rule of thumb, one must take
into account the scale of the features being

Fig. 2 Stack of serial sections showing fiducial
hardness indents. Source: Ref 1

Fig. 3 Fiducial channels etched into the side of a titanium alloy (Ti-21S) specimen for serial sectioning experiments.
Source: Ref 4
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studied and the limitations of the material-
removal technique being used. The resolution
of the final 3-D representation in every serial
sectioning project to date has been limited by
the thickness of each serial section layer. This
compromise is due to both the amount of time
involved and the problems of storing and prop-
erly registering the images after they have been
obtained. As mentioned earlier, the choice of
serial section depth, which is defined by the
length scale of the features to be reconstructed
in 3-D, is typically on the order of a minimum
of ten sections per critical feature to be recon-
structed. Solutions for reducing the amount of
time (or labor) required for sectioning have
included microtoming (Ref 31) or micromilling
(Ref 16). Regarding the computational chal-
lenge, consider that 250 images captured at
low resolution (640 by 480 pixels) result in a
3-D image of 75 megabytes for gray-scale
images (8 bits per pixel). In 1996, such a file
size was approaching the practical limits for
some computers. Now, typical gray-scale image
file sizes are at least 1 megapixel. Furthermore,
larger areas can be captured at a useful magni-
fication by automontaging (Ref 46), and this
quickly multiplies the overall size of the 3-D
data set. However, with continuing advances
in computing power, acquisition of such large
data sets now presents much less of a problem.
Registration. The importance of proper align-

ment through the use of fiducial marks has been
previously demonstrated (Ref 47). Alignment,
or registry, of serial sections can be performed
manually by overlaying fiducial marks in
subsequent images, or in a more automated
fashion, using common image-processing soft-
ware (e.g., Adobe Photoshop, NIH Image,
Interactive Data Language, etc.). Fiducial
marks such as microhardness indents or FIB
channels are also used to determine the distance
between sections, as demonstrated in Fig. 2 and
3. If the sectioning depth is precisely known, it
can improve efficiency to align automatically
using microstructural features of individual
cross sections either before or after an image
is acquired (Ref 37, 48). However, this method
assumes that the average displacement in the
position of microstructural features is random;
therefore, this technique must be applied care-
fully, because any morphological texture in
the sample (such as columnar grains aligned
in a direction that is not normal to the section-
ing plane) will violate the assumption of ran-
dom displacement, and this could cause real
morphological textures to be removed in the
final 3-D reconstruction (Ref 4).

Segmentation

As alluded to earlier, segmentation is the pro-
cess of partitioning a digital image into specific
regions or volumes of interest (for example, indi-
vidual grains separated by grain boundaries) so
that they can be easily visualized (Ref 49). It is
one of the most difficult and time-intensive

issues associated with serial sectioning and 3-D
reconstruction using traditional imaging meth-
ods. In almost all cases, image-processing tech-
niques must be applied to enhance the contrast
of the microstructure. Additionally, because
each microstructure is unique relative to imaging
and segmentation, no single image-processing
solution applies over a wide variety of materials
systems. One method of segmentation can be
accomplished by obtaining a histogram of pixel
values that shows which pixel values are the
most frequent, where peaks represent boundaries
and/or phases in the histogram. Based on the
range of pixel values, grain boundaries and/or
interphase boundaries can be visualized by
making the appropriate range of pixel values
either opaque, transparent, or some specific
color. Pixel values can be assigned a color (a
red, green, blue, opacity quartet) by use of a
transfer function. A transfer function maps a
pixel value to a color and can be as simple as
using a red-orange-yellow-green-blue color
ramp. (In hue-saturation-value space, hue is
varied from red to blue, i.e., from 0 to 255, with
pure red being the highest pixel value and blue
the lowest). The opacity can be assigned to eluci-
date features. For instance, in example 1 that
follows, the austenite-cementite (matrix-precipi-
tate) phase boundaries were assigned high opac-
ity, and thematrix phase (austenite) was assigned
low opacity to make it completely transparent.
Although a few methodologies have been dis-
cussed here, segmentation is an active area of
3-D analysis, and there are many approaches that
are used and are currently under development
(Ref 4, 47).

Three-Dimensional Visualization and
Analysis

There are a number of computer software
packages currently available for 3-D reconstruc-
tion and analysis. Some programs are free (e.g.,
NIH ImageJ, etdips, IMOD, Paraview, etc.), while
others are commercially available (e.g., Interac-
tive Data Language, Advanced Visual Systems’
AVS Express, Vaytek’s VoxBlast, and
MATLAB). Some researchers have chosen to
develop their own software (Ref 36). The visuali-
zation and quantification of both 3-D experimen-
tally determined data sets and 3-D simulations is
essential formaking critical comparisons between
theory and experiment. Fortunately, the analysis
techniques can almost always be applied equally
well to experimental and simulation data.
There are two common models for analyzing

3-D microstructures. The most common method
is to analyze the 3-D microstructures as a 3-D
regular array of volume elements, or voxels.
This is often described as a stack of 2-D
images. Early efforts to quantify 3-D micro-
structures focused on performing 2-D analysis
on each slice in the stack, then manually com-
bining the 2-D data to form 3-D representations
of the data (for more detail, see Ref 46 and 50).
These methods have the advantage of using
image-analysis programs that have already been

developed for 2-D images, but at the cost of a
large amount of manual labor to combine the
2-D data from each slice.
More recent applications have fully adapted

common 2-D image-analysis routines to work
on 3-D image arrays directly. The work by
Rowenhorst et al. (Ref 51) measured the 3-D
particle size distribution of tin particles in a
liquid matrix of eutectic lead-tin by simply
counting voxels assigned to each particle. Addi-
tionally, the researchers were able to determine
the particle coordination by examining voxel
nearest neighbors.
One of the most extensive characterizations

of a 3-D microstructure was carried out by
Groeber et al. (Ref 52, 53). Using FIB serial sec-
tioning combined with EBSD, they considered
the statistics of over 2700 nickel grains in a
nickel-base superalloy. Again, the grain-size
distribution was calculated by calculating the
number of voxels in each grain. Additionally,
the aspect ratio of each grain was determined
by calculating the equivalent ellipsoid of revo-
lution, which is calculated from the second
moments of inertia of the object. This method
also provides the orientation of the ellipsoid
axis. The surface area of each grain was esti-
mated by counting the number of voxel faces
that are on the outer surface of each grain. The
authors do point out that this is an estimate of
the surface area, because the discrete nature of
voxels cannot properly describe the smooth
interface of the grains. (It should be noted that
the same problem occurs in 2-D image analysis
where the boundary length is estimated by the
number of edge pixels.) Furthermore, the EBSD
data collected allowed for the calculation of the
orientation distribution function, which is a
measure of the crystallographic texture, and
the misorientation distribution function, which
is a measure of the grain-boundary texture.
The significant advantage that 3-D techni-

ques have over their 2-D analogs, as demon-
strated by these examples, is that they provide
a direct measurement of the properties of each
individual region, not an estimation of the prop-
erty derived from a random 2-D section through
the material. A full accounting of image analy-
sis is beyond the scope of this article, and the
authors highly recommend The Image Proces-
sing Handbook by J.C. Russ (Ref 47) for further
examples and techniques.
The second model for analyzing 3-D micro-

structural data is to create a surface mesh for
each of the features of interest (e.g., each grain)
wherein the exterior interface of the region of
interest is described with a set of vertex points
in space and a list of triangles that describe
how to connect the vertex points to make a
solid surface. One can translate volumetric data
to such an isosurface using the fast-marching
cubes algorithm (Ref 54). The fast-marching
cubes algorithm determines if a threshold value
is crossed for each voxel by comparing the
voxel value with the values in the nearest-
neighbor voxels. If the threshold value is not
crossed, the algorithm moves to the next voxel.
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If the threshold value is crossed, then the vertex
points of the surface are determined by interpo-
lating the intersection of the threshold with the
edges of the voxel. These intersections then
define a triangle (or quadrilateral in the case
of four intersections with the voxel edges,
which can easily be decomposed to two trian-
gles) for that local patch of interface. Versions
of the fast-marching cubes algorithm are
contained within many visualization packages,
including MatLab, Interactive Data Language,
Amira, and Visualization Toolkit.
While the creation of a surface mesh is typi-

cally used as a step in visualization of 3-D struc-
tures, there are many analyses that can also
benefit from this description as well. Jinnai et al.
(Ref 55) used a surface mesh to calculate local
surface curvatures in spinodal decomposition,
and similar methods were used to examine curva-
tures during dendrite coarsening (Ref 56) and
later in simulations by Mendoza et al. (Ref 57).
The local surface normal is also easily calculated
and is a critical parameter for understanding the
microstructure in many systems. The investiga-
tion by Saylor et al. was one of the earliest studies
to use a triangulated surface mesh to describe the
grain-boundary geometry inMgO (Ref 58). Kam-
mer and Voorhees (Ref 59) used a similar tech-
nique to examine the average interface texture
during dendritic coarsening by examining the
changes in the average normal direction. These
techniques were similarly used by Rowenhorst
et al. (Ref 39) to determine crystallographic facet
planes of martensite crystals in a high-strength,
low-alloy steel.
Example 1: Manual Serial Sectioning

Using Mechanical Polishing. The purpose of
this first study (published in 1999) was to char-
acterize the 3-D morphology, distribution, and
connectivity of proeutectoid cementite precipi-
tates in a hypereutectoid steel (Fe-1.34%C-
13.0%Mn alloy) (Ref 13). It is instructive to
go through the details of this early study, to
gain a sense of all of the individual steps that
were undertaken at that time to produce the
final 3-D reconstructions. Rapid solidification
was used to refine the austenite grain size to
approximately 25 mm to allow entire matrix
austenite grains to be completely sectioned
through using sectioning increments fine
enough (�0.2 mm) to allow enhanced resolu-
tion, facilitating 3-D reconstruction of entire
austenite grains and groups of cementite preci-
pitates within these grains. The splat-quenched
specimens were austenitized for 30 s at 1100
�C in a deoxidized barium chloride salt bath,
isothermally reacted at 650 �C in stirred, deox-
idized lead baths for times ranging from 1 to
50 s to form the cementite precipitates, and
finally quenched in room-temperature brine to
halt the cementite transformation. Isothermal
transformation at 650 �C for 50 s produced an
adequate number of cementite precipitates of
appropriate size and was selected for the 3-D
analyses. A typical microstructure for this heat
treatment is shown in Fig. 4. A 3 mm diameter
specimen was mechanically punched, ground,

and mounted on a VCR Dimpler platen. Each
layer was polished with a 0.06 mm silica slurry
using a 7 mm wide, 25 mm diameter “flatting”
tool covered with a Buehler Texmet cloth. Con-
trol of the sectioning depth was achieved
through calibration of polishing load and time.
The polished surface of each layer was lightly
etched with 4% nital. Fiducial hardness indents
were applied using a Buehler Micromet II hard-
ness tester with a Vickers hardness indenter at a
10 g load. Optical microscopy was performed at
a magnification of 1000� using an oil immer-
sion objective lens, with digital acquisition of
video images using PGT Imagist image analysis
software on a Sun SPARCstation 5 computer.
The images were “registered” with respect to
each other in the plane of the image by aligning
the hardness indents using Adobe Photoshop
version 3.0 on a Power Macintosh 7200/120
personal computer. Thickness increments were
calculated from the known indenter diagonal-
to-depth ratio by measuring the change in diag-
onal length of the hardness indents after
each polishing step. It was assumed that each
successive polishing plane was parallel. Four
overlapping areas encompassing a total area
of approximately 150 by 180 mm were docu-
mented for each of 250 layers, with an average
spacing of 0.17 þ� 0.07 mm between layers. NIH
Image software was used to store and view the
resultant four “stacks” of TIFF images as video
sequences that “step through” the microstruc-
ture slice by slice.
Each stack of TIFF images was saved to sep-

arate files using NIH Image’s Stacks Macro,
“Save Slices as files...” The separate TIFF
images were then converted to ASCII Portable
Pixel Map images and concatenated to a single
file, resulting in a uniform volumetric data set.
AVS 5.5 software on a Silicon Graphics Onyx
workstation was used to read in these ASCII
data sets, filter, and render them as isosurfaces
and ray-traced volumetric images. (3-D recon-
struction algorithms and isosurface versus volu-
metric images are discussed earlier.) Spot
noise was removed using a “Median” image-
processing filter with a 5 � 5 pixel-cross struc-
turing element.
In this case, the austenite phase and the

etched boundaries between the austenite and
cementite phases were easily distinguished
(segmented) by the different gray-scale value
ranges of their pixels. The austenite matrix
gray-scale values ranged from 0 to 100, and
the etched cementite:austenite interphase
boundaries were over 100, thus allowing a
threshold to be set to automatically differentiate
one phase from the other. After inverting the
image, assigning translucency to the austenite
phase, and assigning a large opacity value to
the etched boundary between the cementite
and austenite phases, ray-traced volumetric
images were generated using a gray-scale,
histogram-equalized color map along with
Phong shading to best bring out the details of
the surface. This gives the appearance of opaque
cementite precipitates. The opacity is a linear

ramp from low to high pixel intensity. A single,
uninterpolated ray-traced image required
approximately 10 s of central processing unit
time on an SGIOnyx 1 (R10K processor) to com-
plete. A series of ray-traced images were gener-
ated to produce an animation of the 3-D
microstructure as it is rotated about any axis.
Alternatively, isosurfaces were generated

using the standard marching cubes algorithm
(Ref 54). The exact isosurface value used is
selected to be the average voxel intensity of
the data set. A simple Gouraud lighting model
was used to shade the isosurfaces along with
employing depth cueing. Surface or volume-
rendered models offer the capability of “real-
time” manipulations on computer display
devices that can take advantage of “stereo”
images, giving the visual impression of 3-D
objects in space.
The dimensions of individual precipitates

were directly measured by digitally removing
obstructing features (i.e., hardness indentations
and overlapping precipitates) from a series of
images and then projecting the resultant stack
of images onto a projection plane using NIH
Image version 1.61 software on a Power Macin-
tosh 7200/120 personal computer. The length,
width, and thickness of more than 200 individ-
ual precipitates were measured from appro-
priately rotated projected images with a
calibrated scale. The length was taken as the
maximum dimension of the precipitate when
rotated into plan view. The width was taken as
the largest dimension perpendicular to the
length. The thickness was the maximum dimen-
sion measured with the precipitate rotated to an
edge-on orientation. An error of approximately
þ�0.4 mm was introduced by the apparent thick-
ness of the etched boundaries of each precipi-
tate and by the resolution of the image
(approximately 5 pixels/mm).
Also, even with light etching, etch pits were

often formed over the course of 250 sections,
making subsequent image processing more
difficult. Nevertheless, at least 20 entire
matrix austenite grains and over 200 cementite

Fig. 4 Typical optical micrograph of an isothermally
transformed Fe-13Mn-1.3%C alloy showing

proeutectoid cementite precipitates. Source: Ref 13
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precipitates within these austenite grains were
entirely sectioned. A 3-D reconstruction
showing a portion of a representative grain is
shown in Fig. 5, and one precipitate selected
from this grain is shown in Fig. 6. The ability
to digitally remove individual precipitates for
study enabled the measurement of each pre-
cipitate in three dimensions. Among other
results, it was observed that all precipitates
were either connected to an austenite grain
boundary or another cementite precipitate.
Also, in addition to grain-boundary precipi-
tates, there appeared to be only two distinct
types of Widmanstätten precipitates: those
with relatively large length-to-width aspect
ratios made up of several subunits (lathlike)
and those with relatively small length-to-width
aspect ratios (platelike). Thus, the Dubé

morphological classification system (Ref 60,
61) was simplified from nine types to only
three for proeutectoid cementite (Ref 13).
Example 2: Manual Mechanical Polishing

in Combination with Optical Microscopy
and EBSD Orientation Mapping. This case
study is from an investigation performed on a
fully recrystallized b-grain microstructure in
a b-stabilized titanium alloy known as Ti-21S
(Ref 4, 62, 63), and most of the information
in this section is summarized in the article by
Spanos et al. (Ref 4). In that investigation
(Ref 4, 62, 63), the alloy was heat treated for
15 min at 725 �C to form a thin film of a-
phase at the b-phase grain boundaries, in order
to provide very high contrast of the b grain
boundaries. The serial sectioning was accom-
plished by mechanical polishing (using semi-
automatic polishers), and the average depth
between sections was approximately 1.5 mm.
An 8 by 8 montage of optical micrographs
was taken at each section, with a magnifica-
tion of 500�. A fiducial marking system was
employed in which a pattern of linear chan-
nels, each 10 mm wide by 10 mm deep, was
etched directly into the side of the sample with
a FIB, as shown in Fig. 3; this procedure only
needed to be preformed once, prior to the start
of sectioning. As mentioned previously in the
subsection “Fiducial Marks,” FIB channels
parallel to the sectioning direction (e.g., the
horizontal trench in Fig. 3) provided for trans-
lational and rotational alignments of the
images between the different sections, while
diagonal trenches were employed to measure
the individual section depths (the angled
trenches on the left side of Fig. 3). When
viewed from the sectioning plane, the chan-
nels appear as individual notches (the top part
of both micrographs on the right side of

Fig. 3). The EBSD orientation maps were
taken every tenth section, to provide the crys-
tallographic orientation of all but the smallest
grains, while at the same time minimizing
the time required to obtain the data. One
EBSD map was thus typically obtained for
the smallest grains sampled, while multiple
EBSD orientation maps were obtained for
the majority of grains in the final 3-D recon-
struction. (In the latter case, all orientations
obtained for a single grain were averaged over
that grain.) Alternatively, typically ten sec-
tions or more were imaged per grain by optical
microscopy, to enable higher-fidelity recon-
struction of the individual grain features (grain
shape, facets, etc.). The EBSD images were
then aligned with the optical micrographs
(and thus to the final 3-D reconstruction) by
a semiautomatic procedure that matched the
position of the center of the area of the grain
in the optical micrographs of a section to the
equivalent center of the same area of the grain
in the EBSD map for that section, using
approximately five to six grains per section.
This alignment procedure thus allowed a crys-
tallographic orientation to be assigned to each
grain in the 3-D reconstruction (Ref 4).
A small portion of the entire 3-D reconstruc-

tion is provided in Fig. 7. This subset was pro-
duced from 95 serial sections and encompasses
a material volume of 130 by 130 by 140 mm3.
In Fig. 7(a), the colors correspond to the crys-
tallographic direction that is parallel to the sec-
tioning direction, relative to the body-centered
cubic (bcc) lattice of each of the b-grains. The
scripting Interactive Data Language was used
to create this 3-D reconstruction, and within
this subset of the data, 16 of the b-grains do
not contact the outer edges of the reconstruction
box and thus lie completely inside the analyzed

Fig. 5 Three-dimensional reconstructionof proeutectoid
cementite precipitates in an isothermally trans-

formed Fe-13Mn-1.3%C alloy. Source: Ref 13

Fig. 6 Three perspective views of the Widmanstätten
cementite precipitate indicated by an arrow in

Fig. 5. Source: Ref 13

Fig. 7 (a) Reconstruction of b-grains in Ti-21S produced from 95 serial sections. Color indicates the crystallographic
direction that is parallel with the sectioning direction (+z-direction). (b) Internal grains from the reconstruction.

Color indicates the local crystallographic normal at that point on the interface. Source: Adapted from Ref 4
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volume. These 16 grains are presented in
Fig. 7(b), with the external grains removed
and with a different crystallographic coloring
scheme, in which the color at each location on
the b grain boundaries now corresponds to the
crystallographic direction that is normal to the
grain-boundary interface, as opposed to normal
to the sectioning direction (as in Fig. 7a). The
crystallographic directions in Fig. 7(b) are rela-
tive to the bcc lattice of each individual b-grain
enclosed by the corresponding grain bound-
aries. Thus, a grain-boundary region that is
red corresponds to a {001}-type facet for the
grain which that boundary encloses, while a
{111} facet is represented by blue. This 3-D
data set was then used as direct input into 3-D
“image-based” finite-element simulations in
which external loads were computationally
applied to the reconstructed volume to provide
a simulated microstructural response (Ref 4).
(See the example presented in the subsection
“Finite-Element Modeling” of the section
“Simulations—Inputting and Using 3-D Data”
in this article.)
Example 3: Micromilling. Alkemper and

Voorhees (Ref 37) used a micromilling appara-
tus to obtain serial sections from a directionally
solidified Al-15Cu (wt%) alloy. The experi-
mental apparatus, shown in Fig. 8, allows one
to take approximately 20 sections per hour with
interlayer spacings of 1 to 20 mm. Because the
sample remains attached to the micromiller at
all times, the speed of the process is reduced
dramatically over many other serial sectioning
methods. The step height was measured using
a profilometer and was shown to have a small
systematic error from the set point of the Leitz
Ultramiller. It has been shown that no

translation between sections occurs in the x-
direction, normal to the translation. The align-
ment of the cross sections in the y-direction
was accomplished with a linear variable differ-
ential transformer (LVDT) and did not require
the use of fiducial markers. The alignment pro-
cedure is illustrated in Fig. 9. Assuming that the
original image is 1000 � 1000 pixels, the y-
direction positions do not vary by more than
50 mm, there is a resolution of 1 mm per pixel,
and the LVDT measures within 0.5 mm. A sub-
set of images with which to form a stack can be
created by deleting rows of pixels along the x-
direction to produce a fully registered image
without any intervention. In this case, the

sections were 4.75 mm apart. The resulting 3-
D microstructure is shown in Fig. 10. This work
allowed a comparison of 3-D morphologies
between samples of the Al-15wt%Cu alloy that
had been allowed to coarsen for different times.
Example 4: Automated Serial Sectioning.

Spowart (Ref 15) reported the development of
a fully automated serial sectioning device
called Robo-Met.3D, shown in Fig. 11. The
original version of this machine was capable
of acquiring ~20 cross sections per hour at 0.1
to 10 mm per section, with an accuracy in depth
of approximately 0.03 mm per section. This
device offers the additional capability of etch-
ing. An example application of this method is

Fig. 8 Micromilling apparatus used for sectioning the
aluminum-copper alloy. Source: Ref 37

Fig. 9 Schematic illustration of the automated registra-
tion of images via a linear variable differential

transformer on a micromilling device. Source: Ref 37
Fig. 10 Three-dimensional reconstruction of an alu-

minum dendrite in an aluminum-copper
alloy, with the eutectic phase omitted for clarity. Source:
Ref 37

Fig. 11 Major components of Robo-Met.3D system: automatic polisher (left), robot arm (center), automatic etching
station (lower center), and motorized inverted microscope (right). Source: Ref 15

106 / Input Data for Simulations

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



presented in Fig. 12, which shows the 3-D
microstructure of a sintered 67%Fe-33%Cu
powder metallurgy alloy produced by Robo-
Met.3D. The blue regions are the iron phase,
and the orange regions are the copper phase.
The 3-D analysis revealed the location and pos-
sible source of microporosity in this material.

Focused Ion Beam Tomography

The first portion of this section is adapted from
Ref 1, while further studies are considered in the
latter part of this section. The application of FIB
instruments to microstructural tomography fills a
void between methods that examine very small
volumes with high lateral and depth resolution
(such as 3-D atom probe tomography, field ion
microscopy, and transmission electron micros-
copy tomography) andmethods that examine very
large volumes with much coarser resolution (such
as mechanical serial sectioning coupled to optical
microscopy, and x-ray tomography). The FIB
instruments operate by rastering a focused beam
of ions (typically gallium) over the surface of a
sample. The interaction of the ion beam with the
sample allows for direct imaging of the sample
surface and also results in material removal
through sputtering. Ion beam spot sizes are rou-
tinely of the order of tens of nanometers for FIB
systems, and so, these instruments are capable of
both high-precision material removal and high-
resolution imaging. In particular, the microma-
chining capability of the FIB can be used to
replace traditional mechanical polishing or cut-
ting processes in a serial sectioning experiment,
and FIB instruments can be used to examine
volumes of material greater than 1000 mm3 with
high spatial resolution (<100 nm).
In using the FIB for sectioning, the FIB can

be oriented in two different positions with
respect to the sample surface. One position is
to have the FIB orientation normal to the sur-
face of interest—here, the FIB is used to mill
the surface and collect structural or chemical
data at the same time. This technique is termed
image depth profiling (Ref 64) and is usually
associated with surface science measurements
using an ion beam (for example, 2-D elemental
mapping using secondary ion mass spectrome-
try, or SIMS). Using image depth profiling,
modern FIB instrumentation offers the potential
for nanometer-level resolution in both the
image plane and the sectioning depth. For
image depth profiling, one of the most impor-
tant considerations is the ability to controllably
remove a planar section of material, and this
can only be accomplished if the erosion rate
of the selected area is both uniform and con-
stant. Uniform erosion rates occur when the ini-
tial surface is flat and smooth and the
microstructural constituents have similar sput-
tering rates. Because the local erosion rate is
very sensitive to surface topology, chemical
composition, and crystallographic orientation,
this technique works best for single crystals of

uniform composition with a flat surface. As
the ion beam is rastered over the surface, mate-
rial is removed at a nominally fixed rate, and
microstructural information can be collected
via secondary electron imaging, ion imaging,
and/or chemical analysis such as SIMS.
An alternate method for using the FIB for sec-

tioning is to have the FIB orientation parallel to
the surface of interest, that is, to use the FIB as a
“nanoknife” to prepare a series of cross-sectional
surfaces (Ref 17, 65, 66, 67). Unlike image depth
profiling, this technique does not require that the
microstructural constituents have the same mill-
ing rates in order to produce a series of planar sur-
faces.Note that the typical beam current can range
from 100 to 1000 pA when preparing a cross sec-
tion, because the user can determine whether to
trade speed for cutting accuracy. For FIB instru-
ments with a single ion beam, imaging the cross-
sectioned surfaces requires tilting the sample so
that the ion beam can be scanned across the newly
prepared cross-sectional surface; after imaging,
the sample is tilted back to prepare another cross
section. Fiducial marks can be placed into the
material surface to help with realignment and to
ensure that the section slice thickness remains
constant (Ref 17, 67).
Dual-beam FIB-SEM instruments—micro-

scopes that have both an electron and ion
column—eliminate the need to tilt between cut-
ting and imaging operations by using the SEM
column to image the cross-sectional surface
(Fig. 13). Dual-beam instruments are relatively
new and offer significant advantages for micro-
structural tomography applications, because the
incorporation of an electron column potentially
allows for additional characterization methods
to be included into the 3-D characterization pro-
cess (Ref 68). In addition, for some commercial
instruments, the sectioning and imaging processes
have been automated (e.g., FEI Company’s Strata

DB 235 microscope using the “Auto(Slice and
View)” software package); automation ensures
that the sectioning slice thickness is very consis-
tent and allows for the examination ofmuch larger
volumes of material than could be reasonably
examined manually. The increasing availability
of these systems to the materials science commu-
nitywill undoubtedlymakeFIB instruments a via-
ble choice for microstructural tomography
experiments.

Using FIB

Example 5: Nickel Superalloy (Ref 1). The
nickel superalloy selected for this study has a
nominal composition of 70Ni-20Cr-10Al
(wt%), and experimental quantities of the alloy
(400 g) were prepared by arc melting followed
by thermomechanical processing. A thin slice
approximately 1 mm thick was sectioned from
the thermomechanically processed material,
and from this slice a 3 mm disc was core
drilled. The 3 mm disc was polished with SiC
grinding paper and diamond lapping films and
epoxied to a stub for insertion into a Strata
DB 235 FIB-SEM manufactured by FEI Com-
pany. The DB 235 dual-beam microscope was
used to section and image the superalloy micro-
structure. The DB 235 allows for various
electron/ion detectors to be used with the ion
beam. For these experiments, an Everhart-
Thornley Thru-the-Lens Detector (TLD) was
used to acquire the secondary electron signal.
The secondary electron signal measured with
the TLD provided reasonable contrast between
the g0 precipitates and the g matrix. As the ion
beam was rastered over the surface, images of
the microstructure were collected and saved,
and these images were later reconstructed into
the 3-D volume representation. The single slice

Fig. 12 Three-dimensional microstructure of a sintered
67%Fe-33%Cu powder metallurgy alloy pro-

duced by Robo-Met.3D. The blue regions are the iron
phase, and the orange regions are the copper phase. The
total volume of the data set is 1.7 � 106 mm3, comprising
100 serial sections, 1.2 mm apart. Source: Ref 15

Fig. 13 Schematic illustration showing the geometry
of the ion beam, the electron beam, the

specimen, and the electron backscatter diffraction
(EBSD) detector. The electron beam is vertical, the ion
beam is at 52� to it, and the EBSD detector is at 12�
below horizontal. Source: Ref 43
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image shown in Fig. 14(a) was slightly pro-
cessed (background has been leveled, histogram
adjusted, and a median filter applied via Adobe
Photoshop and Image Processing Toolkit).
Prior to sectioning and imaging, the FIB was

used to prepare a smooth surface for imaging;
a flat surface is necessary for producing uniform
removal rates during milling. To produce an
initially flat surface, a platinum cap was depos-
ited at the cutting surface to minimize surface
roughness (or curtaining) during preparation of
the imaging surface. An initial surface trench
was prepared using a 5000 pA beam, followed
by 1000 and 300 pA beams to remove roughness
produced during the previous cutting steps. After
a smooth surface had been prepared, the sample
was rotated so that the surface normal was paral-
lel to the ion beam. The ion beam was simply
rastered over the surface (using a 300 pA beam),
and images were collected at a selected interval.
This method allowed for the simultaneous
milling/sectioning of the surface and the acquisi-
tion of microstructural information without
moving the sample. In addition, the Model 235
Dual Beam is supplied with scripting software,
which was used to automate the image-acquisi-
tion process, so that the sectioning and image
collection took place without user intervention.
In this case, the time interval was approxi-

mately 3 min between 160 consecutive images,
and thus, the experiment took approximately
8 h. The distance interval was 11 nm per section,
and lateral resolution was 14.9 nm. For this
material, the milling rates of g and g0 in the
<001> orientation were very similar, and the
surface was uniformly milled away during the
sectioning process. Note that because the TLD-
S signal was noisy, the signal-to-noise ratio
was improved by averaging images, and each
individual image used in the volume reconstruc-
tion was an integrated set of 32 images. After the
sequence of images was captured, commercially

available software (Interactive Data Language
from Research Systems, Inc.) was used to pro-
cess and render the stack of collected images
into the 3-D volume reconstruction, as shown
in Fig. 14(b).
As noted by Phaneuf, modern FIB systems

can also be equipped with chemical and crystal-
lographic analysis capabilities, such as energy-
dispersive spectroscopy and EBSD, and thus
allow for sectioning with submicron resolution
while providing structural, chemical, and crys-
tallographic analysis on each imaging plane
(Ref 66). In fact, more recent studies have com-
bined EBSD orientation mapping with dual-
beam FIB milling to obtain 3-D reconstructions
containing both spatial and crystallographic
information. The remainder of this section
briefly summarizes some of the techniques
employed, and the types of results obtained, in
these more recent studies.
As far as the authors are aware, Groeber,

Uchic, and coworkers (Ref 41, 42) were the
first to combine, in a semiautomated fashion,
serial sectioning by FIB milling, EBSD orienta-
tion mapping, and computer-aided 3-D recon-
struction to produce 3-D data sets containing
both morphological and crystallographic infor-
mation. During the serial sectioning, the EBSD
software paused between sections to allow the
user to run the next EBSD scan. From the resul-
tant data in a nickel-base superalloy, IN100
(UNS N13100), a number of microstructural
attributes could be directly determined and ana-
lyzed in 3-D, including histograms of the distri-
butions of grain diameter, number of grain
faces, misorientation angle between grains,
and number of grain neighbors. A follow-on,
more thorough 3-D analysis of IN100 was sub-
sequently published in which the combined
serial sectioning and EBSD technique was fully
automated to obtain 117 sections at a 250 nm
interslice distance, in an unattended fashion

(Ref 20). Mulders and Day provided one of
the first (if not the first) published renderings
of 3-D EBSD maps and discussed the details
of the dual-beam FIB-plus-EBSD methodology
used to obtain such 3-D orientation maps (Ref
43). Their procedure was completely auto-
mated, allowing for controlled sectioning and
EBSD mapping of a significant volume of
material continuously without operator inter-
vention over a period of many hours. Data were
collected for three materials systems: alumi-
num, steel, and nickel (Ref 43). A schematic
of the geometry of the dual-beam FIB-plus-
EBSD setup (Fig. 13) that they employed
is generally representative of the type of
instrumentation typically used for automated
sectioning and EBSD mapping for such 3-D
reconstructions. Zaefferer (Ref 18) demon-
strated the use of combining dual-beam FIB
sectioning and EBSD mapping to study texture
development and shear bands during recrystalli-
zation in cold-rolled Ni3Al. Although the 2-D
maps in the image stack were not combined to
form a final 3-D reconstruction, this study
demonstrated the utility of such techniques to
elucidate the 3-D characteristics of shear bands
and recrystallization microstructures (Ref 18).
In a later study of microstructural anisotropy

and texture in a pipeline steel, Petrov et al.
employed a dual-beam FIB and EBSD equip-
ment to allow for repeated sectioning in an auto-
matic mode and subsequent reconstruction of
both the 3-D microstructure and the texture
of the volume examined (Ref 44). Renderings
of 3-D gray-scale maps based on both EBSD
pattern quality and EBSD Euler angles were
generated, and the 3-D data were used to corre-
late crystallographic orientation, grain shape,
and anisotropy of Charpy impact toughness
(Ref 44). Konrad et al. (Ref 21) also employed
a 3-D EBSD-FIB technique, which they termed
3-D orientation microscopy, to study orientation
gradients in Fe3Al around second-phase Laves
particles of (Fe,Al)2Zr, because such orientation
gradients can strongly affect the propensity for
recrystallization in Fe3Al. In particular, they
used a dual-beam FIB to perform the milling
and the EBSD orientation mapping and switched
manually between milling and EBSD mapping
modes for each section. Their results showed
strong 3-D orientation gradients in the matrix
material adjacent to the Laves particles, and the
shapes and strengths of these texture gradients
were quantified in 3-D. This type of 3-D experi-
mental information could obviously serve as
valuable input to both 3-D recrystallization
models and 3-D finite-element models of the
response of such orientation gradients to an
externally applied stress field.
In two more recent articles, Uchic et al. (Ref

19, 22) reviewed the state-of-the-art of develop-
ments and applications of 3-D analyses using
FIB tomography, including discussion of the
combined use of FIB sectioning and EBSD for
3-D orientation mapping. In particular, they dis-
cussed the advantages of such techniques, such
as the finer resolution and potential time-

Fig. 14 (a) Single two-dimensional secondary electron image of g0 precipitates in a g matrix of a 70Ni-20Cr-10Al (wt
%) alloy. (b) Three-dimensional (3-D) volume reconstruction of g0 precipitates in a 70Ni-20Cr-10Al (wt%)

alloy. The 3-D image was generated from the stack of collected images (Fig. 14a) from a dual-beam focused ion
beam-scanning electron microscope. Source: Ref 1
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savings due to automation, and reviewed the
use of FIB tomography in general as applied
to a wide range of materials systems. Figure
15 (Ref 22) presents a typical example of the
type for 3-D crystallographic reconstruction
that can be obtained from such techniques that
combine FIB milling and EBSD mapping.
A number of researchers (Ref 17, 18, 20, 21,

43, 44, 64–68) have thus used such FIB techni-
ques to analyze the 3-D morphology, and 3-D
crystallography, of a wide variety of materials
systems and to investigate correlations between
the 3-D microstructure and material behavior,
including mechanical response and/or recrystal-
lization. As is the case with experimental 3-D
reconstructions developed with other techniques
(mechanical serial sectioning, x-ray tomography,
etc.), such 3-D data sets can serve as valuable
input for predictive microstructural models, as
considered in the next section.

Simulations—Inputting and Using
3-D Data

The development of robust 3-D experimental
data sets has allowed for a relatively new type of
microstructural modeling, namely 3-D image-
based modeling (Ref 5, 6). Image-based modeling
refers to amethodologywhere real, experimentally
derived 3-D microstructures are used as the initial
input into models of microstructural response and
evolution, as opposed to the use of digitally created
microstructures. The use of quantitative experi-
mentally obtained 3-D results as input and valida-
tion for realistic 3-D image-based models is
critical for accurate and efficient materials and pro-
cess design methodologies. This section examines
two different simulation methods that use experi-
mental 3-D data as input: phase-field simulations
and finite-element modeling (FEM). The useful-
ness of these methods is described and examples
of image-based simulations are given.
Two recent review articles in theMRS Bulletin

on Three-DimensionalMaterials Science (Ref 10)
covering 3-D image-based modeling in detail
(Ref 4, 69) were written by the authors of this
ASM Handbook article (along with other co-
authors). A portion on image-based phase-field
modeling is included in the article by Kammer
and Voorhees (Ref 69), and a brief overview of
3-D image-based FEM modeling is included in
the article by Spanos et al. (Ref 4).Most of the fig-
ures and much of the technical content from the
following two subsections have thus been taken
from appropriate sections of those two articles.
For further details, the reader is referred directly
to those two review articles (Ref 4, 69).

Image-based Modeling

Phase-Field Modeling. In the phase-field
approach, the evolution of phase boundaries in
material systems is modeled using a diffuse
interface, in which the interface is taken to have
a nonzero thickness. This is accomplished with
the use of a field variable that changes smoothly

across the interface from the bulk value of one
phase to another. With the phase-field method,
partial differential equations are employed that
hold at all positions in space and therefore can
be used to model the evolution of concentra-
tion, order parameter, stress, or magnetic field
through the interface. This then eliminates the
need for placing boundary conditions at the
interface and for explicit tracking of the inter-
face position. Instead, the position of the inter-
face is inferred from the values of the field
variable(s) (e.g., concentration) within the
interface region. Using such diffuse-interface
techniques provides for a number of advantages
over the sharp interface approach, including the
fact that it yields differential equations that are
easy to solve numerically in three dimensions,
and it handles topological singularities, such
as the splitting or merging of phase interfaces
during microstructural evolution.
Because the phase-field method can track the

evolution of very complex grain and/or particle
shapes, experimentally measured 3-D particle/
grain interface morphologies can be used as the
initial input into phase-field simulations. By
importing the 3-D structure into a numerical
model for the evolution of the microstructure,
themicrostructure can then be linked to its proces-
sing conditions. Because initial conditions can
greatly affect the results of simulations, realistic
initial conditions are frequently needed. Using
an experimentally measured 3-D structure as an
initial condition is a novel approach that avoids
the need for making assumptions about the initial
structure of amaterial. Combining experimentally
obtained microstructures with phase-field simula-
tions of microstructural evolution (i.e., image-
based phase-field modeling) allows for examina-
tion of the validity of the models on which the
simulations are based, provides new insights into
physical processes controlling microstructural
evolution, and enables significant improvements
in the fidelity of such simulations, thereby

providing for improved processing-microstruc-
ture correlations. Some recent image-based
phase-field simulation studies are now consid-
ered, in order to provide examples of the types
of results provided by such simulations and to
demonstrate their value in predictive microstruc-
tural evolution modeling (Ref 70, 71).
Coarsening of dendritic solid-liquid mixtures

was recently examined (Ref 59, Ref 71). The
morphology of the interface was characterized
using interfacial shape distributions (ISDs),
which are similar to the particle size distribu-
tions for systems with spherical particles. As
an example of an ISD, Fig. 16 (Ref 59) shows
the ISD that corresponds to the 3-D reconstruc-
tion of Fig. 17 (Ref 59). This experimental
reconstruction corresponds to the microstruc-
ture of a lead-tin sample that had been coars-
ened for two days. The ISD is read with the
help of Fig. 18 (Ref 59), a map of the different
curvature regions, which allows for the deter-
mination of the various interfacial shapes. In
Fig. 16 and 18, k1 and k2 are the two principal
curvatures, and Sv is the surface area per unit
volume. The color bar (top of Fig. 16) gives
the probability of finding a patch of interface
with a given pair of principal curvatures. The
dominant platelike shapes of Fig. 17 give rise
to the primary peak (red color, right end of
bar) of the ISD (Fig. 16) in the saddle-shaped
region (compare to Fig. 18, areas 2 and 3).
The secondary peak (turquoise color) of the
ISD in Fig. 16 is situated along the solid cylin-
der line (“S” in Fig. 18) as a result of the solid
cylindrical-like shapes and the round edges of
the platelike shapes in Fig. 17.
Very little is known about the processes that

determine the evolution of the ISDs in systems
with a dendritic structure. In the study by Men-
doza et al. (Ref 71), 3-D microstructures were
experimentally determined for different coars-
ening times and were then used to calculate
ISDs similar to those presented in Fig. 16

Fig. 15 Three-dimensional reconstruction of IN100
created from electron backscatter diffraction

data. The dimensions of the parallelepiped volume
are 41 � 41 � 29 mm, and the cubic voxel dimension is
0.25 mm. Source: Ref 22
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Fig. 16 Interfacial shape distribution of the two-day
lead-tin coarsened sample. k1 and k2 are the

two principal curvatures, and Sv is the surface area per
unit volume. Source: Ref 59
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and 18. The 3-D microstructure that was deter-
mined experimentally was input into the phase-
field calculation and allowed to evolve for a
short time. Thus, through the use of image-
based phase-field modeling, it was possible to
determine a flux of probability in the curvature
space that governs the evolution of the ISD. It
was found that this flux in probability, as deter-
mined by the phase-field calculations (and
represented by the white arrows in Fig. 19),
yielded a good description of the evolution of
the ISD that was seen experimentally (repre-
sented by the colors in Fig. 19; the top bar
ranges from violet on the left to red on the
right). This comparison thus provides evidence
for the validity of the phase-field approach
and also indicates that a properly constructed
flux in probability space can determine the evo-
lution of the ISD.
In another example, Mendoza et al. used

image-based phase-field modeling to examine
discrete topological events, such as the breakup
of tubes or the formation of holes in coarsened
liquid-solid mixtures (Ref 70). Because the
serial sectioning experiments are performed ex
situ and are destructive to the samples, time-
dependent microstructural evolution data can-
not be directly obtained with such experimental
techniques. Figure 20 thus shows an experimen-
tal 3-D microstructure for an aluminum-copper
sample that had been coarsened in the liquid-
solid state for 964 min, along with the interfa-
cial velocity (represented by color) calculated
from the phase-field simulations. In this figure,
in which the solid phase has been made trans-
parent, positive interfacial velocity points into
the liquid and is represented by “warm” colors
(a, b, c, and d). One interesting observation
deduced from the interfacial velocity at point
“c,” for example, is that a topological singular-
ity will lead to separation into two liquid
regions. Another observation is that, based on
its interfacial velocity, the liquid droplet at
point “d” should shrink away. Mendoza et al.
also showed that the predominant liquid tubes
appearing in their structures are a result of the
formation, growth, and coalescence of holes
on the liquid walls of the structure, as demon-
strated in Fig. 21, which shows a phase-field
simulation of the evolution of a small region
of the coarsened experimental structure. The
images of the structure as a function of increas-
ing simulation time demonstrate that a hole
develops near the intersecting liquid walls
(Fig. 21b), grows, and then separates the walls
(Fig. 21c).
It should be mentioned that there are also a

number of challenges associated with the
phase-field approach. It is necessary to accu-
rately resolve the diffuseness of the solid-liquid
interface. Thus, several mesh points within the
interfacial region are needed, and the interfacial
thickness determines the maximum spacing
between mesh points. In physical systems, the
interfacial thicknesses are typically very small,
on the order of 5 nm or less. On the other
hand, the domain to be simulated is often

Fig. 17 Three-dimensional reconstruction (100 sections) of the two-day lead-tin coarsened sample. Source:
Ref 72

Fig. 18 Map of the local interfacial shapes for the interfacial shape distribution. The axes represent the two principal
curvatures, k1 and k2. Source: Ref 59
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considerably larger than the physical interfacial
thickness, requiring an extremely large number
of mesh points. For the model to be computa-
tionally manageable in such cases, some combi-
nation of two approaches can be taken:

� The simulated interfaces may be taken to be
much thicker than the physical interfaces.

� Adaptive meshing procedures can be used to
increase the number of mesh points near the
interfaces.

In phase-field simulations where interfacial
thicknesses much larger than the actual interfa-
cial thickness are employed, matched asymp-
totic expansions of the phase-field equations
are also typically used, so that the solutions of

the phase-field equations will still capture
the correct physical processes underlying the
microstructural evolution (Ref 73–76). This
approach is valid as long as the interfacial
thickness employed in the simulations is smal-
ler than any other length scale in the problem,
such as the radius of curvature of the interfaces
or the size of the domains bounded by the
interfaces.
Finite-Element Modeling. Image-based 3-D

FEM is critical for accurate and efficient

Fig. 19 Interfacial shape distribution and flux in curvature space. The flux of probability in curvature space, as determined by the phase-field calculations, is represented by arrows
in (a) and (b). Flux arrows calculated from a 10 min coarsened aluminum-copper sample overlaid on an experimentally measured intensity plot of the interfacial shape

distribution for (a) the 10 min coarsened sample and (b) a 90 min coarsened sample. The principal curvatures, k1 and k2, are scaled by the surface area per unit volume, Sv. Color
scale indicates dimensionless probability density. Source: Ref 71

Fig. 20 Portion of the experimental three-dimensional
microstructure for an aluminum-copper sam-

ple that has been coarsened for 964 min. The colors indi-
cate the dimensionless interfacial velocity of the liquid
front as computed from the three-dimensional phase-field
simulations. The majority solid phase is transparent. The
liquid that intersects the edges of the reconstruction box
is capped with zero interfacial velocity.

Fig. 21 Phase-field simulation snapshots showing the topological singularity of hole creation and growth within
liquid walls. Only the interfaces appear. The arrow in (b) points at a hole that has been created in a wall.

Source: Ref 70
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materials and process design methodologies. In
this regard, the use of 3-D microstructures
in image-based modeling presents a number of
advantages over the use of 2-D FEM simula-
tions but also presents a new set of challenges.
Specifically, although image-based 3-D simula-
tions are very powerful in that they can be
directly correlated with 3-D features in the real
microstructure, which is important for deter-
mining critical structure-property relationships,
computational power often limits such simula-
tions to relatively small data sets. These simula-
tions thus employ typically on the order of a
few hundred grains or less.
Generating the finite-element mesh from

experimentally obtained 3-D microstructures
is a critical component of image-based FEM.
Various approaches can be used to generate
such meshes, and the most direct method
involves assignment of voxels (3-D volume
elements, equivalent to pixels in two dimen-
sions) in the 3-D data set to eight-noded
brick-shaped elements. Although an advantage
of this method is the ease of generation of the
mesh, there are shortcomings as well. In par-
ticular, this method creates a large number of
elements, which makes the problem very com-
putationally intensive. One way to reduce this
effect is to sample the high-resolution data
set such that only every third or fourth voxel
is retained, thus reducing the number of ele-
ments in the mesh while retaining the entire
volume (Ref 6, 77–79). However, using only
a small number of voxels for each region of
interest results in poor resolution of the shape
at the object interfaces, resulting in stepped
geometries at grain or interphase boundaries.
Effects of mesh geometry in 3-D microstruc-
tural FEM simulations have been discussed in
some detail (e.g., Ref 78, 79), and, in general,
the ideal method of mesh generation depends
on the specific problem being studied.
One important application of 3-D image-

based FEM is to study the onset of yielding
in real 3-D microstructures (Ref 77, 78). In
such studies, 3-D microstructural features such
as grain boundaries and triple junctions are
often critical to the initiation of yielding and
must therefore be represented as accurately as
possible in the model. In such studies, impor-
tant correlations between the 3-D microstruc-
ture and the onset of plasticity can often be
determined by modeling the material response
in the elastic (low-strain) regime, therefore
requiring significantly fewer increments in
strain or time in the simulations, ultimately
reducing the computational cost, and thus
allowing for the use of higher-density meshes
with more elements.
The example that follows is from research on

a b-stabilized titanium alloy that integrates 3-D
experimental data with 3-D simulations (Ref 4,
62, 63). In this work, a 3-D reconstruction of
beta grain morphology and crystallography in
a single-phase, polycrystalline titanium alloy
(example shown earlier) was combined with
image-based 3-D FEM simulations. The

acquired 3-D data set was used as direct input
into image-based 3-D finite-element simula-
tions in which external loads were computation-
ally applied to the reconstructed volume of this
b-stabilized titanium alloy, to provide a
simulated microstructural response.
The 3-D microstructure shown in Fig. 7(a)

(the reconstruction of b-grains in alloy Ti-
21S) was used as an initial input for the
image-based FEM to simulate mechanical
response to applied strains. For this simula-
tion, only a portion of the entire 3-D data set
was used to create the FEM mesh. Addition-
ally, the FEM mesh was created by sampling
every third voxel in the x- and y-directions
and every second voxel in the z-direction from
the experimentally obtained high-resolution
data subset. Further details about the type of
FEM elements, the elasticity/plasticity models
and elastic constants, and the ABAQUS soft-
ware employed can be found elsewhere (Ref
4, 62, 63).
To demonstrate the utility of these types of

image-based 3-D FEM analyses, simulation
results are presented from two studies (Ref
62, 63). Figure 22(a) is a contour plot of the
response of the b-titanium microstructure
shown in Fig. 7(a), for an applied uniaxial
strain of 0.7% (Ref 4, 62, 63). This figure
shows the von Mises stress scalar, which is a
measure of the magnitude of stress, at a given
location in the microstructure, allowing for
visualization of the high local stress regions,
or “hot spots.” Microstructural features such
as grain boundaries and grain triple junctions
were identified as areas that produce high local
stresses, which often serve as points of initia-
tion of deformation and/or failure. To better
visualize the effect of the grain interfaces,
the interiors of the grains have been removed,
revealing the grain-boundary network, with
the mechanical response plotted as color on

the grain boundaries (Fig. 22b) (Ref 4, 63).
In this way, both the grains and the grain
boundaries corresponding to high local stres-
ses during the initiation of yielding were
identified (Ref 63). Combining experimen-
tally-based 3-D reconstructions with 3-D
FEM simulation of mechanical response in
this way enables identification of critical
microstructural and crystallographic features
(microstructural hot spots). By using this
information, it is possible to reveal the com-
plex structure-property relationships, which
can then be used to improve the efficiency
and/or accuracy of the materials and process
design cycle.
There are currently significant challenges

remaining in the field of 3-D image-based
FEM. One obstacle is that there is a lack of fun-
damental physical parameters for many of the
important materials systems. For example, the
mechanical anisotropies for both elasticity and
plasticity in many alloy systems are not known.
Many times, these parameters are estimated
from other simplified simulations or extrapo-
lated from similar alloy systems. Further exper-
imental investigation into these parameters is
needed.
Additionally, one must define what constitu-

tes a representative volume for the simulations.
When capturing the onset of plastic yielding,
for instance, one requires roughly hundreds of
grains to duplicate the bulk elastic response.
However, in the case of critical failure flaws,
thousands of grains and/or precipitates may be
needed to obtain a representative volume. Such
large simulations can quickly become so com-
putationally intensive that they are unfeasible.
On the other hand, as finite-element meshing
techniques improve and computation speed
and memory capabilities expand, simulations
of such large volumes will become more com-
mon (Ref 4, 63).

Fig. 22 (a) von Mises stress contour as a result of 0.7% applied strain (uniaxial tension) in the x-direction on the
three-dimensional b-titanium microstructure shown in Fig. 7(a). (b) Mean von Mises stress as a result of

0.7% applied strain in the x-direction for each grain boundary in the b-titanium reconstruction. Source: Ref 4
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Commercial Alloy Phase Diagrams and
Their Industrial Applications
F. Zhang, Y. Yang, W.S. Cao, S.L. Chen, and K.S. Wu, CompuTherm
Y.A. Chang, University of Wisconsin

THE INDUSTRIAL APPLICATION OF
PHASE DIAGRAMS is the focus of this article.
The first question onemay ask is:What is a phase
diagram and how is it useful for industrial appli-
cation? As defined in “Phase Equilibria and
Phase Diagram Modeling” in Fundamentals of
Modeling for Metals Processing, Volume 22A,
ASM Handbook, 2009, a phase diagram is a
graphical representation of the phase equilibria
of materials in terms of temperature, composi-
tion, and pressure. It is normal to think of binary
phase diagrams as plots of temperature versus
composition at a constant pressure of 1 bar. In
reality, many other and equally useful represen-
tations exist, as discussed in the previously men-
tioned article. At a first glance, phase diagrams of
a material do not seem to be directly useful to
materials scientists/engineers whose ultimate
goal is either to improve the performance of an
existing material or to develop a new material
with desirable mechanical properties, such as
strength, toughness, and resistance to creep, in
addition to being oxidation resistant. However,
it is known that the mechanical behavior of a
material is governed by its microstructure, which
is developed due to the interplay of thermody-
namics and kinetics; the former determines the
phases to be present in the microstructure, and
the latter determines the morphological features
of these phases. A phase diagram thus plays an
important role in understanding the microstruc-
ture that is developed and the ultimate perfor-
mance of a material. In fact, phase diagrams are
widely used by industry as road maps in materi-
als design and development.
Phase diagrams have been traditionally deter-

mined purely by experimentation, which is
costly and time-consuming. While the experi-
mental approach is feasible for the determination
of binary and simple ternary phase diagrams, it is
less efficient for the complicated ternaries and
becomes practically impossible for higher-order
systems over a wide range of compositions and
temperatures. On the other hand, commercial
alloys are multicomponents in nature; a more
efficient approach is therefore needed in the

determination of multicomponent phase dia-
grams. In recent years, a phenomenological
approach, or the CALPHAD approach (Ref 1),
has been widely used for the study of phase equi-
libria ofmulticomponent systems. A comprehen-
sive guide to the development and application of
this approach has been presented by Saunders
and Miodownik (Ref 2) and has been discussed
in detail in “Phase Equilibria and Phase Diagram
Modeling” in Fundamentals of Modeling for
Metals Processing, Volume 22A, ASM Hand-
book, 2009. In this article, the focus is on the
industrial applications of this approach.
The essence of this approach is to obtain self-

consistent thermodynamic descriptions of the
lower-order systems—binaries and ternaries—
in terms of known thermodynamic data
measured experimentally and/or calculated theo-
retically as well as the measured phase equili-
bria. The advantage of this method is that the
separately measured phase diagrams and ther-
modynamic properties can be represented by
the same “thermodynamic description” of a
materials system in question. More importantly,
on the basis of the known descriptions of the con-
stituent lower-order systems, a reliable descrip-
tion of a higher-order system can be obtained
by way of an extrapolation method (Ref 3). This
description enables the calculation of phase dia-
grams of the multicomponent systems that are
experimentally unavailable. Development of a
thermodynamic description of amulticomponent
system has been discussed elsewhere (Ref 4) and
is not repeated here. It is worthy to note that the
term thermodynamic database or simply data-
base is usually used in the industrial community
instead of thermodynamic description, particu-
larly for multicomponent systems.
In addition to having a reliable thermody-

namic database, robust computer software is
another essential for the successful application
of the CALPHAD approach. Because this topic
has been covered in “Phase Equilibria and
Phase Diagram Modeling” in Fundamentals of
Modeling for Metals Processing, Volume 22A,
ASM Handbook, 2009, the readers are referred

to that article for details. In brief, given the ini-
tial conditions of alloy chemistry and tempera-
ture, one and only one stable equilibrium state
exists. However, as pointed out by Chang et
al. (Ref 5), it is not uncommon that the calcu-
lated equilibria are metastable if the software
lacks the capability of searching for the global
equilibria automatically. This problem was con-
quered due to the development of the second-
generation software, such as Pandat.
The first focus of this discussion is on the

industrial applications of phase diagram calcu-
lation, and a number of examples are presented.
The integration of phase diagram calculation
with kinetic and microstructural evolution mod-
els are then presented for the study of solidifica-
tion process and precipitation kinetics. Finally,
the achievements of the state-of-the-art CAL-
PHAD approach, as well as the strength and
limitation of this approach, are discussed. Note
that the terms phase diagram calculation, CAL-
PHAD calculation, thermodynamic calculation,
and thermodynamic modeling are used in this
article with no distinction. As stated earlier,
robust computer software and reliable thermo-
dynamic databases are the prerequisites for the
successful application of the CALPHAD calcu-
lations. Several software packages, such as
ThermoCalc, FactSage, JMatPro, and Pandat,
have been developed in the past few decades
to meet the needs of materials scientists/engi-
neers working in various research fields. Each
of these software packages has its own focuses,
uniqueness, and strengths and may be used for
various applications. In this article, Pandat soft-
ware (Ref 6) and thermodynamic databases
for aluminum-, iron-, nickel-, titanium-, and
zirconium alloys developed at CompuTherm
are used in the calculations.

Industrial Applications

Although industrial processes rarely reach an
equilibrium state, knowledge of phase stabili-
ties, phase transformation temperatures, phase

ASM Handbook, Volume 22B, Metals Process Simulation

D.U. Furrer and S.L. Semiatin, editors

Copyright # 2010, ASM International®

All rights reserved.

www.asminternational.org

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



amounts, and phase compositions in an equilib-
rium state is critically needed in the determina-
tion of processing parameters. In this section,
four examples are presented to show how mul-
ticomponent phase diagram calculation can be
readily useful for industrial applications.

Multicomponent Phase Diagram
Calculation Examples

In example 1, phase diagram calculation is
used to predict bulk metallic glass formability.
In example 2, calculation is made for nickel
alloys, focusing on the major concerns in the
development of nickel-base superalloys, such
as g0 solvus temperature, matrix (g)/precipitate
(g0) misfit, and the formation of deleterious
topologically closed-packed phases. In example
3, phase diagram calculation is applied to com-
mercial titanium alloys. The b-transus (temper-
ature at which a starts to precipitate from b)
and b-approach curve (fraction of b phase as a
function of temperature) are calculated for a
variety of titanium alloys and compared with
experimental data. The effect of interstitial ele-
ments, such as oxygen, carbon, nitrogen, and
hydrogen, on the b-transus temperatures is also
discussed. In example 4, phase diagram calcu-
lation is used to predict dilation of iron alloys
during phase transformations from austenite to
ferrite and from austenite to martensite.
Example 1: Prediction of Bulk Metallic

Glass Formability. Bulk metallic glass (BMG)
materials exhibit unique properties, such as high
strength, wear and corrosion resistance, castabil-
ity, and fracture toughness. These properties
make them extremely attractive as materials hav-
ing great potential for practical applications in
the areas of sports and luxury goods, electronics,
medical, defense, and aerospace. Regardless of
their importance, BMGs are mainly developed
by experimental trial-and-error approaches,
involving, in many cases, the production of
hundreds to thousands of different alloy compo-
sitions (Ref 7). As pointed out by Gottschall
(Ref 8), there remains an urgent need to either
formulate a theoretical model or develop a
computational approach for predicting families
of alloy compositions with a greater tendency
for glass formation. In recent years, Chang and
his colleagues (Ref 9–11) have used multicom-
ponent phase diagram calculation to identify
the alloy compositions that have high BMG
formability. The theoretical basis of their
approach is that the reduced glass transition tem-
perature (Tr), which is defined as the ratio of the
glass formation temperature and the liquidus
temperature, should be on the order of 0.6 or
higher (Ref 12). According to this argument,
BMGs are often found to form near deep eutectic
invariant reactions where high Tr can be
achieved. In addition, due to the low liquidus
temperature at a deep eutectic region, the liquid
shows exceptionally high viscosity, which fur-
ther suppresses nucleation by inhibiting mass
transport. It has been found that the formation

of BMG usually requires three or more elements,
even though they do form in some binary
systems. This implies that, in principle, if phase
diagrams of multicomponent systems are known
as functions of temperature and composition,
potential alloy compositions that favor BMG
formation can readily be identified. Unfortu-
nately, accurate liquidus projections and phase
diagrams of multicomponent systems, which
are required to guide the exploration of BMGs,
are rarely available, and this is true even for
many ternary systems. Multicomponent phase
diagram calculation thus becomes a desirable
approach for efficiently scanning the vast num-
ber of possible compositions that may yield
BMGs. The methodology is to develop a thermo-
dynamic database for the system to be studied,
from which the lowering liquidus valley can be
calculated. Key experiments will then be
arranged to validate the BMG formability for
alloy compositions being identified by the calcu-
lation. Chang and his colleagues have explored
the use of this approach to identify the BMGs
for several systems (Ref 9–11).
To demonstrate the capability of this

approach, two examples are given here. The
first one is for the identification of BMG for-
mers in the Zr-Ti-Cu-Ni system, and the second
is for the effect of titanium on the glass form-
ability of the Zr-Cu-Ni-Al alloys. In the first
example (Ref 9), a thermodynamic database
for the Zr-Ti-Cu-Ni system was developed.
The liquidus projection was then calculated
for this quaternary using Pandat software (Ref
6), and 18 five-phase invariant equilibria were
identified that show low-lying liquidus tem-
peratures. The compositions of the liquid phase
at these invariant temperatures, shown as solid
circles in Fig. 1, are found to be located in

two areas in the composition diagram, which
is in excellent agreement with those identified
experimentally (Ref 13). Should calculations
be done first, a tremendous amount of experi-
mental work can be saved. In the second exam-
ple, the effect of titanium on the glass-forming
ability of Zr-Cu-Ni-Al quaternary alloys was
studied first by thermodynamic calculation and
then validated by experimental approach (Ref
10). The quaternary Zr56.28Cu31.3Ni4.0Al8.5
alloy was first found to be a BMG-forming
alloy based on the calculated low-lying liquidus
surface of the quaternary Zr-Cu-Ni-Al system.
By calculating the liquidus projection of the
Zr-Cu-Ni-Al-Ti system, the liquidus tempera-
ture was found to decrease rapidly from the
quaternary alloy Zr56.28Cu31.3Ni4.0Al8.5 (at.%)
due to the addition of titanium. Further calcula-
tion of several isopleths reveals that the liqui-
dus temperature decreased the fastest when
zirconium was replaced by titanium and
reached the minimum at 4.9 at.% Ti, as shown
in Fig. 2. Alloy ingots of nominal compositions
Zr56.2-cTicCu31.3Ni4.0Al8.5 (c = 0 � 10.0 at.%)
with different amounts of titanium were then
prepared for experimental study of the glass-
forming ability (GFA) of these alloys.
As shown in Fig. 3, the critical diameters of

the amorphous rods formed increased from 6
mm for the base quaternary alloy to 14 mm
for the quinary alloy with 4.9 at.% Ti and then
decreased again. It is worth pointing out that 14
mm has reached the diameter limit of the cast-
ing mold used in the experiment. As indicated
in Ref 10, an amorphous rod with larger diam-
eter may be obtained if a larger casting mold
was used. It is not difficult to imagine how
many alloys must be studied in a five-component
system to identify the alloys with high GFA if a

Fig. 1 Comparison of thermodynamically calculated compositions of liquid alloys at the five-phase invariant
equilibria with those identified experimentally as bulk metallic glass formers by Lin and Johnson for the Zr-

Cu-Ni-Ti system. Source: Ref 13
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purely trial-and-error experimental method is
used. These two examples thus demonstrate
the great power of thermodynamic calculation
in quickly locating the alloy chemistries with
a high potential of GFA and guiding the exper-
imental study. By using the same approach,
Chang et al. successfully developed copper-rich
BMGs by adding a small amount of yttrium
into the Cu-Zr-Ti system, and as-cast amor-
phous rods as big as 10 mm in diameter were
obtained (Ref 14).
Example 2: Design and Development of

Nickel-Base Superalloys. Nickel-base superal-
loys are a unique class of metallic materials that
possess an exceptional combination of high-
temperature strength, toughness, and resistance
to degradation under harsh operating environ-
ment. These materials are widely used in air-
craft and power-generation turbines, rocket
engines, and other challenging environments,
including nuclear power and chemical proces-
sing plants (Ref 15). To improve the perfor-
mance of nickel-base superalloys, alloy
composition and processing conditions must
be carefully optimized to promote the forma-
tion of desired phases and microstructure and
to avoid the formation of deleterious phases.
Multicomponent phase diagram calculation
therefore plays an important role in nickel-base
superalloy design. With this approach, not only
equilibrium phases but also phase amounts and
phase transformation temperatures can be pre-
dicted, given alloy chemistry. As an example,
the liquidus, solidus, and g0 solvus for a number
of René N6 alloys in the specification range are
calculated and compared with those determined
by experiments. As shown in Fig. 4, the liqui-
dus varies in the temperature range of 1660 to
1700 K, the solidus of 1615 to 1675 K, and
the g0 solvus of 1525 to 1585 K. Obviously,

even for the same group of alloys whose com-
positions are all within the specification range
of René N6, their phase transformation tem-
peratures can differ significantly, depending
strongly on the alloy chemistry. It is important
that these temperatures can be calculated,
because they are critical parameters needed for
the determination of processing conditions.
Another example is shown in Fig. 5, which

compares the calculated and experimental
determined volume percent of g0 phase for a
number of nickel-base superalloys containing
aluminum, chromium, molybdenum, titanium,
and tungsten. It is known that the two major
phases of nickel-base superalloys are g and g0,
and the presence of a high volume fraction of
g0 is the key to strengthening. This figure
clearly shows that a high volume fraction of g0
can be obtained through the optimization of
alloy composition. Both calculations are carried
out using PanNi thermodynamic database (Ref
17), and the experimental data are from Ritzert
et al. (Ref 16) for the phase transformation tem-
peratures and Dreshfield and Wallace (Ref 18)
for the g0 phase fraction. Good agreement is
obtained in both figures.
Because the matrix phase (g) and the precip-

itate phase (g0) of nickel-base superalloys are
crystallographically coherent, the precipitate-
matrix misfit results in internal stresses that
influence the shape of the precipitates and
thus the final mechanical properties. The
precipitate-matrix misfit, d, can be calculated
as (Ref 15):

d ¼ ag0 � ag
0:5 � ðag0 þ agÞ (Eq 1)

where ag0 and ag are the lattice parameters of the
g0 and g phases, respectively. Obviously, the

precipitate-matrix misfit is determined by
the lattice parameters of the g0 and g phases,
which depend on the compositions of these
two phases. Elemental partitioning is therefore
an important alloy-design consideration,
because the compositions of the constituent
phases will directly impact both the mechanical
and environmental characteristics of the alloy
(Ref 15). With the computational tool for multi-
component phase diagram calculation, the phase
composition and elemental partitioning can be
readily calculated if a reliable thermodynamic
database is available for the alloy system. Fig-
ure 6(a) compares the calculated and experi-
mentally determined aluminum contents in the
g and g0 phases for a number of nickel-base
superalloys, while Fig. 6(b–e) are for those of
cobalt, chromium, molybdenum, and titanium.
All calculations are carried out using the PanNi
database (Ref 17), and experimental data from
the literature (Ref 18–25) are used for compari-
son. In all cases, there is good agreement
between the calculated and experimental data.
In general, refractory alloying elements, such

as molybdenum, niobium, rhenium, and tung-
sten, are added for solid-solution strengthening
of the g phase and to provide high-temperature
creep resistance. A major concern following
this is the formation of topologically closed-
packed (tcp) phases. The tcp phases are typi-
cally rich in refractory alloying elements and
are detrimental because they deplete strength-
ening elements from the matrix phase. Exam-
ples of tcp phases include the orthorhombic P
phase, the tetragonal s phase, the rhombohedral
R phase, and the rhombohedral m phase (Ref
26–30). Being able to predict the correlation
between the stabilities of the tcp phases and
the alloy composition, thereby avoiding the for-
mation of deleterious phases by wisely adjust-
ing the alloy composition, is of critical
importance in the design of new alloys and
the modification of specification ranges for
existing alloys. The CALPHAD approach has
been used for such purposes, and one example
is shown in Fig. 7. In this example, the effect

Fig. 3 Critical diameters of the cast glassy rods as a
function of the titanium concentration in

atomic percent

Fig. 2 Calculated isopleth of the quinary Al-Cu-Ni-Ti-Zr system expressed in terms of temperature as a function of
titanium concentration (at.%). The composition of titanium at the origin is 0; corresponding to

Zr56.2Cu31.3Ni4.0Al8.5, the compositions of copper, nickel, and aluminum are fixed at 31.3, 4.0, and 8.5 at.%,
respectively. The shaded area denotes the experimentally observed bulk glass-forming range
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of rhenium content on the stability of s is pre-
sented for the CMSX-4 alloy. It is seen from
this figure that the s precipitation temperature
and its amount strongly depend on the content
of rhenium in the alloy, and the higher the rhe-
nium content, the more s will form. The pre-
dicted trend is correct, while the accuracy of
the phase transformation temperature and phase
amount depends on the quality of the

thermodynamic descriptions for the tcp phases.
This point is discussed in detail in the section
on the limitations of the approach at the end
of this article.
Example 3: Prediction of b-Transus and b-

Approach Curves of Commercial Titanium
Alloys. Pure titanium has two allotropic forms:
the high-temperature body-centered cubic (b)
structure and the low-temperature hexagonal

close-packed (a) structure. The b transus,
defined as the temperature at which a starts to
form from b during solidification, is 883 �C
for pure titanium. However, this temperature
can vary by several hundred degrees due to
the addition of alloying elements. Elements
such as aluminum, gallium, germanium, oxy-
gen, carbon, and nitrogen are referred to as a
stabilizers because they increase the b transus
temperature, while vanadium, iron, molybde-
num, chromium, niobium, nickel, copper, tanta-
lum, and hydrogen are b stabilizers because
they decrease the b transus. Technical multi-
component titanium alloys are classified as a,
b, and a-b alloys, depending on the relative
amounts of a and b stabilizers in the alloy.
Within the last category are the subclasses
near-a and near-b, referring to alloys whose
compositions place them near the a/(a+b) or
(a+b)/b phase boundaries, respectively.
According to different applications, alloy
chemistry and heat treatment condition must
be carefully optimized to achieve the desired
microstructure and mechanical properties. The
b-transus temperature is an important reference
parameter used by metallurgical engineers in
the selection of specified heat treatment condi-
tions for titanium alloys. Current aerospace
industrial practice calls for measurement of
the b transus on every heat of titanium material,
which is costly and time-consuming. These
operations and their associate costs can be sig-
nificantly reduced with the help of a thermody-
namic modeling tool, from which the b-transus
temperature can be easily calculated, given
alloy chemistry.
In the following, examples are presented to

apply thermodynamic calculation to two a-b
alloys: Ti-6Al-4V (Ti-64) and Ti-6Al-2Sn-
4Zr-6Mo (Ti-6246). It is noteworthy to point
out that the preceding chemistries are the nom-
inal compositions (wt%). For commercial
alloys, the actual composition in each alloy var-
ies. In addition, it is inevitable that commercial
alloys always contain minute amounts of impu-
rities, such as iron, silicon, carbon, oxygen,
nitrogen, and hydrogen. Ti-64 is the most
widely used titanium alloy in the world, with
80% of its usage going toward the aerospace
industry. The b-transus temperatures of Ti-64
range from 950 to 1050 �C, depending on the
amounts of components and interstitial ele-
ments, such as oxygen, carbon, nitrogen, and
hydrogen. This temperature can be readily cal-
culated by the CALPHAD approach if the ther-
modynamic database is available for
multicomponent titanium alloys. In this study,
PanTi (Ref 31) is used to calculate the b transus
for a large number of Ti-64 heats with slightly
different chemistries, and Fig. 8 compares the
calculated and experimentally measured tem-
peratures (Ref 32). Good agreement between
the calculation and measurement is obtained,
with an average difference of 5.2 �C. To under-
stand the difference between the predicted
values and the experimental data, sensitivity
analysis is carried out for Ti-64. It is found that

Fig. 5 Comparison of the calculated and experimentally determined percent of g0 in the g+g0 two-phase mixture for a
number of Ni-Al-Cr-Mo-Ti-W alloys. Calculations were made by using the PanNi database (Ref 17), and the

experimental data are from Ref 18

Fig. 4 Comparison of calculated liquidus, solidus, and g0 solvus temperatures with those determined by experiment.
Source: Ref 16
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the calculated b transus is very sensitive to the
interstitial impurities, such as oxygen, carbon,
nitrogen, and hydrogen, as shown in Table 1.
In this table, the nominal chemistry of Ti-64

is given as Ti-6Al-4V-0.12O-0.01C-0.01N-
0.005H (wt%). It is seen that 10 weight parts
per million (wppm) of additional interstitial
impurities (oxygen, carbon, nitrogen, hydrogen)

will change the b transus of Ti-64 alloy by
0.27, 0.49, 1.03, and �1.08 �C, respectively.
The small variation in the composition (DC)
of these interstitial impurities, measured in
wppm, that changes the b transus of Ti-64 by
5 �C is listed in the last column.

As an a-b alloy, the relative amount of a and
b in the microstructure plays a key role in the
determination of the mechanical properties of
the final product. With multicomponent phase
equilibrium calculation, the volume fractions
of a and b can be calculated as a function of
temperature, which provides valuable informa-
tion for the selection of proper heat treatment
conditions to achieve the desired microstruc-
ture. Figure 9 shows such an example, in which
the a-approach curve, that is, the fraction of a
phase as a function of temperature, is calculated
and compared with the experimental data for
one Ti-64 alloy. In addition to Ti-64, the ther-
modynamic modeling tool is also applied to
other titanium alloys. Figure 10 shows the cal-
culated b-approach curve, that is, the fraction
of b phase as a function of temperature, of
one Ti-6242 alloy, while Fig. 11 calculates the
distribution of aluminum and molybdenum in
a and b for the same alloy. Both calculations
agree very well with the experimental data from
Semiatin (Ref 34). Calculations shown in Fig. 9
to 11 provide valuable guidance in the optimi-
zation of processing conditions of titanium
alloys, and the good agreement between calcu-
lation and experimentation suggests that the
PanTi database (Ref 31) can be used for com-
mercial titanium alloys beyond Ti-64.
Example 4: Calculation of Dilation during

Phase Transformation of Austenite to Ferrite
and Austenite to Martensite. Ferrous alloys
such as cast iron and stainless steel that contain
many alloy elements have been used worldwide
as structural materials. Even though they are
considered to be mature materials, there is a
continuing demand to further improve their
properties, with simultaneous cost reduction.
Phase diagrams of this class of multicomponent
materials provide the guide for processing opti-
mization, leading ultimately to the improvement
of their performance in service. For example, it
is known that ferrous alloys undergo dimen-
sional change, referred to as dilation, when sub-
jected to heat treatment. The dilation could
cause distortion and lead to cracking of a mate-
rial component. The origin of this dilation is the
result of phase transformation from austenite to
ferrite as well as austenite to martensite during
heat treatment. Experimental determination of
dilation is not only tedious but also very chal-
lenging, even for an experienced experimental-
ist, because the accuracy of the measured data
depends strongly on the cooling rate. This is
particularly true when a multicomponent alloy
is considered, because the phase transformation
temperatures are usually unknown. On the con-
trary, the computational approach is more effi-
cient and provides more consistent results. The
following example demonstrates how computa-
tional thermodynamics can be used to predict

Fig. 6 Comparison between the calculated and measured equilibrium compositions of a variety of elements in g and
g0. Data sources: 01Cop (g) and 01Cop (g0), Ref 25; 94Miy (g) and 94Miy (g0), Ref 24; 93Zha (g) and 93Zha

(g0), Ref 22; 92Sch (g) and 92Sch (g0), Ref 21; 84Kha (g0), Ref 19; 74Dre (g) and 74Dre (g0), Ref 18; 91Tri (g) and
91Tri (g0), Ref 20; and 94Duv (g) and 94Duv (g0), Ref 23
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the degree of dilation of a chosen ferrous alloy
prior to processing this material.
The dilation can be calculated using the fol-

lowing equation:

Dl
l
¼ Vi � VA

3VA

(Eq 2)

where l is the length, Vi is the instantaneous
volume, and VA is the volume of austenite at a

specified temperature. The instantaneous vol-
ume, Vi, is calculated from the phase fraction
and molar volume of each phase involved in
the phase transformation:

Vi ¼
X
j

fjV � V j
m (Eq 3)

where fj
V represents the volume fraction, and V j

m

is the molar volume of the j phase. For the phase

transformation from austenite to ferrite, the frac-
tions of austenite and ferrite at a certain tempera-
ture and composition can be readily obtained by
thermodynamic calculation if a reliable thermo-
dynamic database is available for ferrous alloys.
The PanFe database (Ref 35) is suitable for such
a purpose. As shown in Fig. 12, the calculated
values of fV for austenite are in good accordance
with known experimental data for a variety of
stainless alloys, an indication of the reliability of
the PanFe database. These data, when combined
with the molar volumes of these two phases, can
then be used to calculate the dilation for the phase
transformation from austenite to ferrite.
On the other hand, the calculation for the trans-

formation from austenite to martensite is more
challenging. Martensite, a supersaturated ferrite
with the composition of the parent austenite, is a
metastable phase. The total Gibbs energy change
for transforming austenite to martensite is the
sum of the bulk Gibbs energy difference due to
the transformation from austenite to ferrite, the
strain energy, the surface energy, and the interfa-
cial work. The first part can be calculated easily
because the Gibbs energies of the austenite and
ferrite are well developed in the thermodynamic
database, while the other three parts must be esti-
mated by empirical equations, such as those pro-
posed by Ghosh and Olson (Ref 43). The
martensite transformation temperature, the frac-
tion of martensite, and the retained austenite are
usually calculated from semiempirical and empir-
ical equations, such as the one developed byKois-
tinen and Marburger (Ref 44). However, with the
thermodynamic calculation, when the Gibbs
energy for the martensite is formulated, the mar-
tensite transformation temperature for a given
alloy and the fractions of martensite and austenite
as a function of temperature can be calculated.
These quantities, in combination with the molar
volume of each phase, can be used to calculate
the dilation due to the phase transformation from
austenite to martensite. As an example, the dila-
tion of steel 6-6-2 is calculated and comparedwith
the experimental data from Gordon and Cohen
(Ref 45), as shown in Fig. 13. Steel 6-6-2 is a
multicomponent alloy with a composition of
Fe-0.81C-0.24Mn-0.26Si-5.95W-4.10Cr-1.64V-
4.69Mo (wt%). The dashed line and solid squares
represent the calculated and experimental deter-
mined dilation for the transformation fromausten-
ite to ferrite, respectively, while the solid line and
the solid circles are those for the transformation
from austenite to martensite. By integrating the
calculated dilation data with mechanical property
prediction models, the strain, distortion, cracking,
residual stress, and related properties can be
predicted.

Integration with Kinetic and
Microstructural Evolution Models

As presented in the last section, knowledge
of phase equilibria is needed to understand
materials behavior. This section demonstrates
how integration of this knowledge with kinetic

Fig. 7 Effect of rhenium content on the s-phase precipitation temperature and its amount at different temperatures,
as calculated by the PanNi database. Source: Ref 17

Fig. 8 Comparison of calculated and experimentally determined b transus for a number of Ti-64 alloys with slightly
different chemistries. The calculation was carried out using the PanTi database (Ref 31), and the experimental

data are from Ref 32
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and microstructural evolution models greatly
enhances the power of the CALPHAD approach
in materials design and processing development.

Phase Diagram Calculation Examples

In example 5, thermodynamic calculation cou-
pled with a simple solidificationmodel, that is, the
Scheil model (Ref 46), is used to explain the liqua-
tion cracking of aluminum welds. In example 6,
phase diagram calculation is integrated with
kinetic models to study the nucleation, growth,
and coarsening of precipitates of nickel-base
superalloys. In example 7, thermodynamic calcu-
lation is coupled with a phase-field model to pre-
dict the microstructural evolution in a Ni-Al-Cr
g+b/g diffusion couple. Finally, in example 8,
thermodynamic modeling is integrated with a
microscopic and cellular automatonmodel to sim-
ulate the microstructure and microsegregation of
aluminum alloys during solidification.
Example 5: Prediction of Liquation Crack-

ing of Aluminum Welds. In this example, inte-
gration of thermodynamic calculation with the
multicomponent Scheil model (Ref 46) is used
for the study of liquation cracking of aluminum
welds. Aluminum welds are susceptible to liqua-
tion cracking in the partially melted zone. This is
the region immediately outside the fusion zone
where liquation occurs due to overheating during
welding. Metzger (Ref 47) carried out an exten-
sive investigation on liquation cracking of alumi-
num welds for alloy 6061 and found that the
formation of this type of cracking is closely
related to the fillers used. In other words, elimina-
tion of liquation cracking in aluminum welds for
6061 can be realized by a wise selection of filler
materials. Subsequently, several other researchers
had extended his investigation to other aluminum
alloys, such as 6063 and 6082, and found similar
results (Ref 48–52).
More recently, Huang and Kou (Ref 53, 54)

proposed a mechanism, as shown in Fig. 14,
to explain the cause of liquation cracking. The
top portion of this figure shows a schematic dia-
gram of joining two pieces of aluminum metals,
with a weld pool in between. The partially
melted zone (PMZ) is a portion of the base
metal that experiences partial melting during
welding, and the weld pool is a mixture of the
base metal and the filler material, with a dilu-
tion ratio of 65 to 35. The PMZ is enlarged in
the lower part of Fig. 14, in which the interface
between the base metal and the weld pool,
referred to as the fusion boundary, is clearly
shown. Huang and Kou postulated that if less
liquid is solidified in the weld pool than that
in the PMZ during the later stage of solidifica-
tion, liquation cracking should not occur. For
the reversed case, more liquid is solidified in
the weld pool during welding and is pulled
away from the PMZ, which will cause cracking.
The fraction of solid formed in the PMZ and
the weld pool during solidification can be
readily calculated using the multicomponent
Scheil model (Ref 46), a model for simulating
the solidification process. This model assumes

Fig. 10 Plot of the phase fraction of b as a function of temperature for one Ti-6242 alloy. The line was calculated by
PanTi (Ref 31), and the experimental data are from Ref 34

Table 1 Effects of 10wppm interstitial elements on the beta transus of Ti-64

Alloy chemistry (wt%)
Beta transus

(�C)
DT (�C) (compare

to Ti-64)
DC (wppm) needs to
change DT by 5�C

Ti-64: Ti-6Al-4V-0.12O-0.01C-0.01N-0.005H 982.59
Ti-64+10wppm O 982.86 0.27 185.2
Ti-64+10wppm C 983.08 0.49 102.0
Ti-64+10wppm N 983.62 1.03 48.5
Ti-64+10wppm H 981.51 �1.08 46.3

Fig. 9 Plot of the phase fraction of a as a function of temperature for one Ti-64 alloy. The line was calculated by
PanTi (Ref 31), and the experimental data are from Ref 33
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phase equilibrium at the liquid-solid interface,
no back diffusion in the solid, and complete
mixing in the liquid. With these assumptions,
only the phase equilibrium information is
needed as input for carrying out solidification
simulation. By using this model, which has
been implemented into the Pandat software

(Ref 6), and the PanAl (Ref 55) thermodynamic
database, Huang and Kou (Ref 53, 54) were
able to calculate the fraction of solid as a func-
tion of temperature for the base metal 6061 in
the PMZ and two weld metals. The two welds
are made of base metal with two filler materi-
als, 4043 (Al-5Si) and 5356 (Al-5Mg),

respectively, and the weld compositions can
be calculated by the equations described by
Huang and Kou (Ref 53, 54). The calculated tem-
perature-solid fraction (T � fS) curves are
shown in Fig. 15. As shown in this figure, the
calculated fS for the weld metal made of filler
metal 5356 is larger than that of the base metal
during the later stage of solidification, which
indicates a liquation cracking according to the
postulation proposed by Huang and Kou (Ref
53, 54). Contrarily, no cracking will form if
filler metal 4043 is used. This is exactly what
they have observed, as shown in Fig. 16.
To further extend their research, Kou and his

colleagues have applied this approach to other
aluminum alloys, such as 7075 and 2024 (Ref
56). The crack susceptibility of welds made
with various filler metals was successfully pre-
dicted and therefore reduced by adjusting the
filler metal composition. In addition to alumi-
num alloys, Kou and his colleagues have also
explored the use of this approach to other metal
systems. For example, they have studied the
liquation of magnesium alloys in friction-stir
spot welding using similar calculations (Ref
57). This example demonstrates that a thermo-
dynamic calculation coupled with a simple
kinetic model, such as the multicomponent
Scheil model for solidification simulation, can
provide the welding industry with an effective
approach to understand and therefore reduce
liquation cracking during welding.
Example 6: Precipitation Simulation.

Precipitation hardening is one of the most
important strengthening mechanisms for the
nickel-base superalloys. Its success relies on
the formation and distribution of the strengthen-
ing phases, such as L12 g0 and DO22 g00, which
are mostly coherent or semicoherent with the
face-centered cubic matrix phase. An optimum
size and amount of these strengthening phases
is obtained by the deliberate selection of alloy
chemistry and heat treatment scheme. Commer-
cial nickel-base superalloys usually contain
more than ten alloying elements. These multi-
component and multiphase systems make
the microstructures very complicated, and a
thorough understanding of the precipitation
microstructures by a purely experimental trial-
and-error approach is prohibitively expensive.
Computational tools, developed by combining
reliable experimental evidence with reasonable
theoretical basis, thus become an increasingly
important substitute for the experiment at a
lower cost.
In this example, thermodynamic calculation

is integrated with kinetic models to simulta-
neously treat the three concomitant events:
nucleation, growth/dissolution, and coarsening.
Thermodynamic calculation, which provides a
chemical driving force for each event, is
integrated with two kinetic models; one is the
model based on the Kampmann-Wagner model
in the numerical framework (KWN) (Ref 58),
and the other is the fast-acting model (Ref
59). The same set of equations is used to
describe the nucleation and growth of these

Fig. 11 Distribution of aluminum and molybdenum in the a and b phases for the sameTi-6242 alloy as in Fig. 10.
The lines were calculated from PanTi (Ref 31), and the experimental data are from Ref 34

Fig. 12 Comparison between the calculated and measured amounts of austenite for a variety of stainless steels. Data
sources: 83Mae, Ref 36; 85Hay, Ref 37; 85Tho, Ref 38; 91Lon, Ref 39; 94 Lon, Ref 40; 94Bon, Ref 41; and

94Nys, Ref 42
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two models. However, in the KWN model, the
continuous particle size distribution (PSD) is
divided into a large number of size classes,
and the program takes a simulation step at
every sample time hit. At each simulation step,
the number of new particles is first calculated
using classical nucleation theory, and then these
new particles are allocated to the appropriate
size class. From the fast-acting model, only
the average size of the particles is calculated.
The kinetic models were first used to simu-

late the precipitation kinetics of the Ni-14Al
(at.%) alloy isothermally annealed at 550 �C,
which had been previously studied by Kamp-
mann and Wagner (Ref 58). The simulation
results are shown in Fig. 17. While Fig. 17(a)
plots the evolution of average g0 particle size
with aging time calculated by the KWN and
fast-acting models, Fig. 17(b) and (c) plot the

KWN-predicted evolution of particle number
density and supersaturation, respectively. The
experimental data (Ref 60) are also plotted on
these figures for comparison. As can be seen,
the predictions and the measurements are in
reasonable agreement. The KWN-predicted g0
size distributions for the alloy after aging at
550 �C for 21, 217, and 3720 min are shown
in Fig. 17(d). These distributions are plotted in
terms of particle frequency, which is computed
by normalizing the total number of particles to
be one. At the early stages of the precipitation,
the nucleation process is dominant, and the
number density of g0 particles increases rapidly.
Therefore, the PSD is characterized by a sharp
peak around the critical nucleus size, as shown
in Fig. 17(d) at 21 min. At the late stage, on
the other hand, the transformation falls into
the coarsening regime, and the PSD is then

flattened, as indicated in the case of 3720 min.
It is interesting to point out that the PSD, at
an intermediate stage of 217 min, displays a
double peak. This phenomenon, however, is
consistent with the previous findings from both
experimental observation (Ref 61) and model
prediction (Ref 62).
Precipitation simulation is then applied to the

nickel-base alloy 718. Three major precipitate
phases, g0, g00, and d, are considered. According
to the experimental information (Ref 63–65), g0
particles are treated as spherical shaped, and g00
particles are treated as lenslike shaped with a
constant aspect ratio (thickness/length ratio) of
1/9 to �1/10. Both phases are considered to
nucleate homogeneously within the matrix
phase. Two types of d phase are treated simul-
taneously; one is for those forming at the grain
boundaries, which is treated as lens-shaped
with constant aspect ratio, and the other is for
those transforming from the metastable g00,
which is treated as plate with time-varying
aspect ratio.
The calculated temporal evolutions of the

average size for g00 and g0 have been compared
with experimental data (Ref 64) in Fig. 18. The
size of g00 is characterized by the particle
length, while that of g0 sphere is characterized
by its diameter. The heat treatment is isother-
mal annealing at three temperatures: 700, 725,
and 750 �C. Results for both phases show an
excellent agreement at the medium temperature
(725 �C). The calculated size change of g0
phase (Fig. 18b) is obviously in a better fit than
that of g00 (Fig. 18a). The reason is partially due
to the varying aspect ratios of the g00 lenses,
which are observed to be dependent on alloy
composition (Ref 65). Most likely, the particle
length also depends on temperature and anneal-
ing time, considering the change of the coher-
ency between the g00 particle and g matrix.
The approximation of constant aspect ratio
may therefore cause some artifacts. Despite

Fig. 13 Comparison between the calculated dilation versus temperature and the experimental data (Ref 45) for steel
6-6-2, a high-speed tool steel

Fig. 14 Schematic diagram to illustrate the mechanism of liquation cracking in full-penetration aluminum welds.
PMZ, partially melted zone. Source: Ref 53

Fig. 15 Calculated solid fraction (fS) as a function of
temperature for the base aluminum alloy

(6061) in the partially melted zone (PMZ) and two weld
metals composed of 65% base metal and 35% filler
4043 (Al-5Si) or 5356 (Al-5Mg). The calculation is made
by the Pandat and PanAl thermodynamic databases
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the discrepancies, however, the overall agree-
ment is still satisfactory.
In addition to the particle size, the model

is used to calculate the time-temperature trans-
formation diagram of alloy 718 (Fig. 19). The
alloy composition is chosen from that given
by Han et al. (Ref 64). Only the starting curves,
with a criterion of 1% of volume fraction of the
corresponding phases, are plotted in the figure,
although the finish curves can be readily
calculated.
Example 7: Integration with Phase-Field

Model for the Simulation of Microstructural
Evolution. The phase-field method is based on
the generalized diffusion equation (often
referred to as the Cahn-Hilliard equation, Ref
66) that characterizes diffusion with chemical
potential gradient and chemical mobility and
the time-dependent Ginzburg-Landau equation
(Ref 67) that characterizes structural changes
accompanying a phase transformation and other
materials processes. The phase-field method is
well known for its ability to handle arbitrary
microstructures consisting of diffusionally
and elastically interacting precipitates and

to account self-consistency for topological
changes, such as particle coalescence. While
quantitative modeling at real length and time
scales requires that the fundamental model
inputs be linked to multicomponent thermody-
namic and mobility databases, special techni-
ques must be developed to overcome the
intrinsic length-scale limit. A key step involved
in phase-field modeling of microstructural evo-
lution is to construct the total Gibbs energy as a
function of concentration, order parameter, and
their gradients in a chemically and structurally
nonuniform system. Nonequilibrium Gibbs
energy is needed by phase-field modeling to
simulate the developing process and micro-
structural evolution from nonequilibrium to
equilibrium. Even though it is straightforward
to obtain the equilibrium Gibbs energy of each
individual phase from the nonequilibrium one
by minimizing it with respect to the order
parameter, the opposite is not true. There are
two approaches to construct the nonequilibrium
free energy from the given equilibrium one
(Ref 68); one employs a physical order param-
eter and the other a phenomenological order

parameter. The former has been applied to the
study of g/g0 transformation in Ni-Al-Cr (Ref
69) and the latter to the a/b transformation in
Ti-Al-V (Ref 68).
Even though, theoretically, the phase-field

method can be applied to multicomponent, mul-
tiphase systems, practically it is not an easy
task. In the previous studies (Ref 68, 69), the
equilibrium Gibbs energy functions are directly
implemented in the phase-field modeling code
for calculation efficiency. However, this hin-
dered the application of phase-field modeling
to multicomponent alloys, because construction
of a nonequilibrium Gibbs energy hypersurface
in a multidimensional space using those ther-
modynamic equilibrium Gibbs energies is not
trivial. To bypass this obstacle, Zhang et al.
(Ref 70) tried to describe multicomponent
Ti-64 alloy using a pseudoternary system.
Recently, a more robust approach was devel-
oped that directly couples the phase-field
method with multicomponent thermodynamic
calculation. In this approach, the phase-field
model obtains the necessary thermodynamic
inputs directly from the thermodynamic calcu-
lation engine, PanEngine (Ref 71), in each sim-
ulation step without the need for tackling with
the Gibbs energy functions. It is therefore suit-
able for the simulation of multicomponent
alloys. Figure 20 shows the microstructural
evolution in a g+b/g diffusion couple during
isothermal aging at 1200 �C for 100 h. The
top figure is the experimentally determined
micrograph, while the bottom one is from
phase-field simulation. In this example, the
matrix phase of the left half (g+b) is b (the dark
background); therefore, it does not form a con-
tinuous matrix phase with the right half (g). The
microstructural changes during the interdiffu-
sion process, including precipitate coalescence
and coarsening and especially the motion of
the original boundary, are clearly demonstrated
in the figure. The ternary system is used in the
simulation for the purpose of direct comparison
with the available experimental micrograph,
although the program is readily applicable to
multicomponent systems.
Example 8: Integration with Microscopic

and Cellular Automaton Models for Solidifi-
cation Simulation. The microstructure and
microsegregation developed during solidifica-
tion are of particular importance in the determi-
nation of subsequent thermomechanical and
heat treatment conditions and the performance
of as-cast materials. Solidification simulation of
multicomponent alloy systems has become the
primary focus of model development, due to the
multicomponent nature of commercial alloys.
In parallel to the development of rigorous analyt-
ical models, various numerical models have been
developed to describe the solidification process.
For example, one-dimensional (1-D) micro-
scopic models were first developed to analyze
the microsegregation and solidification path in
multicomponent alloys (Ref 73–75). In the mod-
els, the dendrite morphology is usually assumed
to be plate, cylinder, or sphere having a length

Fig. 16 Microstructures of the solidified weld pool, partially melted zone, and base metal near the fusion boundary.
Top figure, low magnification; bottom figure, higher magnification
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scale of half the secondary dendrite arm spacing.
These models are based on a modified Scheil
model that assumes complete diffusion in the liq-
uid, while solid back-diffusion, undercooling,
and dendrite arm coarsening are also considered.
The two key thermodynamic parameters needed
for these models are the solute partitioning coef-
ficients and the liquidus slope. In the past, they
were usually treated as constants, which are con-
sidered to be suitable for simple binary alloy
systems. These values, however, may vary sig-
nificantly with temperature and composition in
amulticomponent system. Accordingly, it is nec-
essary to couple the thermodynamic and phase
equilibrium calculations with these models for
the simulation of microstructure evolution and
microsegregation of multicomponent alloys

during solidification. Xie and Yan et al. (Ref
73–75) have coupled their models with the ther-
modynamic calculation engine PanEngine (Ref
71) and applied these models to the investigation
of microsegregation of ternary and higher-order
alloys such as aluminum 7050, which contains
eleven components and forms six different inter-
metallic phases in subsequent eutectic reactions
during solidification. The predicted solute distri-
butions in the dendrite arms agree very well with
the experimentally measured data (Ref 74).
In addition to the 1-D diffusion models, ther-

modynamic calculation can also be integrated
with two-dimensional (2-D) microstructure mod-
els, such as the phase-field model discussed in
example 7. In this example, a 2-D modified cellu-
lar automaton model is coupled with PanEngine

(Ref 71) for the simulation of microstructure
evolution andmicrosegregation of aluminum-rich
ternary alloys. This work has been published (Ref
76), and a simulated result is shown in Fig. 21.
This figure presents the simulated equiaxed den-
drite morphology and solute fields of copper and
magnesium for an Al-15Cu-1Mg (wt%) alloy
solidified at a cooling rate of 10 K/s. The solute
distribution andmicrosegregation is clearly repre-
sented in this figure (produced by the model in
color), which is not possible by thermodynamic
calculation alone. Yet, the fundamental inputs,
such as equilibrium partitioning of elements in
phases and the liquidus slope, are provided by
phase diagram calculation. Therefore, this exam-
ple again demonstrates the power of the integrated
computational approach.
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Fig. 17 Comparison of precipitation parameters for a Ni-14Al (at, %) alloy between the predicted values and those determined experimentally. KWN, Kampmann-Wagner model
in the numerical framework; 83Wen, Ref 60. (a) Evolution of the average g0 particle size. (b) Evolution of the g0 number density. (c) Evolution of supersaturation with time.

(d) KWN-predicted particle size distributions for g0 particles at 21, 217, and 3720 min, respectively
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Limitations of the CALPHAD
Approach

The essence of the CALPHAD method is that
it provides an efficient approach to convert the
experimental information of lower-order sys-
tems to self-consistent thermodynamic model
parameters, on the basis of which a thermody-
namic database of a multicomponent system
can be established. As discussed in detail in
“Phase Equilibria and Phase Diagram Model-
ing” in Fundamentals of Modeling for Metals
Processing, Volume 22A, ASM Handbook,
2009, only a limited amount of experimental
effort is needed to confirm the reliability of
the database thus obtained before it can be used
for industrial applications. There is no doubt of
the potential power of the CALPHAD approach
to save a tremendous amount of experimental
work. However, like every other modeling
approach, this approach has its limitations,
especially when handling new phases that
appear in the higher-order systems but not in
the constituent lower-order systems. One exam-
ple is the topologically closed-packed (tcp)
phases in the technologically important nickel-
base superalloys. These phases, including P,
s, m, and R, are typically rich in refractory

alloying elements and possess complex crystal
structures characterized by close-packed layers
of atoms. The tcp phases are detrimental
because they deplete strengthening elements
from the matrix phase and serve as crack-initiation
sites during cyclic loading. If the stabilities of
these tcp phases can be accurately predicted
as a function of temperature-given alloy chemis-
try, formation of the deleterious tcp phases can
be avoided by deliberately adjusting the alloy
chemistry. Thermodynamic descriptions of the
tcp phases in the current nickel database are
based on the available but limited experimental

information in the binaries and some ternaries
where they are stable, while their Gibbs energies
in other subsystems are estimated. One difficulty
in the development of accurate thermodynamic
descriptions for the tcp phases is that they may
form in the middle of a ternary system similar
to a new ternary phase while not stable in any
of the three constituent binaries. One typical
example is the Ni-Cr-Mo ternary system, in
which s and P are stable in the ternary but not
any of the constituent binaries, as shown in
Fig. 22. In such a situation, the experimentally
well-established phase relationship in the ternary
is used to optimize the model parameters in the
three constituent binaries, as in the case of Ni-
Cr-Mo. In reality, however, the phase stabilities
of these tcp phases are not known in many sub-
systems. Their Gibbs energies thus developed
for the multicomponent system should therefore
be used with caution. First-principles-calculated
enthalpy values may be used to improve the
Gibbs energy descriptions of these phases, but
it is not an easy task to obtain these values in
every constituent subsystem due to the compli-
cated structure of the tcp phases. It is also found
that the stabilities of these tcp phases are compa-
rable, which means a small difference in the
Gibbs energy may lead to a totally different
phase relationship. This makes the modeling of
these tcp phases even more challenging. The sta-
tus of the current nickel database is that it exhi-
bits a lack of capability to accurately predict the
stabilities of the tcp phases, but it does provide
reasonable trends in most cases, such as the
example shown in Fig. 7. Although more
basic research is needed in this area for addi-
tional improvements of the thermodynamic
descriptions of the topological phases,

Fig. 18 Average size changes of (a) g00 and (b) g0

phases under temperatures of 700, 725, and
750 �C for nickel alloy 718. The experimental data are
taken from Ref 64

Fig. 19 Calculated time-temperature transformation diagram for alloy 718

Fig. 20 Microstructural evolution in a g+b (left) /g
(right) diffusion couple of Ni-Al-Cr annealed

at 1200 �C for 100 h. The top figure is a micrograph
(Ref 72), while the bottom one is obtained by phase-
field simulation of this work
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computational thermodynamics has been suc-
cessfully used to obtain phase equilibria for
practical applications.

Conclusion

In this article, the powerful features of ther-
modynamic calculation are demonstrated by
several examples, including the design of
nickel-base superalloys, calculation of the b-
transus and b-approach curves for commercial
titanium alloys, prediction of bulk metallic
glass formability, and dilation of ferrous alloys
during phase transformations from austenite to
ferrite and martensite, respectively. Integration
of thermodynamic calculation with kinetic and
microstructural evolution models makes the
computational tools even more powerful. This
is demonstrated by integrating thermodynamic

calculation with the multicomponent Scheil
model for the prediction of liquation cracking
of aluminum welds, with the classic nucle-
ation/growth theory for the simulation of pre-
cipitation kinetics of nickel alloys, with the
phase-field model for the study of microstruc-
tural evolution of a diffusion couple, and with
the microscopic and cellular automaton model
for simulation of the solidification process.
Knowledge of these microstructures will ulti-
mately lead to improved performance of these
materials.
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The Application of Thermodynamic and
Material Property Modeling to Process
Simulation of Industrial Alloys
N. Saunders, Thermotech/Sente Software Ltd., United Kingdom

MODELING AND SIMULATION of mate-
rials processing often requires specific informa-
tion concerning phase transformations and
thermodynamic properties, for example, liqui-
dus and solidus temperatures, the fraction solid
as a function of temperature during solidifica-
tion, Ae3 and Ae1 temperatures for steels,
b-transus temperatures for titanium alloys, g0
solvus temperatures for nickel-base superalloys,
heat evolution during solidification and solid-
state phase transformation, specific heats, and
so on. The use of thermodynamic modeling
tools holds the promise of providing a ready
source of such information.
Thermodynamic modeling has been used for

many years in the processing of metallic mate-
rials. However, it would be true to say that the
first major use of such modeling was in extrac-
tion and refining, where chemical reactions dur-
ing processing needed to be understood and
predicted. Databases of thermodynamic proper-
ties of stoichiometric compounds were devel-
oped and made widely available in the
literature. Simple rate equations could then be
developed and used to model competing chem-
ical reactions. Such methods, while of great
value in their own right, were limited when
trying to understand the general behavior of
metallic alloys, where properties of nonstoi-
chiometric metallic phases with wide ranges
of composition, such as austenite and ferrite in
steels or the gamma phase in nickel-base alloys,
needed to be described.
While thermodynamic models that represent

nonstoichiometric solution phases have existed
for many decades, it was not until the advent
of computer technology that it became possible
to contemplate calculation of thermodynamic
equilibria between such phases. The seminal
works of Kaufman and co-workers (Ref 1, 2)
in the development of computer-based methods
marked the beginning of what has become
known as the CALPHAD approach, after the
acronym CALculation of PHAse Diagrams,

and it is interesting to look back and see how
many of the early publications centered around
the need to describe alloys that were of practi-
cal use, such as titanium alloys, nickel alloys,
and steels.
As computing power increased, it became

possible to use more complex descriptions of
thermodynamic properties and move from
binary and ternary alloys to the multicompo-
nent alloys used in industrial practice. Although
the scientific methodology had been available
to do this for some time, practical applications
required a minimum computing capability
before they became useful.
In the past few decades, groups have been

established worldwide that specialize in both
the development of software for the calculation
of complex multicomponent phase equilibria
and the development of thermodynamic data-
bases that describe the properties of the relevant
phases in the alloy of interest. It is the linking
of software to thermodynamic databases espe-
cially developed and validated for multicompo-
nent alloys that has held the key to the practical
and everyday use of CALPHAD methods in
industry.
As computational speeds further increased, it

has become possible to use CALPHAD meth-
ods as a general tool that could be linked to
material models for phase transformations and
subsequently to the modeling of more general
material properties, such as physical and
mechanical properties.
This article aims to provide background to the

CALPHAD method, how it works, and how it
can be applied in industrial practice. For more
detailed descriptions of the CALPHAD method
and its use, the reader is referred to Ref 3 to 5.
The extension of CALPHAD methods as a core
basis for the modeling of generalized material
properties is explored. Such properties include
thermophysical and physical properties, tempera-
ture- and strain-rate-dependent mechanical prop-
erties, properties for use in the modeling of

quench distortion, properties for use in solidifica-
tion modeling, and so on. Finally, how such mod-
eling may be used in the future is discussed, in
particular, focusing on links with finite-element
or finite-difference process models.

Calculation of Phase Equilibria in
Multicomponent Alloys

There are two main requirements for the cal-
culation of phase equilibria:

� The thermodynamic properties of the phases
in an alloy must be represented.

� A Gibbs energy minimization must be per-
formed so that the phase equilibria between
the requisite phases can be calculated.

Thermodynamic Models

Thermodynamic modeling of solution phases
lies at the very core of the CALPHAD method.
In metallic alloys, it is only rarely that calcula-
tions involve purely stoichiometric compounds.
Solution phases are defined here as any phase in
which there is solubility of more than one com-
ponent. For all solution phases, the Gibbs
energy is given by the general formula:

G ¼ Go þ Gideal
mix þ Gxs

mix (Eq 1)

where G� is the contribution of the pure compo-
nents of the phase to the Gibbs energy, Gideal

mix is
the ideal mixing contribution, and Gxs

mixis the
contribution due to nonideal interactions
between the components, also known as the
Gibbs excess energy of mixing.
Random substitutional models are used for

phases such as the gas phase or a simple
metallic liquid and solid solutions, where compo-
nents can mix on any spatial position that is
available to the phase. For example, in a simple
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body-centered cubic phase, any of the compo-
nents could occupy any of the atomic sites that
define the cubic structure, as shown in Fig. 1 In
a gas or liquid phase, the crystallographic nature
of structure is lost, but otherwise, positional occu-
pation of the various components relies on ran-
dom substitution rather than any preferential
occupation of site by a particular component.
Dilute Solution Models. There are a number

of areas in materials processing where low levels
of alloying are important, for example, in refining
and some age-hardening processes. In such cases,
it is possible to deal with solution phases by dilute
solution models (Ref 6, 7). These have the advan-
tage that there is substantial experimental litera-
ture that deals with the thermodynamics of
impurity additions, particularly for established
materials such as ferrous- and copper-based
alloys. However, because of their fundamental
limitations in handling concentrated solutions,
they are only discussed briefly.
In a highly dilute solution, the solute activity

(ai) is found to closely match a linear function
of its concentration (xi). In its simplest form,
the activity is written as:

ai ¼ goi xi (Eq 2)

where gi
o is the value of the activity coefficient

of i at infinite dilution. This is known as
Henry’s law. Equation 2 may be rewritten in
terms of partial Gibbs energies as:

Gi ¼ G
xs

i þ RT loge xi (Eq 3)

where G
xs

i has a constant value in the Henrian
concentration range and is obtained directly
from gi

o, R is the gas constant, and T is the tem-
perature. The expression can also be modified
to take into account interactions between the
solute elements, and Eq 3 becomes:

Gi ¼ G
xs

i þ RT loge xi þ RT
X
j

ejixi (Eq 4)

where xi is the concentration of solute i, and ei
j

is an interaction parameter taking into account

the effect of the mixing of component i and j
in the solvent.
General solution models include the ideal

and nonideal models.
Ideal Solution Model. The simplest solution

model is an ideal substitutional solution, which
is characterized by the random distribution of
components on a lattice with an interchange
energy equal to zero. The configurational
entropy (Sconfig) is easily calculated and related
to the probability of interchange of the
components:

Sconfig ¼ k loge Wp (Eq 5)

where k is Boltzmann’s constant, and Wp is the
number of configurations in which the compo-
nents can be arranged for a given state. From
this formula, the well-known equation for the
ideal entropy of mixing can be derived as:

Sidealmix ¼ R
X
i

xi loge xi (Eq 6)

where xi is the mole fraction of component i,
and Gideal

mix is then given by:

Gideal
mix ¼ �TSidealmix ¼ RT

X
i

xi loge xi (Eq 7)

where R is the gas constant. The Gibbs energy
of an ideal solution phase will then be:

Gm ¼
X
i

xiG
o
i þ RT

X
i

xi loge xi (Eq 8)

with G� defining the Gibbs energy of the phase
consisting of pure component i. For the case of
gases, ideal mixing is often assumed, and this
assumption can often be quite reasonable and
used for process models that include the gas
phase. However, in condensed phases, there is
always some interaction between components.
Nonideal Solutions: Regular and Subregular

Solution Models. The regular solution model is
the simplest of the nonideal models and basi-
cally considers that the magnitude and sign of
interactions between the components in a phase
are independent of composition. Taking the
system A-B and assuming the total energy of
the solution (Eo) arises from only nearest-
neighbor bond energies, then:

Eo ¼ oAAEAA þ oBBEBB þ oABEAB (Eq 9)

where oAA, oBB, oAB, EAA, EBB, and EAB are
the number of bonds and energies associated
with the formation of different bond types
AA, BB, and AB. If the reference states are
taken as pure A and B, then Eq 9 can be devel-
oped such that the enthalpy of mixing, Hmix, is
given by:

Hmix ¼ Nz

2
xAxBð2EAB � EAA � EBBÞ (Eq 10)

If the bond energies are temperature depen-
dent, there will also be an excess entropy of

mixing, leading to the well-known regular solu-
tion model for the Gibbs excess energy of
mixing:

Gxs
mix ¼ xAxBO (Eq 11)

where O is now a temperature-dependent inter-
action parameter. When generalized and added
to Eq 8, this gives:

Gm ¼
X
i

xiG
o
i þ RT

X
i

xi loge xi þ
X
i

X
j>i

xixjOij

(Eq 12)

However, it has been realized for a long time
that the assumption of composition-independent
interactions is too simplistic. This led to the
development of the subregular solution model,
where interaction energies are considered to
change linearly with composition. The follow-
ing expression for Gxs

mixis then obtained as
(Ref 2):

Gxs
mix ¼ xixj Oi

ijxi þ Oj
ijxj

� �
(Eq 13)

Taking this process further, more complex
composition dependencies of O can be consid-
ered. It is straightforward to show that a general
formula in terms of a power series has the capa-
bility to account for most types of composition
dependence (Ref 8). The most common method
is based on the Redlich-Kister equation, and
Eq 13 is expanded to become:

Gxs
mix ¼ xixj

X
v

Ov
ijðxi � xjÞv (Eq 14)

where Ov
ijis a binary interaction parameter depen-

dent on the value of v. Equation 14 is equivalent to
the regular solution model when v = 0 and subre-
gular when v = 1. In practice, the value for v does
not usually rise above 2. If it is found necessary for
v> 2, it is likely that an incorrect model has been
chosen to represent the phase.
Most methods of extrapolating the thermody-

namic properties of alloys into multicomponent
systems are based on the summation of the
binary excess parameters. The relevant formu-
lae are based on various geometrical weightings
of the mole fractions; the predominant method
at the present time uses the Muggianu equation
(Ref 9), where, in a ternary system:

Gxs
mix ¼xAxB

X
v

Ov
ABðxA � xBÞv þ xBxC

X
v

Ov
BCðxB � xCÞv

þ xAxC
X
v

Ov
ACðxA � xCÞv

(Eq 15)

Equation 15 can be generalized to:

Gxs
mix ¼

X
i

X
j>i

xixj
X
v

Ov
ijðxi � xjÞv (Eq 16)

and for a multicomponent system, Eq 12
becomes:

Fig. 1 Simple body-centered cubic structure with
random occupation of atoms and all sites

consisting of eight-unit cells
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Gm ¼
X
i

xiG
o
i þ RT

X
i

xi loge xi

þ
X
i

X
j>i

xixj
X
v

Ov
ijðxi � xjÞv (Eq 17)

Equation 17 assumes ternary interactions are
small in comparison to those that arise from the
binary terms. This may not always be the case,
and where the need for higher-order interac-
tions is evident, these can be taken into account
by a further term of the type Gijk = xixjxkLijk,
where Lijk is an excess ternary interaction
parameter. There is little evidence of the need
for any higher-order interaction terms, and pre-
diction of the thermodynamic properties of sub-
stitutional solution phases in multicomponent
alloys is usually based on an assessment of
binary and ternary values. Various other poly-
nomial expressions for the excess term in mul-
ticomponent systems have been considered
(Ref 3, 5, 10, 11). However, these are based
on predicting the properties of the higher-
order system from the properties of the lower-
component systems.
More complex representations of the thermo-

dynamic properties of solution phases exist, for
example, the sublattice model, where the phase
can be envisioned as composed of interlocking
sublattices (Fig. 2) on which the various com-
ponents can mix. It is usually applied to crystal-
line phases, but the model can also be extended
to consider ionic liquids, where mixing on ionic
sublattices is considered. The model is phenom-
enological in nature and does not define any
crystal structure within its general mathematical
formulation. It is possible to define internal
parameter relationships that reflect structure
with respect to different crystal types, but such
conditions must be externally formulated and
imposed on the model. Equally, special rela-
tionships apply if the model is to be used to
simulate order-disorder transformations.
Sublattice modeling is now one of the most

predominant methods used to describe solution
and compound phases. It is very flexible and
can account for a variety of different phase

types ranging from interstitial phases, such as
austenite and ferrite in steels, to intermetallic
phases, such as sigma and Laves, which have
wide homogeneity ranges. More details of this
model and others that are used in CALPHAD
calculations can be found in Ref 3 and 5.

Computational Methods

The previous section dealt with thermody-
namic models, because these are the basis of
the CALPHAD method. However, it is the
computational methods and software that allow
these models to be applied in practice. In
essence, the issues involved in computational
methods are less diverse and mainly revolve
around Gibbs energy minimization.
It is also worthwhile to make some distinc-

tions between methods of calculating phase
equilibrium. For many years, equilibrium con-
stants have been used to express the abundance
of certain species in terms of the amounts of
other arbitrarily chosen species (Ref 12 to 15).
Such calculations have significant disadvan-
tages in that some prior knowledge of potential
reactions is often necessary, and it is difficult to
analyze the effect of very complex reactions
involving many species on a particular equilib-
rium reaction. Furthermore, unless equilibrium
constants are defined for all possible chemical
reactions, a true equilibrium calculation cannot
be made, and, in the case of a reaction with
50 or 60 substances present, the number of pos-
sible reactions is massive.
CALPHAD methods attempt to provide a

true equilibrium calculation by considering the
Gibbs energy of all phases and minimizing the
total Gibbs energy of the system (G). In this cir-
cumstance, G can be calculated either from
knowledge of the chemical potential (Gi) of
component i by:

G ¼
X
i

niGi (Eq 18)

where ni is the amount of component i, or alter-
natively by:

G ¼
X
f

NfGf
m (Eq 19)

where Nf is the amount of phase f, and Gf
mis

its Gibbs energy. The number of unknowns is
now considerably reduced in comparison to an
equilibrium constant approach. Furthermore,
the CALPHAD methodology has the significant
advantage that, because the total Gibbs energy
is calculated, it is possible to derive all of the
associated functions and characteristics of
phase equilibria, that is, phase diagrams, chem-
ical potential diagrams, and so on.
Calculation of Phase Equilibria. The actual

calculation of phase equilibria in a multicompo-
nent, multiphase system is a complex process
involving a high level of computer program-
ming. Details of programming aspects are too
lengthy to go into detail for this article, but

most of the principles by which Gibbs energy
minimization is achieved are conceptually quite
simple. This section therefore concentrates on
the general principles rather than going into
detail concerning the currently available soft-
ware programs, which, in any case, often con-
tain proprietary code.
Essentially, the calculation must be defined

so that the number of degrees of freedom is
reduced, the Gibbs energy of the system can
be calculated, and some iterative technique
can be used to minimize the Gibbs energy.
The number of degrees of freedom is reduced
by defining a series of constraints, such as the
mass balance, electroneutrality in ionic sys-
tems, composition range in which each phase
exists, and so on.
Most thermodynamic software uses local

minimization methods. As such, preliminary
estimates for equilibrium must be given so that
the process can begin and subsequently proceed
smoothly to completion. Such estimates are
usually set automatically by the software and
do not need to accurately reflect the final equi-
librium. However, the possibility that phases
may have multiple minima in their Gibbs
energy formulations should be recognized and
start points automatically set so that the most
stable minima are accounted for.
Local minimization tools have the advantage

of being rapid in comparison to global minimi-
zation methods, which automatically search for
multiple Gibbs energy minima. As such, local
minimization methods were invariably favored
in the early days of CALPHAD. However, with
the advent of faster computers, such an advan-
tage becomes less tangible when dealing with
relatively simple calculations, and the user will
notice little effective difference in speed. Codes
such as Thermo-Calc (Ref 16) and PANDAT
(Ref 17) now offer global minimization meth-
ods as part of their calculation capability. How-
ever, if the problem to be solved involves
multicomponent alloys with numerous multiple
sublattice phases containing a potentially large
number of local minima, speed issues will still
arise.
Whether to use local or more global meth-

ods is a pertinent question if reliability of the
final calculation is an issue. For the case of
calculation of multicomponent alloys, such as
those used by industry and where the compo-
sition space is reasonably prescribed, local
minimization methods have been used suc-
cessfully for many years and have proved
highly reliable.
One of the earliest examples of Gibbs energy

minimization applied to a multicomponent sys-
tem was by White et al. (Ref 18), who consid-
ered the chemical equilibrium in an ideal gas
mixture of oxygen, hydrogen, and nitrogen with
the species H, H2, H2O, N, N2, NH, NO, O, O2,
and OH being present. The problem here is to
find the most stable mixture of species. The
Gibbs energy of the mixture was defined using
Eq 1 and defining the chemical potential of
species i as:

Fig. 2 Simple body-centered cubic structure sites
consisting of eight-unit cells with preferential

occupation of atoms in the body center and corner
positions
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Gi ¼ G
o

i þ RT loge ai (Eq 20)

where G
o

i is the standard chemical potential of
species i. Standard mass balance equations
were then made where:

X
i

aijxi ¼ nj ðj ¼ 1; 2; . . .mÞ (Eq 21)

where aij represents the number of atoms of ele-
ment j in the species i, xi is the number of moles
of species i, and nj is the total number of moles
of m different elements in the system. These
authors presented two methods of Gibbs energy
minimization, one of which used a linear pro-
gramming method developed by Dantzig et al.
(Ref 19), and the other is based on the method
of steepest descent using Lagrange’s method
of undetermined multipliers. The method of
steepest descent provides a rapid solution to
the minimization problem and was later used
by Eriksson (Ref 20, 21) and Eriksson and
Rosen (Ref 22) in the software codes SOLGAS
and SOLGASMIX. SOLGAS, the earlier code,
treated a mixture of stoichiometric condensed
substances and an ideal gas mixture, while
SOLGASMIX was further able to include non-
ideal solution phases.
The minimization methods used by later pro-

grams such as ChemSage, the successor to Sol-
GAsMix (Ref 23); F*A*C*T (Ref 24);
FactSage, the recent combining of ChemSage
and F*A*C*T (Ref 25); Thermo-Calc (Ref
16); and MTDATA (Ref 26) are, in the broadest
sense, similar in principle to that described pre-
viously, although there are clear differences in
their actual operation (Ref 27, 28). Thermody-
namic models are now more complex, which
may make it necessary to consider further
degrees of freedom. However, constraints are
still made to the system such that the Gibbs
energy may be calculated as a function of
extensive variables, such as the amount of each
phase present in the system. Initial estimates
are made for the Gibbs energy as a function
of phases present, their amounts and composi-
tion, and so on. The Gibbs energy is then calcu-
lated and some numerical method is used,
whether it be through Lagrangian multipliers
(Ref 27) or a Newton-Raphson method (Ref
28), by which new values can be estimated
and which will cause the Gibbs energy to be
decreased. When the difference in calculated
Gibbs energy between the iterative steps
reaches some small-enough value, the calcula-
tion is taken to have converged.
As mentioned earlier, recent developments

have been made to develop more global mini-
mization codes, for example, Thermo-Calc and
PANDAT. Such codes use mathematical meth-
ods to search out all possible minima and com-
pare Gibbs energies of the local minima so that
the most stable equilibrium is automatically
calculated. A review of currently available soft-
ware for calculating phase equilibria as of the
year 2002 can be found in a special issue of
the CALPHAD journal (Ref 29).

Application of CALPHAD
Calculations to Industrial Alloys

Introduction

From the beginning, one of the aims of CAL-
PHAD methods has been to calculate phase
equilibria in the complex, multicomponent
alloys that are used regularly by industry. Cer-
tainly, the necessary mathematical formulations
to handle multicomponent systems have existed
for some time and have been programmed into
the various software packages for calculation
of phase equilibria since the middle of the last
century. However, it is interesting to note that,
until the 1990s (with the exception of steels),
there had been very little actual application to
the complex systems that exist in technological
or industrial practice, other than through calcu-
lations using simple stoichiometric substances,
ideal gas reactions, and dilute solution models.
Dilute solution modeling has been used for

some time, because it is not very intensive in
computational terms, and some industrially
important materials, although containing many
elements, are actually quite low in total alloy
or impurity content, for example, high-strength,
low-alloy steels. Examples in this area can be
found in Ref 30 to 33. The limitations of dilute
solution models were discussed earlier.
Although useful for certain limited applica-
tions, they could not begin to handle, with any
accuracy, highly alloyed materials such as
stainless steels or nickel-base superalloys. Sub-
stance calculations, while containing large
numbers of species and condensed phases, are,
in many ways, even more limited in their appli-
cation to alloys, because they do not consider
interactions in phases involving substantial
mixing of the components.
The main areas of application for more

generalized models were, until the 1990s,
mainly restricted to binary and ternary systems
or limited to “ideal industrial materials,” where
only major elements were included. The key to
the general application of CALPHAD methods
in multicomponent systems was the develop-
ment of sound, validated thermodynamic data-
bases for use in the available computing
software. Until then, there had been a dearth
of such databases.
Steels were a notable exception to this trend

and, in particular, stainless and high-speed
steels, where alloy contents can rise to well
above 20 wt%. For such alloys, a concentrated
solution database (Fe-Base) has existed since
1978, based on work done at the Royal Institute
of Technology, Stockholm in Sweden. How-
ever, although far more generalized than dilute
solution databases, its range of applicability is
limited in temperature to between 700 and
1200 �C (1290 and 2190 �F).
The lack of similar databases for other mate-

rial types presented severe problems for CAL-
PHAD calculations with any of the other
commonly used materials and led to a

concentration of application to steels. However,
during the 1990s, further multicomponent data-
bases were developed for use with aluminum
alloys (Ref 34), steels (Ref 3, 35), nickel-base
superalloys (Ref 36), and titanium- and TiAl-
base alloys (Ref 37, 38). These databases were
created mainly for use with industrial, complex
alloys, and the accuracy of computed results
was validated to an extent not previously
attempted. Simple, statistical analysis of aver-
age deviation of calculated result from experi-
mental measurement in “real,” highly alloyed,
multicomponent alloys has demonstrated that
CALPHAD methods can provide predictions
for phase equilibria whose accuracy lies close
to that of experimental measurements.
The importance of validation of computed

results cannot be stressed too highly. Computer
models, such as those used to simulate materi-
als processing, rely on input data that can be
time-consuming to measure but readily pre-
dicted via CALPHAD and related methods.
For example, it is possible to model the proces-
sing of a steel at all stages of manufacture,
starting from the initial stages in a blast fur-
nace, through the refinement stages to a casting
shop, followed by heat treatment and thermo-
mechanical processing to the final product
form. Such a total modeling capability requires
that confidence can be placed in the predictions
of each of the building blocks, and, in the case
of CALPHAD methods, the key to success is
the availability of high-quality, validated data-
bases. The following section concentrates on
databases.

Databases

Substance Databases. From a simple point
of view, substance databases have little com-
plexity because they are assemblages of
assessed data for stoichiometric condensed
phases and gaseous species. They have none
of the difficulties associated with nonideal
mixing of substances, which is the case for a
“solution” database. However, internal self-
consistency still must be maintained. For exam-
ple, thermodynamic data for C(s), O2<g>, and
CO2<g> are held as individual entries, which
provide their requisite properties as a function
of temperature and pressure. However, when
put together in a calculation, they must com-
bine to give the correct Gibbs energy change
for the reaction C(s) + O2<g> $ CO2<g>. This
is a simple example, but substance databases
can contain more than 10,000 different sub-
stances; therefore, it is a major task to ensure
internal self-consistency so that all experimen-
tally known Gibbs energy of reaction are well
represented. Examples of substance databases
of this type can be found in Ref 39.
Solution databases, unlike substance data-

bases, contain thermodynamic descriptions for
phases that have potentially very wide ranges
of existence, both in terms of temperature and
composition. For example, the liquid phase
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usually extends across the whole of the compo-
sitional space encompassed by complete mixing
of all of the elements. Unlike an ideal solution,
the shape of the Gibbs energy space arising
from nonideal interactions can become
extremely complex, especially if nonregular
terms are used.
Although it may seem an obvious statement,

it is important to remember that thermodynamic
calculations for multicomponent systems are
multidimensional in nature. This means that it
becomes impossible to envision the types of
Gibbs energy curves illustrated in many teach-
ing texts on thermodynamics and which lead
to the easy conceptualization of miscibility
gaps, invariant reactions, and so on. In multi-
component space, such things are often very
difficult to understand, let alone conceptualize.
Miscibility gaps can appear in ternary and
higher-order systems, even though no miscibil-
ity gap exists in the lower-order systems, and
the Gibbs phase rule becomes vitally important
in understanding reaction sequences. Partition
coefficients that apply in binary systems are
usually altered in a multicomponent alloy and
may change sign. Also, computer predictions
can be surprising at times, with phases appear-
ing in temperature/composition regimes where
an inexperienced user may well not expect.
In practice, many scientists and engineers

who require results from thermodynamic calcu-
lations are not experts in CALPHAD. As such,
it is necessary to validate the database for mul-
ticomponent systems so that the user can have
confidence in the calculated result.

Quantitative Verification of Calculated
Equilibria in Industrial Alloys

This section gives examples of how CAL-
PHAD calculations have been validated for
materials that are in practical use and are
concerned with calculations of critical tempera-
tures and calculations for the amount and com-
position of phases in duplex and multiphase
alloy types. These cases provide an excellent
opportunity to compare predicted calculations
of phase equilibria against an extensive litera-
ture of experimental measurements. This can
also be used to show that the CALPHAD route
provides results whose accuracy lies very close
to what would be expected from experimental
measurements. Validation of databases is a
key factor in increasing the use of CALPHAD
methodology for practical applications.
Calculations of Critical Temperatures. In

terms of practical use, one of the most impor-
tant features of phase equilibria can be the
effect of composition on some critical tempera-
ture. This can be a liquidus or solidus or a
solid-state transformation temperature, such as
the b-transus temperature in a titanium alloy.
The solidus value can be quite critical, because
solution heat treatment windows may be lim-
ited by incipient melting. In some materials, a
solid-state transformation temperature may be

of prime importance. For example, in titanium
alloys, it may be specified that thermomechani-
cal processing is performed at some well-
defined temperature below the b-transus
temperature. The CALPHAD route provides a
method where such temperatures can be quickly
and reliably calculated.
Steels. One of the most striking successes of

the CALPHAD technique has been in the highly
accurate calculation of liquidus and solidus tem-
peratures. Because of their inherent importance
in materials processing, there are numerous
reported measurements of these values that can
be used to judge how well CALPHAD calcula-
tions perform in practice. For example, detailed
measurements of liquidus and solidus values for
steels of all types have been made by Jernkontoret
(Ref 40). The values were obtained on cooling at
three different cooling rates: 0.5, 1, and 5 �C/s�1

(1, 2, and 9 �F/s�1). The effect of cooling rate
was not often high on the liquidus but could be
quite profound on the solidus, due to the effects
of nonequilibrium segregation during the liquid
! solid transformation. Calculations for liquidus
and solidusweremade for these alloys (Ref 3) and
comparedwith results obtained at the lowest cool-
ing rate. Figure 3 shows the results of this compar-
ison, and the accuracy of the predictions is
impressive, particularly for the liquidus values,
which exhibit an average deviation from

experiment (d) of only 6 �C (11�F). It is also
pleasing to note how well the solidus values are
predicted, with an average deviation of just under
10 �C (18 �F). Three solidus values are not
matched so well and are highlighted. In these
alloys, low-melting eutectics were observed but
not predicted, and it is uncertain if the difference
is due to an inherent inaccuracy in the prediction
or to the persistence of nonequilibrium segrega-
tion during solidification.
Titanium Alloys. In titanium alloys, there are

numerous measurements of the b transus (the
temperature above which the alloy becomes
fully b), because this is a critical temperature
for these alloys. Figure 4 shows the comparison
between predicted (Ref 37) and measured
(Ref 41 to 51) values for titanium alloys of all
types, ranging from b-type alloys, such as Ti-
10V-2Al-3Fe, through to the a-types, such as
IMI834. The results exhibit an average devia-
tion from experiment of less than 15 �C
(27 �F), which is very good for the measure-
ments of a solid-state transformation such as
the b transus.
Nickel-Base Superalloys. In nickel-base

superalloys, the temperature window where an
alloy can be heat treated in the fully g state is
a critical feature, both in alloy design and prac-
tical usage. This heat treatment window is con-
trolled by both the g0 solvus temperature (g0s)

Fig. 3 Comparison between calculated and experimental solidus and liquidus values for steels. The three half-filled
symbols are solidus temperatures that do not match as well
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and the solidus, and there have been numerous
experimental measurements of these properties.
A further key feature for cast alloys is the liqui-
dus; thus, numerous measurements have also
been made for this temperature. Figure 5 shows
a comparison between calculated (Ref 36) and
experimental (Ref 52 to 61) values for g0s,
liquidus (Tl), and solidus (Ts) for a wide variety
of nickel-base superalloys. Average deviations
from experiment are typically the same as for
steels and titanium alloys, with d for liquidus
and solidus being 6 and 10 �C, respectively,
while d for the g0s is less than 15 �C (27 �F).
Calculations for duplex and multiphase

materials are explained in the following.
Duplex stainless steels have been a fruitful

area for CALPHAD calculations and have
provided an example of the high level of suc-
cess that has been achieved for practical materi-
als. An early study by Hayes (Ref 62)
demonstrated that very reasonable predictions
for amounts of austenite could be obtained for
a variety of different duplex stainless steels.
The later work of Longbottom and Hayes (Ref
63) showed how combining CALPHAD calcu-
lation and experiment can provide very accu-
rate formulae for the variation in austenite and
ferrite as a function of composition and heat
treatment temperature in Zeron 100 stainless
steels. These formulae could then be used dur-
ing production of the material to help define
temperatures for thermomechanical processing.
Other calculations (Ref 3) for a wide variety of

duplex stainless steels were made for the amounts
of austenite as a function of temperature and the
partition coefficients of various elements in aus-
tenite and ferrite and comparedwith experimental
results (Ref 63 to 77) (Fig. 6, 7). In Fig. 6, the
experimental results, given in volume fraction,
have been compared with mole percent predic-
tions, which is reasonable because molar volumes
of the two phases are very similar. The d for the
amount of austenite is less than 4%, of the same
order aswould be expected for experimental accu-
racy, and the comparison of elemental partition
coefficients is extremely good. Carbon and nitro-
gen levels, which, in practice, are difficult to mea-
sure, are automatically calculated at the same
time.Where suchmeasurements have been made,
the comparison is very good, which further
emphasizes the advantage of using a calculation
route.
Titanium Alloys. Duplex microstructures are

usually formed in titanium alloys, and they
are classed using the level of a- or b-titanium
in the alloy. There are a few fully a and b
alloys; most are duplex in nature. Much work
has been done in measuring the b transus, but
fewer results are available in the open literature
for the variation of volume fraction and com-
position of a and b. Figures 8(a) to (c) show
comparisons between calculated (Ref 37) and
experimental (Ref 48, 50, 78 to 80) phase per-
cent versus temperature plots for three types
of commercial alloys with varying a levels:
Fig. 8(a) Ti-6Al-4V; Fig. 8(b) SP700; and
Fig. 8(c) Ti-10V-2Fe-3Al. Because the molar

Fig. 4 Comparison between calculated and experimental b-transus temperatures in titanium alloys. Data reference
numbers are given in the legend

Fig. 5 Comparison between calculated and experimental critical temperatures for nickel-base superalloys. Reference
numbers are given in the legend
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volumes of a and b are very similar, mole per-
cent can be taken as equivalent to volume per-
cent. The agreement is very satisfactory.
Nickel-Base Superalloys. In nickel-base

superalloys, considerable work has been
done on the determination of g/g0 equilibria,
and substantial literature exists with which
to compare CALPHAD calculations with
experimental results. Figure 9 shows a com-
parison between experiment (Ref 55, 81 to
92) and calculation (Ref 36) for g0 amounts
in a wide variety of superalloys, ranging
from low-g0 types such as Waspaloy through
very highly alloyed types such as IN939 to
single-crystal alloys such as SRR99. The
accuracy is similar to that for the duplex
steels, with dof the order of 4%. In the
comparison, results can be in either weight
percent or volume percent. For the latter
case, because lattice mismatches are so
small, mole percent values give almost
identical values to volume percent.
Figures 10(a) to (c) show some of the com-

parisons for the composition of g and g0, where
the high standards of comparison between
experimental (Ref 81 to 95) and calculated
(Ref 36) results are maintained. Where experi-
mental results have been quoted in weight per-
cent, they have been converted to atomic
percent to allow for consistency of comparison.
The dfor elements such as aluminum, cobalt,
and chromium is close to 1 at.%, while for
molybdenum, tantalum, titanium, and tungsten,
this value is close to 0.5 at.%. The number of
experimental values for hafnium and niobium
were found to be too few to be statistically
meaningful, but results for average differences
appeared to be slightly better than obtained for
molybdenum, tantalum, titanium, and tungsten.

Summary

It is clear from the results shown in this sec-
tion that the CALPHAD route is providing pre-
dictions whose accuracy lies close to that
expected from experimental measurement. This
has significant consequences when considering
CALPHAD methods in both alloy design and
general everyday usage, because the combina-
tion of a high-quality, assessed database and
suitable software package can, for a wide range
of practical purposes, be considered as an infor-
mation source that can legitimately replace
experimental measurement.

Extending CALPHAD Methods to
Model General Material Properties

While thermodynamic modeling provides
useful information on specific aspects of
materials processing, modern-day simulation
packages, often using finite-difference/finite-
element methods, rely extensively on more

Fig. 6 Comparison between calculated and experimentally observed percentage of austenite in duplex stainless
steels. Reference numbers are given in the legend. (Data from Ref 63 represent dual-phase steels.)

Fig. 7 Comparison between calculated and experimentally observed partition coefficients between austenite and
ferrite in duplex stainless steels. Reference numbers are given for elemental partition coefficients
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general material properties, such as thermo-
physical and physical properties, flow stress
data as a function of both temperature and
strain rate, continuous cooling transformation
(CCT) and CCT diagrams, and so on. The
next section discusses how CALPHAD calcu-
lations can be directly extended to provide
much of the required material property infor-
mation for the modeling and simulation of

materials processes and to materials behavior
in service.
With the increasing adoption of CALPHAD

tools in industrial practice during the 1990s, it
became clear that there was real potential to
extend the method, such that general material
properties could be modeled. When it was rea-
lized that phase formation, Gibbs energy
driving forces for phase transformations, fault

energies, and so on could be reliably calcu-
lated, rapidly and as required, it became clear
that CALPHAD calculations could be used in
models already in existence for calculating
material properties.
Figure 11 shows a flow chart that

encapsulated the status in the late 1990s. Al-
though it was possible to calculate phase
formation very accurately and use CALPHAD
methods for alloy development (Ref 96 to
100), the quantitative linkage to material proper-
ties was lacking. Computer models that directly
used thermodynamic calculations for modeling
phase transformations already existed, for exam-
ple, in the calculation of time-temperature trans-
formation (TTT) diagrams in carbon and low-
alloy steels (Ref 30, 101 to 103) or the software
package DICTRA that could consider more
generalized diffusional phase transformations
(Ref 104). Hardenability was linked to calcu-
lated TTT diagrams in steels (Ref 101), but
beyond this, any link to predict material proper-
ties was invariably missing.
Over the last decade, the quantitative link to

material properties has now been forged, and it
is possible to calculate much of the property data
required for the modeling and simulation of
materials processes, both rapidly and on demand
(Ref 105 to 109). The properties that can be cal-
culated are wide ranging, and some are listed as
follows:

� Temperature-dependent thermophysical and
physical properties

a. Specific heat, enthalpy
b. Density, thermal expansion coefficient,

linear expansion
c. g/g0 mismatch
d. Thermal and electrical conductivity
e. Liquid viscosity/diffusivity/surface tension
f. Young’s/bulk/shear moduli, Poisson’s

ratio
� Phase transformations

a. CCT and TTT diagrams
b. g0 and g" coarsening, g0 microstructure

modeling

Fig. 8 Comparison of calculated mol% (line Ref 37) and experimental values (vol% considered equivalent to mol%) versus temperature for three duplex titanium alloys: (a) Ti-6Al-
4V, (b) SP700, and (c) Ti-10V-2Fe-3Al. Sources of data: (a) given in legend, (b) Ref 48, and (c) Ref 80

Fig. 9 Comparison between observed and calculated amounts of g0 in nickel-base superalloys. Reference numbers
are given in the legend
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� Temperature- and strain-rate-dependent mech-
anical properties

a. Proof stress, tensile stress, and hard-
ness

b. Stress-strain curves
c. Creep and rupture life/strength
d. Mushy zone properties

It is further possible to self-consistently
calculate properties such that modeling of
quench distortion and heat treatment is enabled
by a link between phase transformations and
physical and mechanical properties. This sec-
tion briefly discusses the links that have made
such a capability possible while providing a
few examples of their use.

Modeling of Physical Properties—Effect
of Alloy Composition on Solidification
Simulations

Thermophysical and physical properties are
an a priori requirement for process simulation
of materials, not least of all for casting of alloys.
However, while it is possible to calculate phase
formation during solidification for a wide range
of alloy types using the so-called Scheil-Gulliver
(SG) solidification model, none of the requisite
physical properties can be provided. The aim of
this section is first to describe the SGmodel, then
to show how the link with physical properties can
be made, and finally to demonstrate its use for
some aluminum casting alloys.
The SG model can be considered as a comple-

mentary limiting case to equilibrium solidifica-
tion, whereby it is assumed that solute diffusion
in the solid phase is small enough to be considered
negligible and that diffusion in the liquid is
extremely fast—fast enough to assume that diffu-
sion is complete. The process that physically
occurs can be envisioned as follows.
A liquid of composition Co is cooled to a

small amount below its liquidus. It precipitates
out a solid with a composition CS,1, and the liq-
uid changes its composition to CL,1. However,
on further cooling, the initial solid cannot
change its composition due to lack of back dif-
fusion, and it is effectively isolated. A local
equilibrium is then set up where the liquid of
composition CL,1 transforms to a liquid of com-
position CL,2, and a solid with composition CS,2

is precipitated onto the original solid with com-
position CS,1. This process occurs continuously
during cooling and when k < 1 leads to the
solid phase being lean in solute in the center

of the dendrite and the liquid becoming more
and more enriched in solute as solidification
proceeds. Eventually, the composition of the
liquid will reach the eutectic composition, and
final solidification will occur via this reaction.
Any appearance of secondary phases can be

easily taken into account in this approach if it
assumed that no back diffusion occurs in them.
Therefore, all transformations can be accounted
for, including the final eutectic solidification.
The limit to the SG simulation is that some back
diffusion will take place. However, if the degree
is small, good results will still be obtained.
For example, Backerud et al. (Ref 110) have

experimentally studied almost 40 commercial
alloys, and calculated results have been com-
pared to all of these. Results of the comparisons
of fraction solid versus temperature for some of
these alloys are shown in Fig. 12. The agree-
ment is most striking, and the level of accuracy
achieved for these alloys is quite typical of that
attained overall in the comparison.
While the CALPHAD route directly supplies

important information such as heat evolution
and fraction solid as a function of temperature,
it does not directly supply any of the other
material property requirements such as volume,
thermal conductivity, viscosity, various moduli,
and so on. To do so requires extensive property
databases that can be linked to thermodynamic
calculations and that allow the calculation of
properties for the individual phases involved.
For individual phases in multicomponent

systems, properties such as molar volume, ther-
mal conductivity, Young’s modulus, Poisson’s
ratio, and so on are modeled using pairwise
mixture models, similar to those used to model
thermodynamic excess functions in multicom-
ponent alloys (see, for example, the section
“Thermodynamic Models” in this article). For
solidification, properties of the liquid are of
prime importance, and Fig. 13 and 14 show
comparisons between experimental densities
(Ref 111, 112) and thermal conductivities with
calculation (Ref 105) for a wide range of alloys
in the liquid state. When the property of indi-
vidual phases is defined, the property of the
final alloy can be calculated using mixture

Fig. 10 Comparison of composition of g and g0 determined experimentally, as given in the legend by reference numbers, with calculated results (Ref 37) in nickel-base superalloys
for (a) chromium, (b) aluminum, and (c) cobalt

Fig. 11 Flow chart for the status of thermodynamic
calculation in relation to predicting material

properties
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models that can account for the effect of micro-
structure on the final property (Ref 113, 114).
Such models, which were developed for two-
phase systems, have been extended to allow
calculations to be made for multiphase struc-
tures. As such, physical properties can be calcu-
lated for any process where phase formation
can be modeled.
Combining phase formation from the Scheil-

Gulliver solidification model with physical
property models means that almost all of the
necessary input data for casting simulation
packages can be calculated simultaneously and
extremely rapidly. Data can then be readily
exported to the software package for simulation
to be undertaken.
The use of calculated data has some specific

advantages:

� Data for new alloys, or alloys where little or
no experimental data exist, can be provided
rapidly.

� Data are calculated self-consistently, which
is important because solidification is invari-
ably a nonequilibrium process, where it is
difficult to measure properties during the
solidification process itself. This can mean

that input data for simulation are based on
data sheets provided by the alloy supplier,
in which case properties may be for heat
treated alloys, where properties may be more
closely associated with equilibrium rather
than the nonequilibrium as-cast state. For
example, the solidification range for the
nickel-base superalloy 718 is reported in
the relevant datasheet as 1260 to 1336 �C
(Ref 115). However, the solidus during
solidification is much reduced and lies closer
to 1150 �C (Ref 116), providing a much
extended solidification range. In some cases,
it may be that the solidification range during
actual casting is experimentally established
but the physical properties may not be, in
which case a self-consistent set of properties
is almost impossible to obtain.

� A further advantage of obtaining data
through calculations is that the variation in
composition is automatically taken into
account, whereas experimentally derived
data files of properties held by simulation
packages tend to provide data for a generic
alloy type. So, for example, solidification
simulations for various melts of 356 will
use a single set of measured data that do

not take into account the effect of composi-
tion variations.

Examples of the use of calculated properties
in casting simulations, with particular regard
to composition sensitivity, are shown for two
aluminum alloys.
Fluidity of Japanese Aluminum Alloy

ADC12. Composition specifications provided
for alloy types can be wide ranging, and it is
known that there is variation in casting proper-
ties due to variations in the composition of
alloy melts. To this end, a simple casting simu-
lation was set up to model a fluidity spiral for
an ADC12 silicon eutectic alloy (alloy similar
to AA383) by using two compositions that were
appropriate to the lowest and highest elemental
levels of the specification.
Figure 15 shows the fraction solid versus

temperature plots for the two alloys. The high-
specification (HS) alloy is hypereutectic, with pri-
mary silicon and intermetallics forming over a
significant temperature range, while the low-
specification (LS) alloy forms approximately
22% primary aluminum. At the start temperature
of eutectic solidification for the HS alloy (565
�C, or 1050 �F), the fraction solid for the LS alloy
is�65%, in comparison to�5% for the HS alloy.
The discrepancies between fraction solid at any
temperature remain high for much of the solidifi-
cation sequence, although both finally solidify
via a eutectic involving Al2Cu. Due to the very
different behavior of the two alloys, there is a
subsequent effect on all of the properties as a func-
tion of temperature. An example is the volume
change in the range 450 to 650 �C (840 to
1200 �F), which again is quite different for the
two alloys (Fig. 16).
The consequences to castability are very sig-

nificant; to demonstrate potential effects, a sim-
ulation of fluidity using a spiral test was
undertaken using ProCAST, with the input
material data files created by calculation
(Fig. 17). While the high-specification alloy
has excellent fluidity, the low-specification
alloy behaves, in comparison, quite poorly.
Hotspot Simulation for Casting of A356

into Truck Steps. While the case of the
ADC12 alloy shows the effect of large changes
in composition, it is also instructive to view the
change in a casting simulation when only small
changes are made to an alloy. To this end, a
simulation for the die casting of the step of a
truck, cast from the aluminum alloy 356, is
used, and only the minor elements are changed
(Ref 117). For example, one composition was
Al-0.01Cu-0.2Fe-0.3Mg-0.02Mn-7Si-0.025Zn
(wt%), while the other had higher levels of cop-
per (0.25%), manganese (0.3%), and zinc
(0.35%).
Although the effect of changes in composi-

tion on fraction solid versus temperature behav-
ior is much smaller in comparison to the
ADC12 alloy, the effect on the formation of
isolated hotspots is quite significant (Fig. 18),
leading to potentially important differences in
defect formation between the two cases.
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Fig. 12 Fraction solid versus temperature plots for various aluminum alloys calculated under Scheil conditions with
experimental results (□) of Backerud et al. (Ref 110) shown for comparison
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Modeling of Temperature- and
Strain-Rate-Dependent Strength

A major success in the extension of thermo-
dynamic modeling to the modeling of more
general material properties has been in the area
of mechanical properties, particularly with
respect to the temperature and strain-rate
dependency of high-temperature flow stress
(Ref 106, 109). Generally speaking, room-
temperature strength decays gradually with
increasing temperature up to the point where it
enters into a temperature regime where there
is a sharp fall in strength, a substantial increase
in ductility, and the flow stress becomes much
more strongly dependent on strain rate. Figure 19
shows such a behavior for the nickel-base
superalloy Nimonic 75. The sharp drop in
strength is due to a change from a deformation
mechanism dominated by dislocation glide
(DG) at low temperatures to one dominated by
dislocation climb (DC) at higher temperatures,
the controlling mechanism for creep.
To model the strength of an alloy, the first

requirement is the strength of the matrix, usu-
ally a solid-solution phase such as austenite or

Fig. 13 Comparison between calculated and reported (Ref 111) density for various liquid commercial alloys

Fig. 14 Comparison between calculated and reported (Ref 111, 112) thermal conductivities for various liquid
commercial alloys

Fig. 15 Calculated fraction solid curves for a low-
and high-specification ADC12 aluminum

casting alloy

Fig. 16 Calculated volume change versus temperature
plots for a low- and high-specification ADC12

aluminum casting alloy
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ferrite in steels or the g phase in nickel-base
alloys and so on. Any hardening effects, such
as those found with g0 strengthening in nickel-
base superalloys, must then be added. Strain-
rate and temperature dependency is further
required. The next sections describe the devel-
opment of models to take such effects into
account in both the DG and DC regimes.
Solid-Solution Strengthening. In solid-

solution alloys, when the phase or phases present
in the alloy and their composition are known, it is
possible to model strength at lower temperatures
in a similar way to physical properties, using pair-
wise mixture models. Using a standard Hall-Petch
equation,sy =s0 + kd1/2, strength (s) dependence
due to grain size (d) can be provided. Figure 20

shows a comparison between experimentally
measured and calculated 0.2% proof strength for
a variety of solid-solution alloys (Ref 118), which
include duplex stainless steels. Using relationships
developed by Tabor (Ref 119), it is further possible
to interrelate hardness, tensile strength, and proof
stress as well as to predict stress/strain curves.
Precipitation Strengthening by g0. Models

for the strengthening of nickel-base superalloys
by g0 have existed for many years (Ref 120).
However, their use in practice is historically
limited, the main reason being that the models
require inputs that are extremely difficult to
measure and obtain in a self-consistent fashion.
Following Brown and Ham (Ref 121), the yield
stress of a g0-hardened alloy can be derived as:

Fig. 18 Comparison of the hotspot result, based on the physical properties calculated from JMatPro for aluminum alloy 356 of (a) low and (b) higher levels of copper, manganese,
and zinc. Courtesy of Magma GMBH, generated using MagmaSoft

Fig. 17 Comparison of the spiral test result, based on the physical properties calculated from JMatPro for alloy ADC12 of low and high specification. Courtesy of UES Software
Asia, generated using ProCast

Fig. 19 Tensile properties for a Nimonic 75 nickel-
base superalloy. Source: Ref 55
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YS ¼ YS0 þM
G
2b

A
Gfd
t

� �1=2

�f

" #
(Eq 22)

where YS0 is the yield (proof) stress of the g
matrix, M is the Taylor factor (Ref 122) that
relates the proof stress in polycrystalline mate-
rial and critical shear stress in single-crystal
specimens (�3 for face-centered cubic, or fcc,
materials, Ref 122), G is the antiphase domain
boundary (APB) energy of g0 in the {111}
plane, b is the Burgers vector of dislocation, d
is the particle diameter, f is the volume fraction
of g0 precipitates, t is the line tension of the dis-
location, and A is a numerical factor depending
on the morphology of the particles, which, for
spherical particles, equals 0.72. Equation 22 is
used for small g0 particles, but equations for
larger particles exist that use similar input para-
meters (Ref 123).
While it is conceivable to experimentally deter-

mine YS0 and f, it would be very time-consuming
and therefore very restrictive for a predictive
model. Other parameters, such as G and t, are, in
any case, highly problematical to obtain experi-
mentally. Therefore, it can easily be understood
why such equations were rarely used.
However, using thermodynamic calculations,

the phase amounts and compositions are rapidly
obtained, which provides f. The solid-solution-
strength calculations providing YS0 and t can
be calculated from the shear modulus of the g
solid solution. This leaves G as the only
remaining input parameter to be obtained,
which can be done as follows.
In a perfectly ordered superlattice, such as

the L12, the position of the various unlike and

like atoms is prescribed by the ordering of the
superlattice. When dislocations pass through
this ordered structure, a breakdown of local
chemical order ensues, with the subsequent cre-
ation of an APB. This boundary has a charac-
teristic energy dependent on the change in the
number of like and unlike bonds across the
boundary. The number of such bonds across
the APB is known from crystallographic con-
siderations and, if the energy of the various
bonds can be calculated, the APB energy can
also be calculated. Using thermodynamic calcu-
lations, the various bond energies can be calcu-
lated at will (Ref 124); hence, all of the
required input for strength of a g0-hardened
nickel-base superalloy can be obtained a priori.
The success of the model has been demon-
strated by extensive comparison with experi-
ment (Ref 106, 125).
Temperature- and Strain-Rate Depen-

dency of Strength in the Dislocation-Glide-
Controlled Temperature Regime. Examina-
tion of the yield/proof stress as a function of
temperature, s(T ), for many different types of
alloys shows a clear correlation between the
rate of decrease in s(T ) with increasing tem-
perature and the room-temperature 0.2% proof
stress (sRT). The decay is well matched using
an exponential form of the following type:

sðTÞ ¼ aþ b exp
�Q

RT

� �
(Eq 23)

where a and b are constants directly related to
sRT, and the value of Q is determined empiri-
cally through regression analysis based for each
alloy type, for example, whether they are steels,

titanium alloys, austenitic or ferritic stainless
steels, and so on.
Well-established approaches to strain-rate

sensitivity (Ref 126) can also be applied and
take the form:

sðT; _eÞ ¼ soðTÞ
_e
_eo

� �m

(Eq 24)

where so(T) is the yield/proof stress at the stan-
dard strain rate of _eo, _e is the applied strain rate,
and m is the strain-rate-dependency factor.

Strength in the Dislocation-Climb-Con-
trolled Temperature Regime. As mentioned
in the introduction to the section “Modeling of
Temperature and Strain-Rate-Dependent
Strength” in this article, the predominant defor-
mation mechanism at high temperatures is con-
trolled by creep and hence dislocation climb.
Therefore, to predictively model high-tempera-
ture strength, it is necessary to model creep
processes.
In fcc-based alloys, such as nickel-base

superalloys, austenitic stainless steels and, in
reality, most steels at high temperatures, the
secondary creep rate can be calculated using a
model that features both a back stress function
and takes the stacking fault energy (gSFE)
explicitly into account. The approach has the
advantage that it contains parameters that have
an identifiable physical basis and can be calcu-
lated self-consistently. The ruling equation is
taken as (Ref 106, 127):

_es ¼ ADeff

gSFE
Gb

� �m s� so

E

� �n
(Eq 25)

where _es is the secondary creep rate, A is a
materials-dependent parameter, Deff is the
effective diffusion coefficient, gSFE is the stack-
ing fault energy of the matrix at the temperature
of creep, b is the Burgers vector, s is the
applied stress, so is the back stress, and G and
E are the shear and Young’s moduli of g at
the creep temperature, respectively. The back
stress, so, is calculated following the treatment
of Lagneborg and Bergman (Ref 128), such that
so = 0.75s when s < 4sp/3 (where sp is the
critical back stress from strengthening due to
precipitates), and so = sp when s > 4sp/3.
The exponents m and n can have a range of
values in the literature, but self-consistent
application in the model shows that fixed values
of m = 3 and n = 4 can account for many alloy
types. Models for body-centered cubic materi-
als are similar in general form to Eq 25 but do
not use a corresponding fault energy in their
formulation.
Application of Eq 25 requires knowledge of

the composition of the matrix phase at temper-
ature, so that an effective diffusion coefficient
and the shear and Young’s moduli can be calcu-
lated. Also, the back stress due to precipitation
hardening must be estimated. These parameters
are now readily calculated as described previ-
ously, and the only parameters then required
are gSFE and A. The parameter gSFE is readily

Fig. 20 Comparison between calculated and experimentally measured 0.2% proof stress in iron- and nickel-base
solid-solution alloys. Source: Ref 118
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obtained by thermodynamic calculation,
because it can be directly related to the Gibbs
energy difference between the fcc and close-
packed hexagonal phases (Ref 129). This then
leaves one parameter, A, which is empirically
evaluated and taken as a constant.
The creep model can now be applied directly

to high-temperature strength by assuming that
the alloy will yield via creep when the strain
rate of the mechanical test is equal to or slower
than the creep rate at the testing temperature.
Figure 21 shows the comparison between
experimental and calculated yield stress versus
temperature for two alloys (Ref 106), one a
solid-solution alloy (Nimonic 75) and the other
hardened by g0 precipitates (Nimonic 105). For
Nimonic 105, in the creep-controlled region,
the alloy is weakened by the gradual removal
of g0 to the point that, above its g0s of 1025 �C
(1877 �F), it becomes fully g. The method has
been applied to a wide variety of nickel-base
superalloys, and excellent agreement is found
with the temperature dependency of the yield/
proof stress (Ref 109).
Calculation of Temperature- and Strain-

Rate-Dependent Stress/Strain Diagrams. It
is quite straightforward to calculate stress/strain
curves in the low-temperature dislocation glide
regime using standard formulae. However, no
such formulae exist for creep-controlled defor-
mation. To do so requires that creep models
include both primary and tertiary creep. This
allows the calculation of full creep curves as a
function of applied stress and the subsequent
construction of a three-dimensional surface that
has as its axes stress, strain, and time (Ref 130).
By tracking the surface of the stress/strain/time
envelope at a given temperature and a constant
strain rate, it is possible to calculate the flow
stress as a function of time and strain, which
directly provides a stress/strain diagram. The
model has been tested for a wide range of alloy
types, including steels, titanium alloys, and
nickel-base superalloys (Ref 109, 130).
Three types of true stress/strain diagrams are

produced (Fig. 22):

� Type 1: The classic low-temperature type,
exhibiting continual work hardening to
failure

� Type 2: The often-observed form of high-
temperature diagram with only a small work
hardening in the early strain stages, followed
by gradual and increasing flow softening

� Type 3: A third region, where there is initi-
ally substantial work hardening before flow
softening occurs

While the form and type of diagram is well
established for the type 1 calculation, it is
instructive to more closely compare with exper-
iment the form at high temperatures for the type
2 and 3 regions.
Figure 23 shows calculated stress/strain dia-

grams for Ti-6Al-4V (extra-low interstitial) at
various temperatures between 800 and
1050 �C (1470 and 1920 �F) (Ref 109). While

the agreement with experiment is striking, it is
equally noteworthy that Ti-6Al-4V is a two-
phase alloy below 1000 �C (1830 �F), so the
curves at 850, 900, and 950 �C (1560, 1650,
and 1740 �F) are duplex microstructures of a-
titanium and b-titanium, with a-titanium
becoming predominant at 850 �C (1560 �F),
while b-titanium is predominant at 950 �C
(1740 �F). Therefore, the success of the calcula-
tion not only relies on sound creep models for
both phases, but it is necessary to have a sound
model for obtaining the amount of each phase.
The effect of strain rate is also well matched,
with Fig. 24 showing the comparison between
calculated and experimental stress/strain curves

for the Ti-6Al-4V alloy at 950 �C (1740 �F) as
strain rate is varied between 1� 10�3 and 100 s�1.
Examples of stress/strain curves for type 3

behavior are shown for a carbon steel between
800 and 1200 �C (1470 and 2190 �F) in
Fig. 25. There is a clear region of substantial
work hardening followed by flow softening,
which is again well matched by calculation.
It has been more general to consider that flow

softening is a result of initial work hardening,
followed by recovery and recrystallization that
softens the alloy. However, such models have
not achieved significant predictability and are
often used only to replicate experimentally
observed behavior. By contrast, the model

Fig. 22 Calculated true stress/strain curves for a 316
stainless steel showing temperature-

dependent types of behavior. Type 1 = low-temperature
dislocation glide (DG) controlled; type 2 = high-
temperature dislocation climb (DC) controlled; and type
3 = combined DG and DC controlled

Fig. 21 Comparison between experimental and
calculated yield stress for Nimonic 75 and

105 as a function of temperature. Source: Ref 106

Fig. 23 Comparison between experimental and calculated flow stress curves for Ti-6Al-4V at various temperatures
with strain rate 0.1/s. Source: Ref 109
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described here is both predictive and repro-
duces known experimental behavior extremely
well. As further examples, Fig. 26 shows the
comparison between calculated and experimen-
tal flow stress at specific strain rates and tem-
peratures for the nickel-base superalloy 718
(Fig. 26a) and the stainless steel 316 (Fig. 26b).
The reason that the temperature range of flow

softening (here, considered due to creep) coincides
with recovery and recrystallization may be due to
the similarity in some of the fundamental physical
processes involved. In both scenarios, substantial

diffusion is required, and climb is important for
both processes. In addition to accurately predicting
high-temperature mechanical properties, there are
further reasons to believe that creep-controlled
deformation is appropriate. For example, it is noted
that flow softening occurs at very high strain rates,
>1 s�1, where it is unlikely that there is sufficient
time for large-scale subgrain and grain-boundary
rearrangements required for recovery and recrys-
tallization to take place. It is further noted that a
creep-dominant mechanism also accounts for the

frequently observed increase in ductility in the
high-temperature range (for example, Fig. 22).

Linking of Thermodynamic, Kinetic, and
Material Property Models

Kinetic modeling has been linked with ther-
modynamic calculations since the inception of
the CALPHAD method. There is a natural link-
age, in that many kinetic models require driving
forces and transition temperatures, for example,
the Ae3 or Ae1 temperatures in steels, as well as
diffusion coefficients and/or mobilities.
Steels. To this end, particularly in steels,

kinetic formalisms have been successfully linked
with dilute solution thermodynamic calculations
for the calculation of TTT and CCT diagrams
(Ref 101–103). The model of Bhadeshia (Ref
102, 103) is of particular interest because the
thermodynamic calculations were based on para-
equilibrium and include explicit driving forces,
rather than parameters based on undercooling
below the requisite transition temperatures. The
work of Kirkaldy and co-workers (Ref 101) fur-
ther linked their model to hardenability and pre-
sented numerous results of comparison of
calculated results with experiment.
The linking of kinetic models with material

property models has been applied mostly with
steels. This is almost certainly due to austenite
decomposition models being well established,
and therefore, the requisite model parameters
can be empirically derived from experimental
TTT or CCT diagrams. Established room-
temperature properties of the individual phases
present, that is, whether they are strength or
thermal conductivity of bainite, pearlite, and
so on, can be used in simple mixture models
to predict the room-temperature as-quenched
property. However, more recent work has
attempted to link thermodynamic and kinetic
models with material properties over the whole
temperature range.
For example, Miettinen and co-workers (Ref

131, 132) have developed a combined thermody-
namic and kinetic model for the cooling-rate-
dependent solidification of steels and linked this
to an austenite decomposition model to provide
prediction of phases in low-alloy and stainless
steel types from room temperature to the liquid
state. Using mainly dilute solution-type models
for physical properties, these authors were also
able to link the phases present with physical prop-
erties and to provide a significant extension to the
phase-versus-temperature predictions.
More recently, CALPHAD calculations

have been linked to an austenite decomposi-
tion model, based on an extended Kirkaldy
formalism, to predict TTT and CCT diagrams
for a wide range of steels, from carbon and
low-alloy types to medium- and high-alloyed
steels such as roll steels, tool steels, and var-
ious types of stainless steels (Ref 133, 134).
When this is linked with both strength and
physical property models, it is then possible
to calculate a full range of material properties

Fig. 24 Comparison between experimental and calculated flow stress curves for Ti-6Al-4V at 950 �C and at various
strain rates. Source: Ref 109

Fig. 25 Comparison of calculated and experimental stress-strain curves at 0.1/s for a carbon steel at various
temperatures. Source: Ref 109
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as a function of processing conditions. For
example, Fig. 27 and 28 show calculated
(Ref 134) mechanical and physical properties
of an 8620 steel as a function of cooling rate.
Figure 29 shows the subsequent room-
temperature mechanical properties in the
form of Jominy hardenability, which is well
matched to experiment (Ref 135).

It is possible to export information to process
simulation software such that modeling of man-
ufacture of components is possible. For exam-
ple, such information is of direct relevance to
the simulation of quench distortion. A key ele-
ment for the use of calculated data is that com-
patibility with the simulation software is
required. A trend in heat treatment software is

to empirically fit model parameters for austen-
ite decomposition so that the subsequently cal-
culated TTT or CCT diagram reasonably
matches experiment. Simple kinetic equations,
such as a very basic Johnson-Mehl-Avrami
type, may be used, for example:

X ¼ 1� expð�KtnÞ

where X is the fraction transformed at time t, K
is a constant, and n is the time exponent, often
called the Avrami exponent. Both K and n are
then empirically fitted for each transformation
product and may be temperature dependent.
Knowing the amount of transformation coupled
with simple mixture models for individual
phase properties thus allows property changes,
for example, volume as a function of time/tem-
perature, to be calculated simultaneously with a
process simulation that considers both heat
transfer and stress evolution.
The models that are successfully used for the

predictive modeling of austenite decomposition
are invariably more complex and subsequently
difficult, if not impossible, to implement interac-
tively. However, it is possible to empirically fit
temperature-dependentmodel parameters for aus-
tenite decomposition to the calculated TTT dia-
gram and export calculated material properties
for each phase to the requisite data file used by
the process simulation software.
Nickel-Base Superalloys. The link between

a combined thermodynamic and kinetic model
and material property models has been much
less explored outside of steels. The lack of gen-
eral application to other material types has
begun to be addressed through a link between
g0-phase evolution models and subsequent
material properties of nickel-base superalloys.
The TTT and CCT diagrams have been suc-

cessfully calculated for nickel-base superalloys
(Ref 106, 130), and it has recently proved pos-
sible to link a combined thermodynamic and
kinetic model for g0 microstructure evolution
with strength calculations (Ref 136). This par-
ticular case represents the integration of mate-
rial property modeling with thermodynamic
calculation at a high level and provides a very
satisfactory last example for this section.
A modified Johnson-Mehl-Avrami model has

been developed that can be generally applied to
calculate phase transformations for a variety of
material types (Ref 137). The model allows the
morphology of the precipitate to be considered as
well as specifics associatedwithpotential nucleant
sites. For g0 precipitation, a spherical particle is
assumed, and, for the case of steady-state nucle-
ation, the governing equations can be written as:

X ¼ V

VeqðTÞ ¼ 1� exp �fNrG
3
r t
4

� �
(Eq 26)

where X is the volume fraction of the product
phase, V is the volume transformed, Veq(T) is
the equilibrium volume amount of the phase at
temperature T, f is a shape factor with a value
close to unity, Nr is the nucleation rate, Gr is

Fig. 26 Comparison between experimental and calculated flow stress for (a) the nickel-base superalloy 718 (Ref 129)
and (b) stainless steel 316 at various temperatures and strain rates
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the growth rate, and t is time. For most cases,
and especially so for g0, the volume difference
between parent and product phases is similar
enough that volumes can be interchanged with
mole percent values, and Veq in the present case

is directly taken from the equilibrium mole
percent calculation. For the case where site
saturation occurs:

X ¼ 1� exp �fNoG
3
r t
3

� �
(Eq 27)

where No is the total number of active nucle-
ant sites. The methods used for calculating
Nr and Gr have been described in detail by
Li et al. (Ref 137), and all required informa-
tion can be obtained from thermodynamic cal-
culation and readily calculable diffusion
coefficients. As is known from practice, the
formation of g0 is very rapid, with little under-
cooling below the g0 solvus required before
transformation occurs. This rapid transforma-
tion also means that site saturation is rapidly
achieved, and, for all of the studies attempted
so far, it is Eq 27 that appears to be the ruling
equation.
Initial testing and validation of the initial

kinetic model was performed at usual isother-
mal, hardening heat treatment temperatures
(e.g., <850 �C, or 1560 �F), and Fig. 30 shows
the calculated evolution of volume percent g0
versus time at a constant temperature for Nimo-
nic 80A at 750 and 700 �C (1380 and 1290 �F).
It is interesting to note that transformation for
both cases is virtually complete in the time
provided by the heat treatment schedules, 4
and 16 h, respectively, for 750 and 700 �C
(1380 and 1290 �F).
At these temperatures, coarsening is not sig-

nificant within the time scale of heat treatment.

Fig. 27 Calculated density for an 8620 steel during quenching at various cooling rates ranging from 0.01 to 100 �C/s.
Source: Ref 134

Fig. 28 Calculated 0.2% proof stress for an 8620 steel during quenching at various cooling rates ranging from 0.01
to 100 �C/s. Source: Ref 134

Fig. 29 Comparison between calculated and
experimental Jominy hardenability for an

8620 steel. Source: Ref 134

Fig. 30 Calculated volume percent g0 formed at 700
and 750 �C in the nickel-base superalloy

Nimonic 80A
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However, during processing of nickel-base
superalloys with medium to high levels of g0,
the component is invariably cooled from a
high-temperature first-stage treatment, often
above the g0 solvus. During the cooling process,
g0 is formed, and the amount can be substantial,
particularly for alloys with high-g0-solvus tem-
peratures. In such cases, the temperature range
of g0 formation occurs at temperatures and time
scales where coarsening occurs. If Eq 27 is the
ruling equation, this means that No will
decrease as particle size increases, and transfor-
mation rates will decrease.
Recently, Li et al. (Ref 138) have shown

how a combination of thermodynamic calcula-
tions and existing theory of Ostwald ripening
(Ref 139–141) can be used to calculate coars-
ening rates of nickel-base superalloys to a
high level of accuracy. The thermodynamic
calculations provide critical information
concerning the composition of g0and g" and
allow the calculation of the g/g0 and g/g00 inter-
facial energy (s) for use in the relevant
kinetic equation:

ð�rðtÞÞ3 � ð�rð0ÞÞ3 ¼ 8DsNað1� NaÞVm

9eaðNb � NaÞ2RT

 !
t

(Eq 28)

where �rð0Þis themean radius at time t = 0,D is the
diffusion coefficient,Na andNb are the mole frac-
tions of solute in the matrix and particle, respec-
tively, Vm is the molar volume of g0, ea is the
Darken factor, R is the gas constant, and T is the
temperature of coarsening. All of the required
input can be readily calculated using existing ther-
modynamic and property models, and agreement
with experiment is excellent (Ref 138).
The simplest method to include coarsening,

for both isothermal and cooling transforma-
tions, is to first calculate X using Eq 26 and
27 and to apply simple additivity rules (Ref
142). Transformation is calculated for discrete
time intervals, and a sum of fraction trans-
formed is obtained. For an isothermal case,
the transformation occurs at a constant

temperature, with constant values for Veq(T),
Nr, and Gr. For continuous cooling, small iso-
thermal steps are taken, and Veq(T), Nr, and Gr

are calculated for each temperature.
The procedure adopted is to calculate the

transformation in the discrete time interval at
a constant temperature and to calculate coarsen-
ing. During cooling, the time interval corre-
sponds according to the chosen cooling rate.
In the first stages of the procedure, the size of
g0 is simply calculated using V and either the
number of nuclei formed during steady-state
nucleation or, when site saturation occurs, by
using No. However, at some point, the combina-
tion of coarsening rates and time will allow g0
to coarsen. As mentioned earlier, because of
the rapid transformation kinetics, site saturation
occurs rapidly. Equation 27 is invariably the
ruling equation at this time, in which case, the
effect of coarsening is to reduce the number
of g0 particles, effectively reducing the value
of No. At the next step, a new value for No is
calculated from V and the coarsened particle
diameter.
Figure 31 shows the volume percent g0

versus temperature plot for a U720LI alloy
on cooling from a supersolvus heat treatment
at 1168 �C (2134 �F). Three cooling rates
are shown, 0.5, 1, and 5 �C/s�1 (1, 2, and 9
�F/s�1), with associated calculated g0 particle
diameters after cooling. The effect of includ-
ing coarsening during cooling is that there is
an initial rapid increase in the g0 particle
diameter for the very low volume fraction
transformed. This appears to be due as much
to the rapid rate of coarsening of very fine
g0 particles as to the high coarsening rates

existing at temperature. The effect of coars-
ening on g0 size decreases quite rapidly on
further cooling, and the g0 particle diameter
then increases almost exclusively by growth
of g0 particles due to the increasing volume
of g0 that is formed (Fig. 32).
The model is currently implemented for a

two-stage heat treatment process, that is, a solu-
tion treatment plus an isothermal aging treat-
ment, but can be extended to more complex
heat treatment schedules. It can also be used
for cast alloys. The model predicts the type of
multimodal microstructures that are often
formed in nickel-base superalloys, and compar-
ison between calculated and experimentally
observed g0 microstructures is in good agree-
ment (Ref 136).
The g0 microstructure information can now

be linked directly with strength models, as
described in the section “Precipitation Strength-
ening by g0” in this article. Figure 33 shows a
comparison between the calculated and experi-
mentally determined room-temperature
strengths of various nickel-base superalloys
(Ref 134). Considering that the only required
input to the model is the composition of the
alloy and the heat treatment schedule, the
agreement is highly satisfactory.
Such modeling has significant use, not

least of all in designing heat treatment sche-
dules. Another direct application is in the
processing of turbine disks, particularly as
disk sizes increase and nickel-base superal-
loys become more commonly used in indus-
trial gas turbines for power generation. In
this case, cooling rates through a large
forging may vary far more significantly than

Fig. 32 Calculated volume percent and diameter of g0 formed in U720LI during cooling at 1 �C/s�1

Fig. 31 Calculated volume percent of g0 formed in
a U720LI superalloy during cooling at

various rates, with calculated g0 particle diameters
included
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in smaller gas turbines used for aeroengines,
producing much larger strength variations
within a disk.

Summary and Observations for the
Future

This article has aimed to describe the current
state-of-the-art with respect to the application
of thermodynamic and material property mod-
eling to process simulation of alloys. It has also
been the aim to show, as clearly as possible, the
key elements that enable the models to be
applied to industrial alloys.
Figure 11 summed up the status of CAL-

PHAD calculations with respect to predicting
more general material properties at the turn of
the century. Over the last decade, a direct link-
age to material property models has been made,
such that the status has been transformed to that
shown in Fig. 34. This transformation has been
led by the development of the software program
JMatPro (Ref 143), which has demonstrated
that many of the material properties required
by finite-element/finite-difference (FE/FD) pro-
cess simulation software can be calculated rap-
idly, on demand, and the results exported such
that they can be directly used by the relevant
software.
Such a capability has significant conse-

quences because, in practice, it can be very
time-consuming and expensive to experimen-
tally determine the full range of material prop-
erties required for process simulation
modeling. As such, there are very few alloys

where the requisite property data have been
fully covered by experiment over the whole
temperature range of processing. There are
other advantages of using material property
modeling, not the least of which is that the
property calculations are made on a fully self-
consistent basis, and it is possible to calculate
properties that are either very difficult or cur-
rently impossible to measure, for example, rhe-
ological properties of the liquid in the mushy
zone.
It has been recognized for some time that mate-

rial models are key to an integrated approach to
computational materials engineering (Fig. 35,
Ref 144). However, a further key requirement is
that such models are predictive in nature, which
is one of the features provided through the linking
of thermodynamic and material models. As such,
it becomes quite possible to envision that the vir-
tual simulation of the complete cycle of materials
processing, without the requirement for prior
experiment, will become achievable within the
coming years. Such simulation will additionally
include the prediction for the performance of the
final manufactured part.
An example of what is currently possible

would be the manufacture of a nickel-base tur-
bine disk alloy. The first part of the process route
would be solidification processing of an ingot,
followed by thermomechanical processing of
the ingot into the disk itself, followed by the final
heat treatment. Process simulation packages
exist that can model each step of the process
route, but they all require material properties that
can now be calculated. For example, property
models exist for general use in solidification

processing, which include rheological properties
for the liquid that can be used for prediction of
freckles and macrosegregation. All of the requi-
site properties for thermomechanical processing
can be provided, and models now exist for pre-
dicting the final g0 microstructure as a function
of the heat treatment schedule. When the micro-
structure is defined, it can be used to predict key
properties for use in service, that is, expansion
coefficients, thermal conductivity, temperature-
and strain-rate-dependent tensile properties,
creep-rupture properties, and so on. In addition,
g0 coarsening models can be used to follow the
potential degradation of properties during pro-
longed use during service, and potentially delete-
rious transformations, such ass formation and g0
! Z, can be considered.
Other, simpler possibilities exist. For exam-

ple, in aluminum alloys, it is possible to model
a casting as described in the section “Modeling
of Physical Properties—Effect of Alloy Com-
position on Solidification Simulations” in this
article and subsequently link with models (Ref
145) that enable the strength throughout the
casting to be predicted as a function of local

Fig. 33 Comparison between calculated and experimentally reported strengths of various nickel-base superalloys

Fig. 34 Current status of thermodynamic calculations
and material properties

Fig. 35 Integrated computationalmaterials engineering—
a new paradigm for the global materials

profession. Adapted from Ref 144
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cooling profile. Another example is that it is
possible to simulate the hot press forming of
ultrahigh-strength steels a priori (Ref 146).
As the models described here become more

used, further possibilities will become apparent.
At the present time (2010), property models can
be linked to FE/FD simulation packages
through the creation of material data input files
that are designed for use with the various soft-
ware packages. The next step will be for the
more complex models to be linked to FE/FD
packages through a software link, so that prop-
erty models can be called at will as function
dictates and used as required.
In conclusion, thermodynamic and material

property models have reached a level whereby
it is possible for scientists and engineers who
work with process simulation of metallic
alloys to call on a wide range of tempera-
ture/time-dependent material property data at
will. In its own right, such a capability has
the potential of providing significant cost-
savings. In the longer term, it provides an
enabling route by which true virtual simula-
tion of metal processing can be considered as
a viable short-term objective. This will enable
not only the optimization of existing proces-
sing routes but will help fulfil the aims of
rapid optimization of new alloys and their
subsequent processing conditions.
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J.-P. Schillé, Parsons 2003: Engineering
Issues in Turbine Machinery, Power Plant
and Renewables, A. Strang et al., Ed.,
Inst. MMM, 2003, p 779

128. R. Lagneborg and B. Bergman, Met. Sci.,
Vol 10, 1976, p 20

152 / Simulation of Phase Diagrams and Transformations

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



129. A.P. Miodownik, CALPHAD, Vol 2,
1978, p 207

130. N. Saunders, Z. Guo, A.P. Miodownik,
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Modeling of Transport Phenomena during
Solidification Processes
Matthew John M. Krane, Purdue University

IN THE PROCESSING OF MOST METAL
PRODUCTS, a critical step is the solidification
of an alloy from a melt to make an ingot or a
part with a particular shape. Frequently, these
products are processed with subsequent heat
treatment and/or deformation, and the structure
imparted by the solidification will affect the
microstructure distribution formed in these
downstream processes. The micro- and macro-
scale structures and accompanying defects can
be traced to the heat and mass transfer and fluid
flow during freezing, so these phenomena must
be understood to enable prediction of metal
quality.
The solid-liquid phase change in casting pro-

cesses is driven primarily by the extraction of
heat from the liquid melt, determined by the
temperature difference between the liquid metal
and its environment. The rate of heat loss con-
trols the solidification front velocity and the
microstructure. Different alloying elements are
soluble to varying degrees, and, as the solid
forms, there is either a buildup or depletion of
the alloying elements in the surrounding liquid.
The composition differences that arise between
the liquid near the developing solid and in the
bulk melt drive a flux of species in the liquid.
The temperature and compositional gradients
present during the formation of solid contribute
to variations in liquid density, which can induce
buoyancy-driven flows and advective fluxes of
heat and species. Liquid movement around a
solidifying alloy also can be caused by motion
of the mold, applied electromagnetic fields,
and shrinkage of the metal during phase
change. Motion caused by these phenomena
will affect the developing microstructure and
determine the occurrence of defects.
In this article, conservation equations for

heat, species, and mass and momentum are dis-
cussed, with an eye toward using them to pre-
dict transport phenomena during solidification
processing. The approach taken here to develop
equations governing these transport phenomena
is the continuum mixture model (Ref 1–3). This
approach treats the entire domain as one phase
and predicts mixture quantities for the field

variables (e.g., velocity, enthalpy, etc.), com-
bined with different closure relations to calcu-
late the fraction solid and the values of those
field variables in the separate phases. (Another
approach is a two-phase model, Ref 4 to 7, in
which a separate transport equation is solved
for each phase present.) Following the presenta-
tion of the transport equations, several exam-
ples of their application are given to illustrate
some of the physics present in alloy solidifica-
tion. The first two examples demonstrate the
utility of scaling analysis to elucidate the funda-
mental physics in a process and to demonstrate
the limitations of simplifying assumptions. Fol-
lowing these approximate analyses, there is a
discussion of the solidification behavior of
alloys as predicted by full numerical solutions
of the transport equations, with some attention
paid to experimental validation.

Conservation Equations for
Transport Phenomena

Thermal Energy Transport

The primary driving force for solidification is
the transfer of heat from an alloy. The temperature
difference between the liquid metal and the heat
sink and the thermal resistance and capacitance
of the heat flow path determine the cooling rates
and temperature gradients throughout the process,
which, in turn, control the metal microstructure.
To describe the thermal response to this heat
removal, the conservation equation for energy
transport can be written in terms of either the
enthalpy of the solid-liquidmixture or the temper-
ature of the system, or a combination of both.
In general, the domain in a solidification pro-

cess will consist of multiple phases distributed
among solid, liquid, and gas fractions. A sim-
plified—but reasonably realistic—system to
consider is an alloy in which:

� The transformation from liquid to solid occurs
across a temperature range, DTLS = TL (liqui-
dus temperature) – TS (solidus temperature).

� All solid phases are lumped into a single
solid phase.

� No significant gas voids form; that is, the
sum of the volume fractions of the solid
(S) and liquid (L) can be taken as unity, gS
+ gL = 1.

A conservation equation describing the ther-
mal energy transport in this system is obtained
by writing the heat balance in terms of
enthalpy. The solid (hS) and liquid (hL) phase
enthalpies can be defined as:

hS ¼
ZT

Tref

cS dT (Eq 1)

and

hL ¼
ZT

Tref

cL dT þ Lf (Eq 2)

where c is the specific heat at constant pressure,
T is temperature, and Lf is the latent heat. A
mixture enthalpy (h) can be defined as a mass
fraction (fi) weighted average of the liquid and
solid enthalpies:

h ¼ fL hL þ fS hS (Eq 3)

or, in terms of volume fractions (gi):

rh ¼ gL rL hL þ gSrS hS (Eq 4)

where the mixture density is defined as:

r ¼ gLrL þ gSrS (Eq 5)

and using:

fi ¼ gi
ri
r

� �

With these definitions, an appropriate mixture
enthalpy balance for the system under consider-
ation can be written:
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@rh
@t

þr � ðgSrShS VS þ gLrLhL VLÞ
¼ r � ðkrTÞ þ ST (Eq 6)

where k ¼ gSkS þ gLkLis a mixture thermal con-
ductivity, VL and VS are the velocities of the liquid
and solid phases, respectively, and ST is a generic
heat source term that may include Joule heating or
viscous dissipation. The first term on the left side
of Eq 6 represents the storage of enthalpy, which is
determined by the balance of the other terms,which,
respectively,model the advection and conduction of
thermal energy. (Advection is defined here as trans-
port due to fluid flow alone, while convection is the
combination of advection and diffusion.)
The form of the thermal energy transport

equation (Eq 6) is not suitable for immediate
implementation in most commercial or general
application computer codes. Often, the code
requires that the transport equations be rewrit-
ten as general advection-diffusion equations:

@ r fð Þ
@t

þr � r f Vð Þ ¼ r � ðG rfÞ þ Sf (Eq 7)

where f is the transported quantity, G is the dif-
fusion coefficient, and Sf is a source/sink term.
The advantage of the form in Eq 7 is that it
allows for a time-implicit solution using stan-
dard algorithms (e.g., Ref 8–11). The manipula-
tion of the energy conservation equation (and
the subsequent species equation) into the form
in Eq 7 can lead to new terms that typically
are lumped into the source Sf.
An example of this formulation using f ¼ h

in Eq 6 is from Ref 1:

@ r h
� �
@t

þr � r h V
� � ¼r � k

cS
rh�

r � rfSðhL � hSÞ V � VS

� �� �

þr � k
cS

rðhS � hÞ þ ST

(Eq 8)

Here, the mixture velocity is
V ¼ fLVL þ fSVS, and the first three terms rep-
resent the storage, advection, and diffusion of
mixture enthalpy. The algebraic shuffling of
terms from Eq 6 to Eq 8 has led to an equation
that includes two source terms (the second and
third terms on the right side of Eq 8 that arise
not from the physics but from the manipulation
into the form of Eq 7). Under the assumption of
uniform and constant specific heats in each
phase and a scaling of temperature to set Tref
= 0, the energy equation (Eq 6) can be rewritten
in the form of Eq 7 with f = T:

@ r c Tð Þ
@t

þr � r c T V
� � ¼ r � ðk rTÞ

� @ rfL Lf
� �

@t
�r � r V fL Lf

� �
�r � rfS ðcL � cSÞT þ Lf

� �
V � VS

� �� �þ ST

(Eq 9)

Equation 9 has the proper form of Eq 7 if the den-
sity in Eq 7 is replaced with r c. The left-side

terms are the storage and advection of the sensible
enthalpy, with the latent heat contributions to
those effects showing up as “source terms” on
the right. The choice of an enthalpy (Eq 8) or tem-
perature (Eq 9) formulation is influenced by the
behavior of the system and the ease with which
hand T can be related to the fraction liquid. During
isothermal phase changes, convergence of the
solution to the phase change temperature can be
difficult because the latent heat is absorbed or
released only when the system crosses that dis-
crete point. In this case, trackingmixture enthalpy
as the primary variable eliminates the conver-
gence problem because h, unlike T, varies contin-
uouslywith heat extraction. On the other hand, the
temperature formulation is much easier to relate
to the equilibrium phase diagram to obtain the
fraction solid, an advantage even more important
in multicomponent alloys with complicated rela-
tions for phase equilibria. A recent study of the
numerical behavior of these two formulations
suggests that the enthalpy method generally con-
verges faster than the temperature (Ref 12).

Species Transport

Solutions of Eq 8 and 9 require a relationship
between the enthalpy or temperature and the liquid
fraction. This function can be derived from a con-
sideration of the phase equilibria of the system in
the form of a phase diagram, but the local compo-
sition alsomust be known. Tofind the composition
distribution in the ingot, an equation describing the
conservation of solute in the systemmust be devel-
oped and solved. For a given solute species, a mix-
ture concentration can be defined by:

rC ¼ 1
VREV

Z
VREV

fS rSCS þ ð1� fSÞrL CL½ � dV

(Eq 10)

where Ci is the composition in phase i, and
VREV is a representative elemental volume
(REV) in the solidification domain. If the nature
of the solid and liquid phases in the REV can be
characterized by the volume fraction of liquid,
gL ¼ 1� gS, and the local solute transport in
the liquid phase of the REV is rapid, Eq 10
can be more conveniently written as:

r C ¼ gS < rS CS > þ gLrL CL (Eq 11)

where:

gS < rS CS > ¼
Z gS

0

rS CS da

In such a system, the conservation of solute can
be written as:

@ r C

@t
þr � ðgS < rSCS > VS þ gLrLCL VLÞ

¼ r � ðgLrLDL rCLÞ
(Eq 12)

The first term in Eq 12 is the accumulation of
solute, while the other two terms represent

advection of solute due to solid and liquid
motion and its diffusion in the liquid. The deri-
vation of Eq 12 neglects interdiffusion among
various elements in a multicomponent system.
Diffusion coefficients, especially those repre-
senting the effect of the gradient of one element
on the diffusion of another, are not well docu-
mented for most liquid metal systems. Fortu-
nately, the assumption to neglect the
interdiffusion effect is justified by a scaling
analysis (Ref 13) showing that advection domi-
nates species transport on the macroscopic level
throughout the process. Equation 12 also
neglects macroscopic diffusion in the solid
phase because, for most metal alloys (Ref 14),
especially if the alloy is a substitutional solu-
tion, the diffusion coefficient in the liquid is
much larger than that in the solid (DL >>
DS). Equation 12 can also be written in the
advection-diffusion form (Eq 7) for mixture
composition by setting

f ¼ C ¼ fS < CS > þ fLCL :

@ r C

@t
þr � r C V

� � ¼ r � rfLDLrC
� ��

r � rfS CL� < CS >ð Þ V � VS

� �� �þ
r � rfL DL rðCL � CÞ� � (Eq 13)

As seen in the mixture enthalpy equation
(Eq 8), this equation is written in terms of the
accumulation, advection, and diffusion of mix-
ture composition (C), which gives rise to the
two “source terms” on the right.

Mass and Momentum Conservation

While attention typically is turned first to the
prediction of the transport of heat and species,
because these effects directly control the micro-
structure and final quality of a cast part, the pre-
diction of velocity and pressure in the liquid
metal is required also, because they can signifi-
cantly alter the temperature and composition
fields. The basic equations for the flow and
pressure are the Navier-Stokes equations that
express conservation of mass and linear
momentum. Derivation of the general forms of
these equations can be found in many standard
texts (e.g., Ref 15, 16). For a Newtonian fluid,
these equations can be written as:

@r
@t

þr � rV ¼ 0 (Eq 14)

and

@ rVð Þ
@t

þr � rV Vð Þ ¼ r � ðmrVÞ � rPþ SM

(Eq 15)

The left side of Eq 15 represents the local and
convective acceleration of the fluid, while the
right side contains the forces affecting fluid
momentum. The first two terms on the right
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are the viscous shear and a pressure gradient.
The last term accounts for body forces, for
example, gravity and electromagnetic forces,
and additional viscous terms not expressed by
r � ðmr VÞ(Ref 2, 3).
The central task in using Eq 14 and 15 to pre-

dict the fluid velocity and pressure in a casting
requires the adaptation of the Navier-Stokes
equations to account for physical phenomena
specific to two-phase (solid + liquid) solidifying
systems. One formal way to achieve this is to
use a two-phase volume averaging approach
(Ref 7). In this approach, separate solid and liq-
uid equations, expressing mass and momentum
conservation at a “microscopic point” in the liq-
uid and solid phases, are developed. These
equations are then averaged over a representa-
tive elementary volume, containing both the
solid and liquid phases, to arrive at macroscopic
statements of mass and momentum conserva-
tion in each phase. The critical modeling com-
ponent in this approach is the construction of
appropriate interphase transfer terms to
describe the momentum and mass exchanges
between the phases. The conservation of
momentum in the liquid phase can be written
in the form of:

@ rL gL VLð Þ
@t

þr � rLgL VL VLð Þ
¼ r � ðgLm r VLÞ � gLrPþ gLrLgþ SM

(Eq 16)

where, in addition to the terms previously
noted, the general source (SM) will also contain
extra terms arising from the volume averaging
process (e.g., see Table 2 in Ref 5). This state-
ment of the fluid momentum conservation also
includes an explicit accounting of the buoyancy
force due to gravity, g.
A suitable liquid mass conservation that can

be used with Eq 16 is:

@r
@t

þr � ðrLVLÞ ¼ �r � rSgS VSð Þ (Eq 17)

where the accumulation and advection of mass in
the liquid phase is balanced by the change of mass
in the solid phase. When Eq 16 and 17 are com-
bined with similar equations for mass and
momentum conservation in the solid, the contin-
uum mixture equations are found (Ref 1):

@ rV
� �
@t

þr � ðrV VÞ ¼ r � ðm rL
r
rVÞ � rPþ SM

(Eq 18)

@r
@t

þr � ðrVÞ ¼ 0 (Eq 19)

With this system, it is important to note that in
the fully liquid domain, the equations revert to
the basic form of the Navier-Stokes equations
given in Eq 14 and 15.

Arriving at a computationally tractable model
for the flow and pressure (P) in a given system
requires efforts focused on judicious use of auxil-
iary relationships and assumptions to construct
the source terms in the previous equations. The
key tasks that must be undertaken include:

� The appropriate accounting of other forces
that drive or restrain the fluid flow, for
example, density variations

� The specification of source terms that can
model the momentum transfer between the
solid and liquid phases

� The accounting of velocity fluctuations aris-
ing from turbulence

Elements of these tasks are outlined in more
detail next.
Shrinkage-Induced Flow. Most metal alloys

shrink by 2 to 10% when they solidify (Ref 14).
As the liquid turns to solid, a pressure gradient
will develop in the liquid at whatever level is
necessary to fill the volume deficit formed.
The shrinkage-induced flows arise in Eq 18
and 19, not from the source terms, SM, but from
the temporal variation of mixture density in Eq
19. While the liquid velocities generated can be
quite small and have less effect on macrosegre-
gation than buoyancy (see Ref 17 for a scaling
analysis of this issue and Ref 18 and 19 for
some exceptions), the attendant volume change
can cause the casting to pull away from the
mold wall, and the pressures induced can cause
defects such as hot tears and porosity. The
modeling of the evolution of gas porosity
requires an additional advection-diffusion equa-
tion to track the dissolved gas in the metal, as
well as a pore nucleation model. If modeled
only at the macroscale, then only the local vol-
ume fraction of porosity can be found (e.g., Ref
20–22), while the use of a microscale dendrite
morphology model obtains details of pore shape
and distribution (e.g., Ref 23). The choice of
whether or not to include solidification shrink-
age depends on the purpose of the model. If
macrosegregation levels are low, and porosity
and solid deformation are not an issue, then
the advantage of including this effect must be
weighed against the increase in computational
complexity. Because the volume of the metal
is not constant throughout the process, some
sort of open boundary, where fluid is allowed
to flow in and out based on the local pressure
(which will be affected by the shrinkage-
induced flow), will be necessary. This approach
is the easiest, but it lacks information on the
alloy beyond the boundary and so incorporates
uncertainties in the behavior near that region
(Ref 17). Another option is a more realistic
model that simulates the rise and fall of a free
surface in a riser (Ref 6). Because of the need
to track a moving free surface, this approach
can make the calculations more difficult, but it
may give better predictions for the fluid flow
near the riser.
Buoyancy-Induced Flow. One driving force

for flow that occurs in most castings is

buoyancy. Both nonuniform cooling and liquid
composition differences due to elemental parti-
tioning during solidification cause density gra-
dients in the liquid. Unless these density
variations are stable (cooling from below and
interdendritic liquid heavier than the bulk), they
will cause natural convection flows in the liq-
uid. In the absence of electromagnetic forces,
and when the effects of mold filling die out,
buoyancy will be the main driver of flow in
most static casting processes. The source term
in Eq 18 includes this effect and requires a
model for the variation of liquid density with
temperature and composition. The most com-
mon approach is to use the Boussinesq approx-
imations, which assume that the temperature
and composition dependence of density is only
in this buoyancy source term and that those
density changes are much less than the value
of the nominal liquid density (DrL /rL << 1)
(Ref 24). Making these assumptions allows the
buoyancy source term to be written as a linear
function of temperature and composition
changes in the liquid:

SB ¼ rLg

¼ rL;o bT T � Trefð Þ þ
XN�1

i¼1

bS;i CL;i � CL;i;ref

� �" #
g

(Eq 20)

where rL,o is the liquid density at the reference
temperature and composition, and N is the num-
ber of species in the alloy. The reference values
are usually taken as the initial value of temper-
ature and the nominal alloy composition. The
thermal and solutal expansion coefficients are:

bT ¼ � 1

rL

@rL
@T

and bS;i ¼ � 1

rL

@rL
@CL;i

(Eq 21)

In cases of large composition or temperature
differences in the liquid metal or other cases in
which the Boussinesq approximations break
down, the liquid density can be better repre-
sented by (Ref 25):

r�1
L ¼

XN
i¼1

CL;i

rL;i þ Li T � Trefð Þ

 !
(Eq 22)

where the Li are related to the thermal expan-
sion coefficient and can be found in Ref 25.
After the local liquid composition and tempera-
ture are found, Eq 22 can be used to obtain the
local liquid density and the buoyancy source
term:

SB ¼ rLg (Eq 23)

Drag in the Mushy Region. A key part of
the source term SM in Eq 18 is a drag force that
accounts for the exchange of momentum
between the solid and liquid phases in the
mushy region. In regions where the solid den-
dritic matrix is rigid and moves at a prescribed
velocity (either zero or a specified casting
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speed), there is a significant amount of shear
transmitted at the solid-liquid interface, and it
is worthwhile to consider how this drag will
depend on the morphology of this region. At
high liquid fractions, where individual primary
dendrite arms are largely unconnected to each
other, the increased drag on the liquid is due
to the no-slip condition on the very high solid
surface area per unit volume. While the flow
is significantly retarded by this friction, even
at very small amounts of solid, there is still
enough potential for the flow to cause an
exchange of fluid between the mushy zone
and the melt pool. Closer to the solidus, where
the dendrites are much more interconnected,
the surface area/volume ratio is a less important
contributor to the frictional drag than the tortu-
ous and narrow passages through the solid
structure. Here, the drag is so large that typical
levels of buoyancy forces cannot induce signif-
icant velocities compared to the (albeit very
weak) flow controlled by shrinkage.
This frictional drag effect acts on micro-

scopic solid surfaces, but when modeling mac-
roscale transport phenomena, it is treated as a
volumetric sink of momentum in the Navier-
Stokes equations. Given the slow speed of
flows in typical mushy zones, the relation for
the drag is usually based on a modified Darcy’s
law (Ref 26), which gives the drag contribution
to the source term in Eq 18:

SD ¼ � rL
r
m K�1 VL � VSð Þ (Eq 24)

where K is a permeability tensor. While this
formulation for the interfacial drag looks sim-
ple, there is a great complexity lurking in the
treatment of the permeability. A ubiquitous
approach is to write the permeability model in
terms of liquid volume fraction (gL) and den-
dritic arm spacing (d). Assuming the mushy
region morphology forms an isotropic medium:

K ¼ d2

180

g3L
1� gLð Þ2 I (Eq 25)

This expression was originally derived for flow
perpendicular to a bundle of cylindrical tubes of
uniform size and spacing and is only valid at
low liquid fractions, which makes it less attrac-
tive than it first appears. As noted, with the
exception of shrinkage-induced flows, all of
the interesting flow effects in the mushy zone
occur near the liquidus temperature at high liq-
uid fractions. Also, the geometry for which it is
used is much different than a bundle of parallel
tubes, because real dendritic microstructures
are not evenly spaced and have side branches
that vary in size. However, the simplicity of
Eq 25, with a very easily determined depen-
dence on microstructural data, has made it a
very popular choice for treating mushy zone
drag.
Several studies have extended permeability

models to high liquid fraction, where Eq 25
gives values of permeability that are much too

high. Because of experimental difficulties,
numerical studies have been used to predict
flow behavior and relate it to permeability
(Ref 27, 28). General correlations are not
provided, but the plotted results show that data
from a range of Reynolds numbers and
simulated dendrite geometry collapse to one
curve of a nondimensional, isotropic permeabil-
ity (K*) as a function of gL. To accomplish this
simplification, the proper length scale for the
permeability was found to be not the dendritic
arm spacing, as for Eq 25, but the inverse of
the surface area/volume ratio (Sv), so that:

K� ¼ K S2v (Eq 26)

The effect of microstructural anisotropy on
the permeability model should also be consid-
ered. Flow parallel to the axis of an array of
columnar dendrites is obstructed mainly by the
secondary dendrite arms, while the liquid
moving perpendicular to that axis also must
move around the primary arms, giving a very
different flow pattern. One example of different
permeability functions for flow parallel and per-
pendicular to the primary dendrite axis for liq-
uid fraction above 0.66 can be found in Ref
29. When gL is near 1, the ratio of the perme-
abilities given by these correlations is approxi-
mately ½, and both are much smaller than the
prediction of the Blake-Kozeny model (Eq
25). The permeability in equiaxed microstruc-
tures is much more isotropic.
To solve the mass and momentum equations

in the solid + liquid region, the solid velocity
must be calculated or prescribed. An obvious
assumption is to assume a fixed solid structure,
such that VS = 0. In many solidification pro-
cesses, such as directionally solidified turbine
blade casting or electroslag remelting of steels
and superalloys, most or all of the solid forms
in a rigid structure with little free-floating solid.
In such cases, this assumption is sufficiently
realistic and results in a much simpler set of
equations than if the solid is not rigid. In solv-
ing Eq 18 and 19 for the case of a fixed solid
structure, a simplification is often made to
assume that drag friction SD is the dominant
term in the source SM; that is, the additional
averaging terms present in this source are
neglected.
In contrast to the fixed solid, in processes

that rely on grain refinement to produce a more
uniform, equiaxed microstructure or in cases
that have a columnar-to-equiaxed transition,
there will be a considerable number of solid
particles formed in the melt or detached from
the mold walls and the rigid dendritic matrix.
These solid particles, moving with the liquid
flow or settling toward the bottom of the liquid
pool, can substantially alter the flow as well as
the macrosegregation and heat extraction pat-
terns, but when these solid particles are present,
the difficulties and uncertainties in the model
multiply rapidly. Models to predict the motion
of this solid during solidification have been
developed (Ref 7, 30–33). The predictions of

solid transport depend on the size and shape
distributions of the particles as well as the
mechanisms by which the dendrites detach
from and attach to the rigid structure. Typically,
there are too many to track individually, so
models usually characterize the free-floating
solid particles with a solid volume fraction
and submodels for the particle size distribution.
Examples of the effects of solid motion are
found in Ref 34 to 36.
Turbulence Modeling. While generally the

liquid velocities and melt pools in casting pro-
cesses are small, the flows are not always lami-
nar. In large-scale liquid metal processes, such
as vacuum arc or plasma arc remelting, or
direct chill or continuous casting, the flows
can transition from laminar to turbulent and
relaminarize in different regions of the melt
pool. Turbulence is also more likely to develop
in cases in which the flows are driven by elec-
tromagnetic forces, which can produce much
higher velocities than buoyancy alone. The
hallmark of a turbulent flow is the appearance
of a broad spectrum of local velocity fluctua-
tions, resulting in the formation of flow eddies
over a large range of length scales. There is a
plethora of turbulence models that can be used
to simulate the effects of the velocity fluctua-
tions and eddies on the flow, temperature, and
composition fields (Ref 37, 38). The basic
approach is to time-average the Navier-Stokes
equations, removing the details of the fluctuating
velocities and replacing them with a time-
averaged source term in the momentum equa-
tion. This term has the form of the shear stress
term in a Newtonian fluid and so is referred to
as the Reynolds stress tensor. A common way
to represent this term is to use the eddy viscos-
ity concept that models the Reynolds stress via
an additional shear viscosity. Typically, the
parameters to define this turbulent viscosity
are obtained using variations of the k-e model
(Ref 39–41), which includes two additional
transport equations for turbulent kinetic energy
(k) and dissipation (e). These two values are
also used to modify the heat and species diffu-
sivities (a and D) to account for the effect of
turbulence on transport of these quantities.
In contrast to the time-averaged approach,

there is also an interest in using turbulence
models that can resolve the fluctuating velocity
components. Two examples are direct numeri-
cal simulation (DNS), which solves the
Navier-Stokes equations directly, and large
eddy simulation (LES), which uses a filtering
equation to explicitly account for the momen-
tum transport due to larger eddies, while the
momentum in the smaller eddies is included
implicitly via subgrid models. The performance
of these more computationally intensive meth-
ods has been compared to the k-e approach in
the modeling of the continuous casting of steel
(Ref 42). (This process has relatively high
momentum compared to other solidification
processes and is more likely to undergo transi-
tion to turbulence.) In this work, Thomas et al.
show that the time-averaged predictions of flow
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patterns from the k-e, DNS, and LES methods
are very close to each other, although, by its
nature, the k-e model cannot account for tran-
sient fluctuations. Proper use of the k-e model
also relies on empirically derived constants that
heavily depend on the specific flow conditions.
In spite of the fact that use of the incorrect con-
stants in the k-e model can lead to very wrong
results, the DNS and LES are less likely to be
used in the near future except in research codes,
because they represent a huge increase in
computational effort (due largely to the neces-
sary increase in grid resolution).

Summary of Transport Equations

A common method of developing transport
equations for mass (Eq 19), momentum (Eq
18), heat (Eq 8 or 9), and species (Eq 13) was
outlined previously. The approach is to write
conservation equations for each phase and
sum all of these advection diffusion equations.
Defining mixture density, velocity, enthalpy,
and species as volume- or mass-fraction-
weighted sums of those quantities for all
phases, the mixture transport equations can be
written and transformed into a form standard
for common numerical methods (Eq 7). The
development of these and other types of single-
domain models has allowed great progress in
the simulation of solidification phenomena
since the mid-1980s.
Inspection of these equations shows that

there are several more independent variables
that must be found than there are equations.
Assuming that the four transport equations, for
example, Eq 8, 13, 18, and 19, are solved for
h, C, V, and P, several variables still remain.
Several quantities, hL, hS, gL, and fL, are
defined in Eq 1, 2, and 5 and by fL = 1 � fS.
The solid phase velocity, VS, is zero in static
casting or set in cases with a prescribed casting
velocity. As noted previously, configurations
with free-floating particles have more complex
relationships between the mixture and solid
velocities; the reader is referred to Ref 7 and
30 to 36. Finally, the interrelationship among
the temperature, mass fraction solid, and liquid
and solid compositions is found from the treat-
ment in the model of the equilibrium phase dia-
gram. Several works deal with this subject in
detail, for example, Ref 2, 6, and 43 to 45.

Examples of Model Results

The conservation equations listed previ-
ously model the transport phenomena that
control alloy solidification behavior. Exact
solutions for these equations are rare and of
limited utility, but other approaches can be
used to yield insight into governing physical
mechanisms. The results of two methods, scal-
ing analysis and numerical simulations, are
shown here to highlight some behaviors of
solidifying alloys.

Scaling Analysis

Given the complexity inherent in the solution
of the coupled partial differential equations and
phase diagrams needed to describe the phenom-
ena occurring during casting, it is useful to
begin with an order-of-magnitude, or scaling,
analysis (Ref 46, 47). This approach estimates
the order of magnitude of each term in the con-
servation equations, thereby showing which
terms represent important effects and which
can be neglected; it also can reveal relation-
ships among the different terms in the equa-
tions. With practice and some knowledge of
the physical phenomena involved, a scaling
analysis can give these results with much less
time and effort than the exact or a numerical
solution requires.
The crucial step in this process is the selec-

tion of reference values for all variables. These
references must be chosen so that the resulting
nondimensional variables vary from 0 to 1 over
the space and time of interest in the problem. In
many cases, the reference values are not known
a priori but are instead revealed by the analysis.
Also, the spatial and temporal extent of interest
in the scaling analysis is not always the entire
domain of the problem (e.g., Ref 48). An exam-
ple of this analysis applied to the simplest solid-
ification problem is given here, followed by the
scaling of a much more complicated problem,
the fluid flow in the direct chill casting of
aluminum.
Heat Transfer and Interface Motion in

Sand Casting of Pure Metal. Figure 1 shows
the geometry and instantaneous temperature
profile of the solidification of a pure substance
(at the melting temperature, TM), where the
most significant thermal resistance is in the
mold. For simplicity, the liquid has no super-
heat, the temperature drop across the solid is
neglected because the only significant thermal
resistance is in the mold, and the mold is trea-
ted as semi-infinite and initially at To. As the
metal is poured, the temperature of the mold
at x = 0 is very quickly raised to TM, and heat
penetrates the mold to a distance of d, which
increases with time. With no sensible cooling
of the solid metal, the heat lost to the mold
comes entirely from the latent heat release at

the solid-liquid interface, M(t). This simple
problem is chosen as a starting point to illus-
trate the usefulness of the method and is fol-
lowed by the analysis of a more complex
process.
The analysis of this problem begins with the

energy equation in the sand mold:

@ rscsTð Þ
@t

¼ @

@ x
ks
@ T

@ x

� �
(Eq 27)

The maximum temperature range is △T = TM –
To, over the distance d, so these quantities are
chosen as temperature and spatial reference
values. At a given time, the orders of magnitude
of the storage and conduction terms in Eq 27
are:

rs cs DTð Þ
t

� 1

d
ks
D T

d

� �
(Eq 28)

from which an estimate for the time depen-
dence of the penetration depth can be found:

d � ffiffiffiffiffiffiffiffi
as t

p

where as = ks /rscs, the sand thermal diffusivity.
This result enables an estimate for the transient
heat flux into the mold:

qs
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DT
d

� ks
DTffiffiffiffiffiffiffi
as t

p (Eq 29)

Given the assumption that there is no noticeable
temperature drop in the metal during this pro-
cess, all of the heat entering the mold in
Eq 29 must be generated by the latent heat
release (LHR) at the moving solid-liquid inter-
face, which can be written as:

qLHR ¼ @ rLf V
� �
@ t

or, with V = AM, where A is the area normal to
heat flow:

q00LHR � r Lf M
� �

t
(Eq 30)

Combining Eq 29 and 30, an estimate is
obtained for the time dependence of the inter-
face position, M, and for the time for complete
solidification, tf, when M(tf) = Mf :

M � ks rs csð Þ1=2 DT
r Lf

t1=2 (Eq 31)

and

tf �
r Lf Mf

� �2
ks rs csð ÞDT2

(Eq 32)

These estimates are in agreement (to within a
factor of order unity) with the exact solutions
to this problem found in standard texts
(Ref 49, 50).

Fig. 1 Schematic of geometry and temperature field for
solidification of pure metal in highly resistive

mold
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Another use for scaling analysis is to test the
validity of simplifications, such as the assump-
tion that the temperature drop in the solid metal
is small compared to the temperature drop in
the mold. For this assumption to be true, the
sensible cooling of the solid metal must be
much less than the heat flow across it:

rc TM � Tið ÞMA

t
� k TM � Tið ÞA

M
(Eq 33)

where Ti is the temperature at the mold-metal
interface. This relationship can be rewritten as
M2=a t � M=dð Þ2� 1, or, using Eq 31:

ks rs csð ÞDT2

a r Lf
� �2 � 1 (Eq 34)

For iron or aluminum in sand or alumina molds,
this quantity is found to be on the order of 0.01,
so the relationship is true and the assumption is
valid.
Fluid Flow in Direct Chill Casting of Alu-

minum. While the previous example is a very
simplified case, scaling analysis can also be
used to discern the nature of more compli-
cated casting processes (e.g., Ref 13, 51, 52).
One example is direct chill casting, a semicon-
tinuous process in which molten aluminum
enters the top of a water-cooled mold, is
cooled, and forms a solid ingot drawn out

below (Fig. 2). The molten aluminum begins
to solidify as a result of the cooling effect of
the mold wall. As the billet is withdrawn from
the bottom of the mold, water jets impinge on
the surface, directly cooling it and forming a
solid layer around the molten liquid, com-
monly referred to as the sump. The flow struc-
ture in the sump controls the movement of
free-floating solid particles that nucleate there
on the grain refiners in the liquid and also
influences the fluid flow in the mushy zone.
Both of these effects are contributing factors
to the growth velocity of the packed solid
dendrites and the development of macrosegre-
gation, an ingot-scale inhomogeneity in com-
position. While one can solve the previous
transport equations numerically, it is useful
to use a scaling analysis to quantify quickly,
to at least an order of magnitude, certain gross
parameters in the process. A complete contin-
uum mixture model of the flows in direct chill
(DC) casting can be found in Ref 33, and
other approaches to single-domain models of
this process include Ref 18 and 53.
Figure 3 (Ref 54) shows the expected sump

flow structure in DC casting. The fluid enters
at the top at temperature TM + △T (where △T
is the superheat, and TM is the liquidus temper-
ature of the alloy) and quickly turns toward the
chilled outer radius, forming a boundary layer
flow down the interface with the mushy zone
(at T = TM in the figure). The fluid leaves the
sump as it is entrained into the mushy zone
and frozen. The flow along the cold interface
is driven by the downward thermal buoyancy.
When it reaches the centerline of the round

billet, it wells up into the sump as part of a
shear-driven circulation cell. The cell is largely
isothermal, with a large temperature gradient in
the sump between the cell and the inflow
region. There have been many numerical simu-
lations of this process (e.g., Ref 18, 19, 33, 35,
53, 54), but here, the scaling analysis from Ref
54 and 55 is used to determine the order of
magnitude of the flow velocity down the inter-
face, the thickness of the boundary layer there,
and the spatial extent of the stratified region in
the sump.
Beginning in the thermal boundary layer in

the liquid next to the mushy zone and assuming
all of the pressure gradient is in the buoyancy
term, a scaling analysis of the steady-state
momentum balance (Eq 18) along the direction
of flow gives:

ub
ub
LT

� �
; vb

ub
d


 �
� v

ub
L2T

;
ub

d2

� �
; gbDT (Eq 35)

where ub and vb are velocities parallel and
perpendicular to the sump boundary, LT is
the length of the stratified region (in which
there is a significant difference in temperature
across the boundary layer to drive the flow), d
is the boundary layer thickness, and n (= m/r)
is the kinematic viscosity. The first two terms
on the left side are inertia, while the right side
is composed of two terms for viscous friction,
and the last term represents thermal buoy-
ancy. Buoyancy due to compositional gradi-
ents is neglected in this analysis. Scaling the
continuity equation (Eq 19) in the same
region gives:

Melt

Mushy
zone

Water
jets

Liquid

Solid

Mold

Fig. 2 Schematic of direct chill casting geometry

Inflow

Bottom jet

Isothermal

Thermal boundary layer
(wall jet)

Stratified

Isothermal

TM

LT

TM + ΔT Tcore

Z

Fig. 3 Schematic of flow field and centerline temperature in the direct chill casting of a round billet, assuming a
hemispherical sump volume. Source: Ref 54
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 �
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d
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� �
(Eq 36)

Using Eq 36 and the assumption that d/LT
<< 1, the momentum balance reduces to:

u2b
gbDT LT

� nub
d2 gbDT

1 (Eq 37)

where the remaining three terms, from left to
right, represent inertia, friction, and thermal
buoyancy. Assuming that the buoyancy force
is the effect that accelerates the flow, and fric-
tion is not significant in this region:

ub � ðgbDTLTÞ
1
2 (Eq 38)

Performing a similar analysis on the temperature-
based energy Eq 9 in the boundary layer:

ub
DT
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� �
; vb

DT
d

� �
� a

DT
L2T

;
DT

d2

� �

which, with Eq 36, reduces to:

d � a LT
ub

� �1
2

(Eq 39)

Davidson and Flood (Ref 54) show that all of
the inflow is entrained toward the mold and
enters the boundary layer near the corner of
the sump bottom and the inlet. If the heat
advected into the sump at the top is added to
the heat conducted across the stratified region,
the sum should be approximately the heat con-
tent of the boundary layer:

ðrcDTÞðpR2Þuo þ kðpR2ÞDT
LT

� ðrcDTÞðp½R2 � ðR� dÞ2�ðR� dÞ2Þub (Eq 40)

where the area of the boundary layer on the
right side of Eq 40 is the annulus between r =
R and r = R � d, and the inlet velocity is uo.
Simplifying Eq 40 and assuming d/R << 1
gives:

uo þ a
LT

� ub
d
R

� �
(Eq 41)

Combining Eq 38, 39, and 41, Reese (Ref 55)
obtained the following estimates:

LT
R

� Gr Pr2
� ��1

7ð1þ u�oÞ
4
7 (Eq 42)

d
R
� Gr Pr2
� ��2

7ð1þ u�oÞ
1
7 (Eq 43)

and

ubR

a
� Gr Pr2
� �3

7ð1þ u�oÞ
2
7 (Eq 44)

where:

Gr ¼ gbDTR3

n2
and u�o ¼ uo

Lt
a

The Grashof number, Gr, is a measure of the
vigor of the buoyancy-driven flow, and u�ois
the nondimensional inlet velocity. For typical
values of aluminum DC casting, u�o � Oð1Þ.
These functions indicate that the velocity

down the interface, which controls the redistri-
bution of solute by interacting with the flow in
the mushy zone and carrying the free-floating
solid grains, is only weakly controlled by the
ingot size or the superheat (Ref 54):

ub � R
2
7DT

3
7 (Eq 45)

Because ub is such a weak function of R and
△T, this result shows that, in the range of those
parameters available in practical situations,
there is a narrow range of buoyancy-driven
velocities. The size of the stratified region, LT
(Eq 42), can be shown to be a very weak func-
tion of superheat, so this area will always
extend over 10 to 20% of the sump. The scaling
analysis shows very quickly that, without the
introduction of other forces into this process,
the flow structure can only be marginally
changed.
In this scaling analysis, Davidson and Flood

(Ref 54) and Reese (Ref 55) made assumptions
about the momentum balance and the thickness
of the boundary layer. Friction was neglected in
that momentum balance (Eq 37), which
requires:

nub
d2 gbDT

� Pr � 1 (Eq 46)

having substituted Eq 43 and 44 into Eq 37.
Because liquid metals have Pr << 1, this
assumption is generally true. For typical practi-
cal values from DC casting of aluminum alloys,
GrPr2 >> 1 and u�o � Oð1Þ, so it can also be
seen from Eq 43 that d/R << 1, confirming
the other main assumption in the analysis.

Numerical Analysis

While the previous scaling analyses provide
useful estimates of important transport phenom-
ena and elucidate their interrelationships with
very little mathematical effort, more detailed
information is frequently needed. At that point,
numerical solutions to the governing equations
for energy (Eq 8 or 9), composition (Eq 13),
momentum (Eq 18), and mass (Eq 19) are
sought. While this section does not address
solution techniques, it does present examples
of such simulations of solidification processes,
in which coupled predictions of fluid flow and
heat and mass transfer are used to predict the
origin and extent of defects. (The papers refer-
enced in this section do discuss various numer-
ical techniques to solve the transport equations.
These methods are not the subject of this arti-
cle, so the reader is referred to Ref 8 to 11 for
detailed treatments.) The focus of this section

is the prediction of macrosegregation defects.
Other choices are possible to illustrate the
power of the models to predict physical phe-
nomena in solidifying alloys, but these exam-
ples were picked because the primary result
(the final composition field) is tightly coupled
to the heat transfer and fluid flow during pro-
cessing and is also of direct interest to the
metallurgist.
Macrosegregation in a Binary Alloy. In

these studies, the processing defect of interest
is macrosegregation, an inhomogeneity in com-
position that leads to variations in mechanical
properties through poor distribution of second-
ary phases or solid-solution strengthening. The
origin of macrosegregation is in the solute
redistribution inherent in alloys that freeze over
a temperature range. The idealized phase dia-
gram in Fig. 4 shows the equilibrium solid
and liquid compositions at a given temperature
in a two-phase region. The local liquid compo-
sition is, at this point, richer with solute than
the nominal composition. If that fluid moves
from its initial location and is replaced by fluid
with a different composition, then the mixture
composition changes locally. Because this pro-
cess generally occurs much more rapidly than
species diffusion (Ref 13), it is the dominant
cause of macrosegregation. What causes this
fluid flow which redistributes the solute? Both
the species gradients arising from the different
solubilities of the various alloying elements in
the solid and the temperature gradients set up
by the cooling process cause variations in the
density field of the liquid. The nonuniform den-
sity in a gravitational field results in buoyancy-
induced flow throughout the interdendritic
liquid and the bulk melt. Also, in real systems,
the densities of the solid and liquid phases are
different (usually with rS > rL), and the vol-
ume change upon solidification drives fluid
motion, which is needed to enforce continuity.
An example of the development of macrose-

gregation in a static casting is found in Fig. 5.
Here, it is assumed that the fluid flow that

Fig. 4 Idealized binary phase diagram, showing the
relationship among the nominal composition

(Co) and the equilibrium liquid (CL
*) and solid (CS

*)
compositions

Modeling of Transport Phenomena during Solidification Processes / 163

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



causes this local composition change is driven
entirely by density changes in the fluid. The liq-
uid density in the mushy zone is increased by
the colder temperatures, but here it is assumed
that there is a positive solutal buoyancy (i.e.,
the interdendritic liquid is enriched with a
lighter component of the alloy) and that the
net effect is an upward buoyancy force there.
When an ingot is cooled from a vertical wall,

a buoyancy-driven flow will always arise (usu-
ally having much more effect on macrosegrega-
tion than the accompanying shrinkage-induced
flow) because of the horizontal temperature gra-
dient perpendicular to the gravity vector. The
buoyancy force resulting from the composition

gradient can either aid or oppose the downward
thermal effect. In Fig. 5, the streamlines and
composition fields for opposing solutal and
thermal buoyancy are shown for a binary alloy
cooled from the left wall. In Fig. 5(a), before
solidification begins, there is a counterclock-
wise flow cell driven entirely by the cooling at
the chill wall. When the mushy zone begins to
develop (Fig. 5b), the lighter interdendritic fluid
rises through the mush (mostly near the liqui-
dus interface, delineated by the white line,
where the drag is lowest) and escapes along
the top of the mold. The thermal cell, weakened
by the cooling of the bulk melt, is forced into
the bottom half of the liquid region by the

compositionally driven cell. The beginnings of
a cone segregate are seen in the lower part of
the mush (darker shading indicates lower solute
concentration). A-segregates, indicated by the
light and dark bands in the upper mush, have
begun to develop. These regions are sites from
which much of the lighter fluid may leave the
solid-liquid zone, because they have lower solid
fractions than the surrounding mushy zone,
although Combeau et al. (Ref 36) have shown
that they are not necessary to the formation of
the overall macrosegregation pattern.
As solidification fronts move forward and the

superheat in the melt is all but extinguished, the
thermal cell dies out completely, and composi-
tional buoyancy drives the entire flow. The
clockwise streamlines in Fig. 5(c) show
that the fluid leaves the mush through the A-
segregates, the stronger of which feed small
recirculation cells in the stratified upper region
of the melt. The final macrosegregation pattern,
typical of static castings, is seen in Fig. 5(d),
which includes a negatively segregated cone,
severe A-type segregation, and a solute-rich
region along the top and the far vertical wall.
This development of macrosegregation in a
solidifying binary alloy is typical and has been
observed in many single-domain numerical
studies, including several early works (e.g.,
Ref 6, 56, 57).
Although since the 1980s there has been a

plethora of numerical studies of the macro-
scopic heat and mass transfer during alloy
solidification, much fewer works are available
in which quantitative experimental data are
compared to those predictions. Most of the
work has been done in metal analog systems
(e.g., water-ammonium chloride), which exhibit
dendritic growth and are transparent, allowing
visualization of flow patterns in the melt and
how they interact with the mushy zone. How-
ever, there are very few studies comparing
composition and temperature data from binary
metal alloys to numerical predictions using sin-
gle-domain models. The first such study was by
Shahani et al. (Ref 58), who cast two lead-tin
alloys and measured compositions at discrete
points. Some agreement was found between
predictions and experiments, although the reso-
lution of the measurements was not fine enough
to show A-segregates in the casting. Prescott et
al. (Ref 59) performed experiments with lead-
tin to validate a single-domain mixture model.
With the exception of some small nonequilib-
rium effects, the trends in the predicted tran-
sient temperatures matched the simulations
well, although the composition measurements
only agreed with the trends in the calculated
macrosegregation patterns. Krane and Incropera
(Ref 60) also performed experiments in lead-tin
alloys with similar results. They also measured
dendritic arm spacings for use in the Blake-
Kozeny permeability model (Eq 25) and
showed that the model overpredicts the perme-
ability of the dendritic array near the liquidus
temperature (low fraction solid). The evaluation
of the agreement between model and

Fig. 5 Development of macrosegregation in an alloy with interdendritic liquid lighter than nominal. (Lighter shade of
gray indicates liquid of higher-than-nominal composition; darker regions are depleted in solute. The white

lines are the liquidus interface, the solid black lines are clockwise streamlines, and the dashed black lines are
counterclockwise streamlines.) The alloy is chilled from the left side and is insulated on other boundaries. (a)
Thermally driven flow cell before solidification begins. (b) With some of the ingot solidified, the flow cell driven by
solutal buoyancy replaces the enriched interdendritic liquid in the mushy zone with fluid from the melt at the
nominal composition. (c) The melt superheat is extinguished, and only a weak solutal cell remains. (d) Segregation
pattern in completely solidified ingot
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experiment was hampered by the high uncer-
tainty in the composition measurements and in
the permeability model. Although composition
measurements did not show the presence of A-
segregates, these predicted structures were
observed in polished sections from the cast ingot.
Singh et al. (Ref 61) further investigated the role
of permeability in these simulations, evaluating
different permeability models (including aniso-
tropic effects) and comparing composition pre-
dictions to data from Ref 58 and 60.
Macrosegregation in a Multicomponent

Alloy. Most applications of the single-domain
models have been simulations of binary alloys,
or alloys approximated as binary. These sys-
tems have been useful to elucidate the basic
transport phenomena, but most commercial
alloys contain more than two components, and
the interactions of all the elements may have
an influence on the convective flows that lead
to macrosegregation and other defects. The for-
mation of secondary solid phases can be much
more complicated in multicomponent alloys
and should be treated using appropriate thermo-
dynamic models.
Mehrabian and Flemings (Ref 62) predicted

macrosegregation in an Al-Cu-Ni alloy due only
to shrinkage-induced flow, and others have
developed models with buoyancy-driven flows
limited to the mushy zone (Ref 63) or with only
partially coupled transport models (Ref 64). The
first fully coupled model that simultaneously
solved in all regions of the metal for transport
of all the elements, heat, mass, and momentum
(and linked to the phase diagram of the alloy)
is found in the prediction of solidification of a
ten-component, low-alloy steel by Schneider
and Beckermann (Ref 44). Their single-domain
model, derived using volume averaging meth-
ods (Ref 6), predicted developing macrosegre-
gation patterns and fluid flow, assuming that
the steel solidified into one solid phase (neglect-
ing secondary phases). For such a lean alloy, the
formation of secondary phases will only occur
in very small amounts and will not affect the
prediction of macrosegregation, because all of
the flows redistributing solute are in the vicinity
of the liquidus surface; by the time any second-
ary phases may form, the flow is negligible (Ref
6). The phase equilibrium was modeled by each
element independently affecting the liquidus
temperature by a constant slope. While small
local differences were present, overall macrose-
gregation patterns of the various elements were
found to be similar to each other and, because
all of the elements were rejected into the liquid
as the iron-rich solid formed, they were redis-
tributed in patterns similar to the binary solidifi-
cation results mentioned previously. The overall
macrosegregation of elements was linearly pro-
portional to their partition coefficient (Fig. 6),
and this result did not change if elements with
negligible influence on buoyancy were elimi-
nated. Simulation results of the same steel
with two different sets of published data for par-
tition coefficient and liquidus slopes showed
very different segregation patterns (due to a

calculated reversal in the buoyancy force), indi-
cating the nonlinear sensitivity of the model to
proper thermodynamic data. Felicelli et al.
(Ref 65) simulated freckle formation in unidi-
rectional solidification of a Ni-Al-Ta-W alloy
and showed that the mechanisms for the devel-
opment of freckles is virtually the same as a
binary alloy when the buoyancy force has been
determined.
All of the aforementioned studies assumed that

the alloys only solidified a primary solid phase, at
least until very close to the end of freezing. To
evaluate the behavior of a multicomponent alloy
in which the liquid composition path changes dur-
ing freezing, Krane et al. (Ref 45, 66) developed a
geometric model for the lead-rich corner of the
Pb-Sb-Sn diagram and coupled it to a three-
component transport model. In Ref 66, this model
was used to simulate various alloys. In some of
these alloys, the solidification path had increasing
liquid composition for both antimony and tin until
solidification ends. In others, the tin concentration
increases steadily throughout, while the antimony
concentration increases initially but begins to
decrease after the start of precipitation of interme-
tallic phases at approximately fs = 0.1. In the first
type of alloy, the basic development of the flow
patterns, solidification fronts, and solute redistri-
butions occurs in ways similar to binary alloys.
Tin and antimony are rejected throughout the
freezing process, and the resulting lighter liquid
rises and leaves the mushy zone, creating positive
and negative cone segregates with some A-
segregates. Alloys of the latter type also began in
the primary solidification region but had signifi-
cant freezing on the twofold saturation curve for
the primary lead and SbSn intermetallic. In this
case, the tin content of the liquid increased mono-
tonically as the temperature fell, while the liquid
antimony concentration first increased (in the pri-
mary region) and then decreased (along the binary
trough). This reversal of antimony microsegrega-
tion led to a unique pattern of macrosegregation.

The convective flows, dominated by the large dif-
ference in tin content of the interdendritic fluid
and the bulk melt, began to redistribute the anti-
mony as in a two-component alloy. When the
binary trough was reached, however, the newly
formed solid absorbed, rather than rejected, the
antimony, and liquid advected from the mush by
the tin-driven flows was depleted in antimony.
The resulting pattern (Fig. 7), with negative anti-
mony cone segregates in the lower left and upper
right corners, separated by a region of antimony-
rich material, is unique to some ternary alloys
and is not found in two-component systems or in
multicomponent alloys which only experience
primary solidification.
Experimental confirmation of multicomponent

models is just as scarce as for simulations of
binary alloys. Mehrabian and Flemings (Ref 62)
found good agreement of their model with exper-
iment, although the thermally and solutally stable
configuration only allows shrinkage-induced
flows. Vannier et al. (Ref 64) compared the
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Fig. 6 Dependence of global macrosegregation levels
in ten-component steel (all data from two

cases in Ref 44). Each point represents the
macrosegregation level, M, of an individual component
as a function of its partition coefficient, k. The two data
sets were predicted under the same conditions and with
the same model, except with different sets of partition
coefficients and different liquidus surfaces.

Fig. 7 Solidified composition fields in a Pb-35wt%Sn-
5wt%Sb alloy chilled from the left side. The tin

pattern (a) shows the standard segregation pattern for a
binary alloy (with very weak A-segregates). Because the
antimony partitioning had little effect on the buoyancy,
the tin segregation dominates the flow. A reversal of
antimony microsegregation at low solid fraction and the
tin-controlled flow cause the unusual antimony
macrosegregation in (b). Source: Ref 68
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predictions from their partially coupled transport
model to the carbon concentration profiles in a
statically cast six ton steel ingot. Measured com-
positions near the bottom of the ingot exhibited a
negative segregation that was not predicted by
the model, which assumed an entirely columnar,
rigid mushy zone. In a similar study of a large
steel ingot, Gu and Beckermann (Ref 67) made a
similar assumption in their fully coupled, single-
domain model and produced the same discrep-
ancy. In both studies, the authors concluded that
the presence of free-floating, equiaxed dendrites
in the ingot (lacking in the models) was responsi-
ble for the disagreement. Although their model
was capable of simulating the formation of such
structures, Gu and Beckermann predicted no A-
segregates due to the necessarily coarse grid size.
Similar significant variation in the temperature of
last solidification was measured and predicted
throughout the ingot, owing to the effect of
macrosegregation. Du et al. (Ref 53) compared
predictions and experiments in DC casting of an
Al-Cu-Mg alloy and came to the same conclu-
sions about the need for a free-floating grain
model in that process. Combeau et al. (Ref 36)
included such a model in predictions of macrose-
gregation in a large, statically cast steel ingot and
found much better agreement with experiment
than Ref 64 and 67. They explored the different
behaviors of globular and dendritic solid particles.
Because the former settles more rapidly than the
latter, if globular solid is present, there is much
more negative segregation near the ingot bottom.
Because the dendritic solid tends to stay flowing
with the melt, there is much less segregation with
that structure. They also were able to use a much
finer grid than in Ref 67 and so were able to pre-
dict A-segregates. These two studies showed that
the A-segregates are not the primary source of
segregated fluid leaving the mushy zone, because
they both predicted roughly the same level of seg-
regation near the top of the ingots. A study by
Krane et al. (Ref 68) in a Pb-Sb-Sn alloy showed
good agreement with temperature measurements
but highlighted the sensitivity of composition
redistribution to the permeability model.
All of these studies also illustrate the impor-

tance of the use of accurate thermodynamic
data for the prediction of the relationship
among temperature, fraction solid, and phase
composition. The temperature and liquid com-
position in the mushy zone drive the segregat-
ing natural convection flow and are very
sensitive to models of the liquidus temperature
and partition coefficients.

Summary

A set of partial differential equations consti-
tuting a common model for transport phenom-
ena in solidification of metal alloys has been
reviewed, and the physical phenomena repre-
sented by each term has been identified, espe-
cially those terms particular to solidification in
dendritic alloys. The representations of solidifi-
cation shrinkage, buoyancy, and drag in the

mushy zone are presented, while extensions to
account for other effects are possible. These
models can include the prediction of electro-
magnetic effects from Maxwell’s equations,
gas porosity using a nucleation model and an
advection-diffusion equation for the gas, hot
tearing when coupled with a stress model, or
microstructural development if linked to a
method for predicting the movement of phase
boundaries. The focus here has been on sin-
gle-domain mixture models, but multiple-phase
approaches are also viable options. (Multiple-
domain techniques are used much less often in
recent literature.) The need for a closure model
relating temperature, solid fraction, and solid
and liquid compositions is mentioned, and the
reader is referred to Ref 2, 6, and 43 to 45 for
more details.
When a set of transport equations has been

developed, several examples are given to illus-
trate their use and elucidate some of the physics
present in the solidification of metal alloys.
Scaling, or order-of-magnitude, analysis is used
to understand the behavior of two processes and
to check the modeling assumptions. This simple
approach is a good method to obtain behavioral
trends quickly. For more detailed knowledge,
numerical analysis is necessary, and simula-
tions that show the development of macrosegre-
gation and its interdependence on the flow and
temperature fields are presented as examples.
Both binary and multicomponent alloys are dis-
cussed, and some experimental validation is
briefly reviewed.
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Modeling of Casting and Solidification
Processes
Jianzheng Guo and Mark Samonds, ESI US R&D

CASTING AND SOLIDIFICATION PRO-
CESSES are modeled in terms of thermody-
namics, heat transfer, fluid flow, stress, defect
formation, microstructure evolution, and ther-
mophysical and mechanical properties (Ref 1).
Simulation technologies are applied extensively
in casting industries to understand the effects of
alloy chemistry, heat transfer, fluid transport
phenomena, and their relationships to micro-
structure and the formation of defects. Thanks
to the rapid progress of computer calculation
capability and numerical modeling technolo-
gies, casting simulation can quickly answer
some critical questions concerning filling,
microstructure, defects, properties, and final
shape. Modeling can be used to support quality
assurance and can also help to reduce the time
for responding to customer inquiries. It shifts
the trial-and-error procedure used on the shop
floor to the computer, which does it faster, more
easily, with greater transparency, and more
economically.
Casting simulation software has been avail-

able to the foundry industry since the 1980s.
Simulation technology has come a long way
since the early to mid-1980s, when the design
engineer could only work with two-dimensional
models. The early days focused on identifying
hot spots in the casting. As the computer-aided
design and numerical simulation software
packages evolved, foundry engineers could
increasingly make quick changes to the feeding
design to fix these problems with relative ease.
Most of the casting simulation packages now
on the market can handle fluid flow in the mold
and solidification. Today (2010), the foundry
industry wants to focus on more advanced pre-
dictions, such as stress and deformation, micro-
structure determination, defect formation, and
mechanical properties.
The primary phenomenon controlling casting

is the heat transfer from the metal to the mold.
The heat-transfer processes are complex. The
cooling rates range from an order of one-tenth
to thousands of degrees per second, and the
corresponding length scales extend from sev-
eral meters to a few micrometers. These various
cooling rates produce different microstructures

and hence a variety of mechanical properties.
Solidification kinetics, including nucleation,
growth, and coarsening, are now being investi-
gated extensively. The incorporation of these
principles into the more traditional thermal,
fluid flow, and stress models enable quantitative
predictions of microstructure and mechanical
properties, such as tensile strength and elonga-
tion. The coupling of mechanical analysis with
thermal analysis enables the prediction of resid-
ual stresses and distortion in the castings and
molds. These predictions will enable design
engineers to evaluate the effects of nonuniform
properties and defects on life-cycle perfor-
mance of components.
Different casting processes are used to pro-

duce different kinds of casting components.
Some of the most common ones are sand cast-
ing, investment casting, die casting, permanent
mold casting, lost foam casting, centrifugal
casting, continuous casting, and direct chill
casting. Each casting process has its own fea-
tures. For example, for pressure die casting
machines, it is particularly important to opti-
mize not only the casting quality but also the
die behavior with respect to thermal stress and
strains and life expectancy.
In this article, the topic of computational ther-

modynamics is first reviewed. The calculation of
solidification paths for casting alloys is introduced
in which back diffusion is included so that the
cooling condition can be accounted for. Then, a
brief review of the calculation of thermophysical
properties is presented. Fundamentals of the mod-
eling of solidification processes are discussed
next. The modeling conservation equations are
listed. Several commonly used microstructure
simulation methods are presented. Ductile iron
casting is chosen as an example to demonstrate
the ability of microstructure simulation. Defect
prediction is one of the main purposes for casting
and solidification simulation. The predictions for
the major defects of a casting, such as porosity,
hot tearing, and macrosegregation, are high-
lighted. At the end of this article, several industry
applications are presented.
Also see the article “Modeling of Porosity

during Solidification” in this Volume.

Computational Thermodynamics

Thermodynamic calculations are the founda-
tion for performing basic materials research on
the solidification of metals. It is important to
have proper phase information for an accurate
prediction of casting solidification (Ref 2).

Calculations for Casting Solidifications

The method of phase diagram calculations
was started by Van Laar, who computed a large
number of prototype binary phase diagrams
with different topological features using ideal
and regular solution models. Since then, many
researchers began to incorporate phase equilib-
rium data to evaluate the thermodynamic prop-
erties of alloys. It was not until the late 1980s
that a number of phase diagram calculation
software packages became available. Then,
thermodynamic calculations for multicompo-
nent systems became feasible, thanks to the
rapid progress in the computer industry.
Solidification proceeds at various rates for cast-

ings. Thus, the microstructure and the composi-
tion are not homogeneous throughout the
casting. The solidification path determines the
solidification behavior of an alloy. For complex
multicomponent alloys, the solidification path is
very complicated. Hence, the equilibrium of
each phase at different temperatures must be cal-
culated. The thermodynamic and the kinetic
calculations are the base for the prediction of
solidification. The diffusion transport in the solid
phase must be solved for each element. This
requires knowledge of the diffusion coefficient
of the element, the length scale, and the cool-
ing conditions. Thermodynamic modeling has
recently become increasingly used to predict the
equilibrium and phase relationships in multicom-
ponent alloys (Ref 3–5). Currently, several
packages are able to simulate solidification using
the Scheil model and lever rule, such as Thermo-
Calc, Pandat, and JMatPro.
It is critical to have an accurate solidification

path for casting simulation (Ref 6–8). Obtaining
the solidification path is very important for
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understanding and controlling the solidification
process of the alloy. Normally, there are two
ways to predict the solidification path. One is
the complete equilibrium approach, which can
be calculated by the lever rule. The other is the
Scheil model, which assumes that the solute dif-
fusion in the solid phase is small enough to be
considered negligible and that diffusion in the
liquid is extremely fast—fast enough to assume
that diffusion is complete. For almost all practi-
cal situations, the solidification occurs under
nonequilibrium conditions but does not follow
the Scheil model. A modified Scheil model is
applied in JMatPro. In this calculation, carbon
and nitrogen are treated as completely diffused
in the solid, which makes a great improvement,
particularly for iron-base alloy solidification. In
reality, there is always a finite back diffusion
based on the cooling conditions (Ref 9).
There is finite diffusion in the solid, or back dif-

fusion, which is a function of the cooling rate.
Back diffusion plays an important role in the cal-
culation of segregation. There aremanynumerical
and analytical models that attempt to handle such
phenomena (Ref 10–16). For most of the models,
constant partition coefficients are assumed, which
is a good approximation formany alloys. Unfortu-
nately, sometimes the partition coefficients can
vary dramatically for some commercial alloys.
The partition coefficient of an element in an alloy
can change from less than one to greater than one,
or vice versa, during solidification (Ref 17). For
these cases, the analytical or earlier numerical
models are no longer valid. The equilibrium of
each phase at different temperatures should be cal-
culated. This can be fulfilled by coupling with the
thermodynamic calculation.Recently, researchers
have started to couple thermodynamic calcula-
tions with a modified Scheil model, including
back diffusion (Ref 18).
Normally, the liquid is assumed to be

completely mixed. The solid concentration is
calculated by solving a one-dimensional diffu-
sion equation for each element. The governing
equations for conservation of species for multi-
component alloy solidification are (Ref 19):
Liquid species conservation:

fl
@Cj

l

@t
¼ ðCj

l � Cj
i Þ
@fs
@t

þ SDj

L
ðCj

s � Cj
i Þ (Eq 1)

Solid species conservation:

fs
@Cj

s

@t
¼ ðCj

i � Cj
s Þ

@fs
@t

þ SDj

L

� �
(Eq 2)

where j is the species index, C is concentration,
D is a diffusion coefficient, f is the volume frac-
tion of a phase, t is time, L is a diffusion length,
and S is the interfacial area concentration. The
subscript i refers to the solid-liquid interface, l
is the liquid, and s is the solid.
The diffusion length, L, can be determined

using a model proposed by Wang and Becker-
mann (Ref 19) based on the work of Ohnaka
(Ref 12) using the one-dimensional platelike
dendrite geometry:

L ¼ fsl
6

where l is the secondary dendrite arm spacing,
which is a function of cooling rate, l ¼ a _Tn.
Here, a and n are constants determined by the
alloy composition, and _T is the cooling rate.
The interfacial area concentration, S, is related
to the solid volume fraction and the secondary
dendrite arm spacing:

S ¼ 2

l

Combining Eq 1 and 2 and then discretizing
yields:

fsðCj
s � Cjo

s Þ ¼ Dfs þ SDDt
L

� �
Cj

i

� DfsCjo

s þ SDDt
L

Cj
s

� �
(Eq 3)

where the superscript “o” refers to the old value
of the variable. Hence:

Cj
s ¼

ðfs � DfsÞCjo

s þ Dfs þ SDDt
L

� �
Cj

i

fs þ SDDt
L

(Eq 4)

Equation 4 is used for calculating the concen-
tration in the solid. Notice that Eq 4 can auto-
matically turn into the Scheil model or lever
rule if the diffusion is zero or infinity:

Cj
s ¼ Cj

i

when SDDt
L ! 1 (lever rule)

Cj
s ¼ Cjo

s þ ðCj
i � Co

s ÞDfs=fs

when SDDt
L ¼ 0 (Scheil model)

Based on mass conservation, the liquid con-
centration can be calculated from the solution
of the solid concentration profile accordingly.
Example 1: Aluminum Wrought Alloy

2219. Yan (Ref 18) did an experiment for the
solidification of a quaternary Al-6.27Cu-
0.22Si-0.19Mg alloy (UNS A92219) with a
cooling rate of 0.065 K/s. The microstructure
of the solidified samples is dendritic. The calcu-
lated fraction of solid versus temperature rela-
tionship for this quaternary alloy is shown in
Fig. 1. According to the Scheil model, the
solidification sequence for this alloy is liquid
(L) ! L + face-centered cubic (fcc) ! L +
fcc + theta ! L + fcc + theta + Al5Cu2Mg8-
Si6(Q) ! L + fcc + theta + Al5Cu2Mg8Si6(Q)
+ silicon. Experimentally, there were no silicon
and Al5Cu2Mg8Si6 phases formed, according to
metallographic examination and electron probe
microanalysis. The back diffusion model indi-
cates that there are only fcc and theta phases
formed during solidification for this cooling
condition. The results predicted by the back dif-
fusion model are in agreement with the experi-
mental quantitative image analysis program.
The measured fractions of fcc phase were

compared with the calculations from the Scheil
model, lever rule, and the current back diffu-
sion model for three different cooling rates.
The comparison is shown in Table 1.
The fraction of fcc phase calculated from the

Scheil model is less than the measured values,
and the fraction of fcc calculated from the
lever rule is higher than that from the experi-
ments for all three cooling rates. The back diffu-
sion model, which takes into account the cooling
rate, gives good agreement with the experiments.

Fig. 1 Solidification paths of a 2219 aluminum alloy, temperature versus solid fraction, from two models and the
lever rule. L, liquid; fcc, face-centered cubic
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Thermophysical Properties

The research on thermophysical properties is a
very important part of materials science, particu-
larly at the current time, because such data are a
critical input for the simulation of metals proces-
sing. Lee and co-workers investigated the sensi-
tivity of investment casting simulations to the
accuracy of thermophysical properties (Ref 20).
They found that the temperature prediction and
thermal gradient in the liquid are the most sensi-
tive to the accuracy of the input values used for
density and thermal conductivity in the solid.
Thermal conductivity in the liquid, specific heat,
and density have similar levels of influence on
solidification time; increasing their values
increases the local solidification time. Thermal
conductivity in the solid has the opposite effect
compared to all the other properties studied.

Collection and Calculation of
Thermophysical Property Data

Accurate thermophysical data are difficult to
obtain at high temperatures experimentally,
especially for reactive alloys such as titanium-
and nickel-base superalloys. An extensive
database for the calculation of thermophysical
properties has been developed (Ref 7) that uses
the phase fraction information predicted with
the Gibb’s free energy minimization routines
developed by Lukas et al. (Ref 3) and extended
by Kattner et al. (Ref 4). These properties
include density, specific heat, enthalpy, latent
heat, electrical conductivity and resistivity,
thermal conductivity, liquid viscosity, Young’s
modulus, and Poisson’s ratio. The thermody-
namic calculation is based on the thermody-
namic databases from CompuTherm LLC. A
simple pairwise mixture model, which is simi-
lar to that used to model thermodynamic excess
functions in multicomponent alloys, can be
used to calculate the properties (Ref 5):

P ¼
X

xiPi þ
X
i

X
j>i

xixj
X
v

Ovðxi � xjÞv

(Eq 5)

where P is the phase property, Pi is the property
of the pure element in the phase, Oi is a binary
interaction parameter, and xi and xj are the mole
fractions of elements i and j in that phase.
Thermal Conductivity. The thermal con-

ductivity mainly depends on the chemical com-
position of an alloy. It also depends to a lesser

extent on the precipitates, bulk deformation,
microstructures, and other factors (Ref 21, 22).
These factors can usually be ignored in the cal-
culation of conductivity for commercial alloys.
The thermal conductivity of alloys is composed

of two components: a lattice component and an
electronic component. In well-conducting metals,
the thermal conductivity is mainly electronic
conductivity. The lattice conductivity is usually
very small compared to the electronic one.
Hence, only the electronic component is consid-
ered here. The thermal conductivity, l, and the
electrical resistivity, r, are related according to
the Wiedeman-Franz-Lorenz law (Ref 23, 24):

l ¼ LT

r
(Eq 6)

where the Lorentz constant is:

L ¼ 2:44� 10�11WOK�2,

and T is the temperature.
The thermal conductivity of an element can be

calculated, because the electrical resistivity of
pure elements can be obtained from experiments
or literature. Then, the mixture model (Eq 5) can
be applied for multicomponent alloys. Based on
this model, an example of the calculated thermal
conductivity of an aluminum casting alloy, A356
(UNS A13560), is shown in Fig. 2, with experi-
mental results for comparison. The calculation
can accurately predict the thermal conductivity
variation with temperatures for this alloy in the
liquid, solid, and mushy zone. Figure 3 shows
the comparison with experimental results from
Auburn University for various alloys at different
temperatures. The agreement is good in general.
Liquid Viscosity. Viscosity is an important

property to be considered in dealing with fluid
flow behavior. The liquid viscosity is a measure

of resistance of the fluid to flow when subjected
to an external force. There are two approaches
to modeling of complex alloy viscosity. One is
the fundamental molecular approach, and the
other is the semitheoretical procedure. The for-
mer one is based mainly on the monatomic
nature. There are some models available, but
most of them are still under development and do
notmeet the technological need. The semitheore-
tical method is applied here to predict the viscos-
ity of alloys. The viscosity, Z, of pure liquid
metals follows Andrade’s relationship (Ref 25):

ZðT Þ ¼ Zo expðE=RT Þ (Eq 7)

where E is the activation energy, and R is the
gas constant.
Figure 4 shows an example of the calculated liq-

uid viscosity of a high-temperature nickel-base
alloy, IN718, using the mixture model (Eq 5) com-
paredwith experimental results. Figure 5 shows the
comparison between experimental and calculated
results for various alloys at different temperatures.
Density. Currently, the casting simulation

models have reached the stage where one of the
limiting factors in their applicability is the accu-
racy of the thermophysical data for the materials
to be modeled. Among all the thermophysical
data, the temperature-dependent density is one
of the most critical ones for the accurate simula-
tion of solidification microstructure and defect
formation, such as shrinkage porosity (Ref 7). A
database has been developed containing molar
volume and thermal volume coefficients of
expansion of liquid, solid-solution elements, and
intermetallic phases. This is linked to the thermo-
dynamic calculations mentioned previously. Vol-
ume calculations are linked to the thermodynamic
models such that, when a thermodynamic calcula-
tion is made, volume can be directly calculated.
The densities of the liquid and solid phases of

Table 1 Comparison of experimental and
calculated fraction of face-centered cubic
phase (volume percent)

Cooling rate, K/s Area scan Image analysis Calculation

Lever rule . . . . . . 96.7
0.065 96.0 95.4 96.0
0.25 95.8 95.3 95.4
0.75 95.8 94.7 94.3
Scheil model . . . . . . 85.4

Fig. 2 Comparison between experimental and calculated thermal conductivity versus temperature for an aluminum
casting alloy, A356
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multicomponent systems are calculated by the
simple mixture model (Ref 26). Figure 6 shows
plots comparing experimental values with calcu-
lations for the density of different alloys at differ-
ent temperatures. Figure 7 shows a comparison
between the calculated and experimentally
reported density for a CF8M stainless steel alloy.
It will increase a modeler’s confidence to have

reliable calculated thermophysical properties for
a casting alloy, especially at high temperatures,
where it is very difficult tomeasure by experiment.

Fundamentals of the Modeling of
Solidification Processes

Casting process modeling involves the simu-
lation of mold filling, solidification of the cast
metal, microstructure formation, stress analysis

on casting and mold, and so on. At the macro-
scopic scale, these processes are governed by
basic equations, which describe the conserva-
tion of mass, momentum, energy, and species.
Heat transfer is perhaps the most important dis-
cipline in casting simulation. The solidification
process depends on heat transfer from the part
to the mold and from the mold to the environ-
ment. The heat can be transferred by conduc-
tion, convection, and/or radiation. Conduction
refers to the heat transfer that occurs as a result
of molecular interaction. Convection refers to
the heat transfer that results from the movement
of a liquid, such as liquid metal or air. Radia-
tion refers to the heat transfer of electromag-
netic energy between surfaces that do not
require an intervening medium. Radiation is
very important for investment casting pro-
cesses, for instance.

Mathematical Formulations that
Govern the Solidification Process

The following summarize the basic mathe-
matical formulations that govern the solidifica-
tion process (Ref 27).
Energy Equation. The equation for energy is:

r
@H

@t
þ rui

@H

@xi
�rðkrT Þ � qðxÞ ¼ 0 (Eq 8)

where r is density; k is thermal conductivity;
and H is enthalpy, a function of temperature
that encompasses the effects of specific and
latent heat if a fraction-of-solid curve is given
as a function of temperature, which is the case
assumed here; and:

HðT Þ ¼
ZT

0

CpdT þ L½1� fsðT Þ� (Eq 9)

where L is latent heat, fs is fraction of solid, ui =
flui,l is the component superficial velocity, fl is
the fraction of liquid, and ui,l is the actual liquid
velocity.
Momentum Equations. Assuming that the

spatial derivatives of viscosity are small and that
the fluid is nearly imcompressible, many terms in
the viscous stress tensor can be neglected. The
momentum equations can be simplified as:

r
@ui
@t

þ ruj
@ui
@xj

þ @

@xj
pdijm

@ui
@xj

� �
¼ rgi � m

K
ui

(Eq 10)

where dij is the Kronecker delta, p is pressure, gi is
gravitational acceleration, and K is permeability.
The Continuity Equation. The equation for

continuity is:

@r
@t

þ @ðruiÞ
@xi

¼ 0 (Eq 11)

To solve Eq 11, proper initial conditions and
boundary conditions are needed.
The basic initial conditions include temper-

ature, velocity, and pressure:

T ðx; 0Þ ¼ ToðxÞ
uðx; 0Þ ¼ uoðxÞ
vðx; 0Þ ¼ voðxÞ
wðx; 0Þ ¼ woðxÞ
pðx; 0Þ ¼ poðxÞ

Boundary Conditions. There are many
kinds of boundary conditions. Some of the most
common ones are:
Fixed value or Dirichlet boundary condition:

Y ðxÞ ¼ YdðxÞfðtÞ on G1 (Eq 12)

where Y(x) can be temperature, velocity, or
pressure; G1 is some subset of the total bound-
ary; Yd(x) is a specified variable vector; and
f(t) is the time function.

Fig. 3 Comparison between experimental and calculated thermal conductivity for different alloys

Fig. 4 Comparison between experimental and calculated viscosity for a nickel-base alloy, IN718
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Specified heat flux boundary condition:

�krT � _n ¼ qnfðtÞ on G2 (Eq 13)

where qn is the specified heat flux, _n is a unit
vector normal to the surface, and G2 is some
subset of the total boundary G.
Convective heat flux boundary condition:

�krT � _n ¼ qnfðtÞhfðtÞgðT Þ½T � Ta� on G2

(Eq 14)

where h is the convection coefficient, g(T) is
the temperature function, and Ta is the ambient
or media temperature, which could be a func-
tion of time.

Radiation heat boundary condition:

�krT � _n ¼ segðT Þ½T 4 � T 4
a � on G2 (Eq 15)

where s is the Stefan-Boltzmann constant, and
e is emissivity.
This is a simple version of radiation in which

it is assumed that there is only one ambient
temperature present. Thus, the view factor is
equal to one. The radiation energy exchange
between two surfaces changes significantly
with their relative direction. The heat exchange
is maximum if two surfaces face each other per-
fectly. The heat exchange will be zero between
two surfaces if they cannot see each other.
View factor represents the fraction of the

radiation directly leaving one surface that is
intercepted by another.
For investment casting modeling, the view

factor must be calculated carefully. For that
case, a view factor radiation model can be used.
A net flux model can be used for more com-

plex view factor radiation. Rather than tracking
the reflected radiant energy from surface to sur-
face, an overall energy balance for each partici-
pating surface is considered. At a particular
surface i, the radiant energy being received is
denoted as qin,i. The outgoing flux is qout,i.
The net radiative heat flux is the difference of
these two:

qnet;i ¼ qout;i � qin;i (Eq 16)

Using the diffuse, gray-body approximation,
the outgoing radiant energy can be expressed
as:

qout;i ¼ seiT 4
i þ ð1� eiÞqin;i (Eq 17)

The first term in Eq 17 represents the radiant
energy, which comes from direct emission. The
second term is the portion of the incoming radi-
ant energy, which is being reflected by surface
i. The incoming radiant energy is a combination
of the outgoing radiant energy from all partici-
pating surfaces being intercepted by surface i.
Here, the view factor, Fi�j, is the fraction of
the radiant energy leaving surface j that
impinges on surface i. Thus:

qin;i ¼
XN
j¼1

Fi�jqout;j (Eq 18)

where N is the total number of surfaces partici-
pating in the radiation model, and the view fac-
tors are calculated from the following integral:

Fi�j ¼ 1

Ai

Z
Aj

Z
Ai

cos yj cos yi
pr2

dAidAj (Eq 19)

where Ai is the area of surface i, yi the polar
angle between the normal of surface i and the
line between i and j, and r is the magnitude of
the vector between surface i and j.
Then, the vector of radiosities qout,i can be

solved by:

XN
j¼1

Ai

ð1� eiÞ dij �AiFi�j

� �
qout;j ¼ eiAi

ð1� eiÞsT
4
i

(Eq 20)

Hence, the net radiant flux is obtained by:

qnet;i ¼ ei
1� ei

� �
½sTt

i � qout;i� (Eq 21)

This heat flux then appears as a boundary con-
dition for the heat conduction analysis.
Based on the aforementioned equations, the

basic heat-transfer and fluid flow problems can
be solved with proper initial and boundary
conditions.

Fig. 5 Comparison between experimental and calculated viscosity for different alloys at different temperatures

Fig. 6 Comparison between experimental and calculated density for different alloys
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Microstructure Simulation

The purpose of casting solidification micro-
modeling is to predict the microstructure of a
casting, such as grain size. Understanding the
casting solidification process and microstruc-
ture formation will greatly facilitate casting
design and quality control. Computer modeling
also provides the basis for computer-aided
manufacturing and product life-cycle manage-
ment by being able to predict mechanical prop-
erties, quality, and useful life (Ref 28–33).
There are several ways to simulate micro-

structure formation during alloy solidification,
such as the deterministic method and the sto-
chastic method. For the deterministic method,
the density of grains that have nucleated in the
bulk liquid at a given moment during solidifica-
tion is a deterministic function (e.g., a function
of undercooling). The stochastic method is a
probabilistic means to predict the nucleation

and growth of the grain, including the stochas-
tic distribution of nucleation locations, the sto-
chastic selection of the grain orientation, and
so on. The stochastic method includes cellular
automata and the phase-field method.

Deterministic Micromodeling

Modeling of solidification processes and
microstructural features has benefited from the
introduction of averaged conservation equations
and the coupling of these equations with micro-
scopic models of solidification. When conserva-
tion equations are averaged over the liquid and
solid phases, the interfacial continuity condition
automatically vanishes and average entities
(e.g. mean temperature or solute concentration)
appear. Rappaz et al. (Ref 34, 35) proposed a
model using averaging methods to predict the
growth of equiaxed grains under isothermal con-
ditions. The nucleation is based on the model

proposed by Thevoz and co-workers (Ref 36),
which is illustrated in Fig. 8. At a given under-
cooling, the grain density, n, is calculated by
the integral of the nucleation site distribution
from zero undercooling to the current undercool-
ing. Thus, the density of the grain nuclei is:

nðDT ðtÞÞ ¼

nmaxffiffiffiffiffiffi
2p

p � DTd

ZDT ðtÞ

0

exp �ðDT ðtÞ � DTnÞ2
2DT 2

s

 !
dðDT ðtÞÞ

(Eq 22)

where nmax is the maximum grain nuclei den-
sity, DTd is the standard deviation undercool-
ing, and DTn is the average undercooling.
Rappaz and Boettinger (Ref 28) studied the

growth of an equiaxed multicomponent den-
drite. In their study, for each element, the
supersaturation is:

Oj ¼
c�l;j � co;j

c�l;jð1� kjÞ ¼ IvðPejÞ (Eq 23)

where J = 1, n is the solute element, c�l;j is
the tip liquid concentration, co,j is the nomi-
nal concentration, and kj is the partition
coefficient.
The Peclet number is defined as:

Pej ¼ Rv

2Dj

where Dj is the diffusion coefficient.
The Ivanstsov function is defined as:

IvðPeÞ ¼ Pe � expðPeÞ � E1ðPeÞ

where E1(Pe) is the first exponential integral.
Assuming growth at the marginal stability

limit, the dendrite radius is calculated by:

R ¼ �2p2GPn
j¼1

mjPej
co;jð1�kjÞ

1�ð1�kjÞIvðPejÞ

(Eq 24)

where G is the Gibbs-Thomson coefficient.
Hence, the tip velocity is:

v ¼ D1Pe1
2

R
(Eq 25)

and the tip liquid concentration will be:

c�l;j ¼
co;j

1� ð1� kjÞIvðPejÞ (Eq 26)

Assume the liquid concentration in the inter-
dendritic region is uniform. The solute profiles
in the extradendritic liquid region can be
obtained from an approximate model (Ref 28):

Jj ¼ Dj �
c�l;j � co;j

dj=2

� �
(Eq 27)

where the solute layer thickness is:

Fig. 7 Comparison between experimental and calculated density for a CF8M cast corrosion-resistant stainless steel
(UNS J92900)

Fig. 8 Nucleation model. The grain density, n, is plotted versus the undercooling, DT. The derivative is plotted
above.

Modeling of Casting and Solidification Processes / 173

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



dj ¼ 2Dj

v
(Eq 28)

So, the solute balance will become:

dfs
dt

Xn
j¼1

mjðkj�1Þc�l;j þ ðfg�fsÞ dT
dt

�
Xn
j¼1

mjJj ¼ 0

(Eq 29)

where fg is the envelope volume divided by the
final grain volume. Please refer to Ref 28 for
details about the derivation of the aforemen-
tioned equations.
The secondary dendrite arm spacing is calcu-

lated by:

l2 ¼ 5:5ðMtf Þ1=3 (Eq 30)

where:

M ¼ �GPn
j¼1

mjð1� kjÞðce;j � co;jÞ=Dj

� ln

Pn
j¼1

mjð1� kjÞce;j=Dj

Pn
j¼1

mjð1� kjÞco;j=Dj

0
BBB@

1
CCCA (Eq 31)

Based on the aforementioned equations, the
solidification of a multicomponent casting can
be predicted. The averaged microstructure, such
as grain size and secondary dendrite arm
spacing, can be calculated based on the chemis-
try and cooling conditions. Some examples
using such deterministic micromodeling are
provided in a later section.

Cellular Automaton Models

Cellular automaton (CA) models are algo-
rithms that describe the discrete spatial and/or
temporal evolution of complex systems by
applying deterministic or probabilistic transfor-
mation rules to the sites of a lattice. In a CA
model, the simulated domain is divided into a
grid of cells, and each cell works as a small
independent automaton. Variables and state
indices are attributed to each cell, and a neigh-
borhood configuration is also associated with it.
The time is divided into finite steps. At a given
time step, each cell automaton checks the vari-
ables and state indices of itself and its neigh-
bors at the last time step and then decides the
updated results at the present step according to
the predefined transition rules. By iterating this
operation with each time step, the evolution of
the variables and state indices of the whole sys-
tem is obtained.
The CA model is usually coupled with a

finite-element (FE) heat flow solver, such as
the CAFÉ model developed by Rappaz and col-
leagues. The CA algorithm can be used to sim-
ulate nucleation and growth of grains. This
model can be used to predict columnar-to-
equiaxed transition (CET) in alloys. Several

models have been developed over the years
for the prediction of microstructure formation
in casting (Ref 37–41). One example is shown
in Fig. 9.
Cellular automaton/finite-element models are

reasonably well suited for tracking the develop-
ment of a columnar dendritic front in an under-
cooled liquid at the scale of the shape casting
(Ref 39, 40). Although these models do not
directly describe the complicated nature of the
solid-liquid interface that defines the dendritic
microstructure, the crystallographic orientation
of the grains as well as the effect of the fluid
flow can be accounted for to calculate the
undercooling of the mushy zone growth front.
Two- and three-dimensional CAFE models
were successfully applied to predict features
such as the columnar-to-equiaxed transition
observed in aluminum-silicon alloys (Ref 39),
the selection of a single grain and its crystallo-
graphic orientation due to the competition
among columnar grains taking place while
directionally solidifying a superalloy into a
pig-tail shape (Ref 40), as well as the effect of
the fluid flow on the fiber texture selected dur-
ing columnar growth (Ref 41). Coupling with
macrosegregation has been developed (Ref
42), thus providing an advanced CAFE model
to account for structure formation compared to
purely macroscopic models developed previ-
ously (Ref 43–45). While both structure and
segregation were predicted (Ref 42),
comparison with experimental observation
concerning structure formation was limited

due to the lack of detailed data (Ref 46). Com-
parison is thus mainly conducted with the as-
cast state.
Wang et al. (Ref 47) investigated the effect

of the direction of the temperature gradient on
grain growth. As shown in Fig. 10(b), the tem-
perature gradient was inclined at 45� relative to
the macroscopic solidification direction, and the
magnitude of the gradient was 12 K/mm. It
clearly shows that the direction of the tempera-
ture gradient can affect both the macro- and
microscale dendritic structures as well as the
maximum undercooling.
While the CA methods produce realistic-

looking dendritic growth patterns and have
resulted in much insight into the CET, some
questions remain regarding their accuracy.
Independence of the results on the numerical
grid size is rarely demonstrated. Furthermore,
the CA techniques often rely on relatively arbi-
trary rules for incorporating the effects of crys-
tallographic orientation while propagating the
solid-liquid interface. It is now well accepted
that dendritic growth of crystalline materials
depends very sensitively on the surface energy
anisotropy (Ref 48, 49).

Phase-Field Model

An alternative technique for investigating
microstructure formation during solidification
is the phase-field method. Phase-field models
were first developed for simulating equiaxed

Fig. 9 Three-dimensional view of the final grain structure calculated in the weak coupling mode for a directionally
solidified turbine blade. The <100> pole figures are displayed for various cross sections perpendicular to the

main blade axis. Source: Ref 40
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growth under isothermal conditions (Ref 50,
51). A desirable extension of the model was
to study the effect of heat flow due to the
release of latent heat. A simplified approach
was proposed in which the temperature was
assumed to remain spatially uniform at each
instant, and a global cooling rate was imposed
with consideration of the heat extraction rate
and increase of the fraction of solid (Ref 52).
The attempt to model nonisothermal dendritic
solidification of a binary alloy was made by
Loginova et al. by solving both the solute
and heat diffusion equations and considering
the release of latent heat as well (Ref 53).

Besides equiaxed growth in the supersaturated
liquid, the phase-field model was also applied
to the simulation of directional solidification,
under well-defined thermal conditions (Ref
54, 55). The phase-field model has also been
used to simulate the competitive growth
between grains with different misorientations
with respect to the thermal gradient (Ref 56).
Further development in phase-field models
includes the extension into three dimensions
(Ref 57, 58) and multicomponent systems
(Ref 59, 60).
Usually, a regular grid composed of square

elements is used in the phase-field models

(Ref 51, 52), but an unstructured mesh com-
posed of triangular elements has also been used,
which enables the phase-field method to be
applicable in a domain with complex geometry
shape and also in a large scale. From a physical
point of view, the phase-field method requires
knowledge of the physical nature of the
liquid-solid interface. However, little is known
about its true structure. Using Lennard-Jones
potentials, molecular dynamics simulations of
the transition in atomic positions across an
interface have suggested that the interface
width extends over several atomic dimensions
(Ref 61). At present, it is difficult to obtain
usable simulations of dendritic growth with
interface thickness in this range due to the lim-
itations of computational resources. Thus, the
interface width will be a parameter that affects
the results of the phase-field method. It should
be realized that in the limit as the interface
thickness approaches zero, the phase-field equa-
tions converge to the sharp interface formula-
tion (Ref 62, 63). In contrast to CA models
that adopt a pseudo-front-tracking technique,
phase-field models express the solid-liquid
interface as a transitional layer that usually
spreads over several cells.
The diffusion equation for heat and solute

can be solved without tracking the phase inter-
face using a phase-field variable and a
corresponding governing equation to describe
the state in a material as a function of position
and time. This method has been used exten-
sively to predict dendritic, eutectic, and peritec-
tic growth in alloys and solute trapping during
rapid solidification (Ref 64). Figure 11 shows
dendrite fragmentation during reheating when
an isothermally grown structure was subjected
to an instantaneous increase in temperature
(Ref 64). The interface between liquid and solid
can be described by a smooth but highly loca-
lized change of a variable between fixed values
such as 0 and 1 to represent solid and liquid
phases. The problem of applying boundary con-
ditions at an interface whose location is an
unknown can be avoided. Phase-field models
have recently become very popular for the sim-
ulation of microstructure evolution during
solidification processes (Ref 62, 63, 65–67).

Fig. 10 Cellular automaton model produces realistic dendrite growth. (a) Predicted dendritic structure density. (b)
Solutal adjusted undercooling distribution under thermal conditions of 45� inclined isotherms with

respect to the growth direction moving at a constant velocity of 150 mm/s. Source: Ref 47

Fig. 11 Melting of dendritic structure and formation of fragments when temperature is increased from the growth temperature of 1574 K shown in (a) to 1589 K shown at later
times in (b) through (d). Source: Ref 64
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While these models address the evolution of a
solid-liquid interface using only one phase-field
parameter, interaction of more than two phases
or grains, and consequently the occurrence of
triple junctions, needed to be included into the
multiphase-field approach (Ref 59, 60, 68, 69).
One example can be found in Fig. 12, which
predicted two-dimensional dendritic solidifica-
tion of a binary alloy into an undercooled melt
with coupled heat and solute diffusion (Ref 69).
The deterministic model is capable of tracking

the evolution of the macroscale or average vari-
ables, for example, average temperature and the
total fraction of solid, but it cannot simulate the
structure of grains. The CA models can simulate
the macro- and mesoscale grain structures, but it
has difficulty in resolving the microstructure.
The phase-field method can well reproduce the
microstructure of dendritic grains. However,
with the current computational power, phase-
field models can only work well on a very small
scale (up to hundreds of micrometers). The typi-
cal scale of laboratory experiments is 1 cm, and
the scale of an industry problem can be up to 1
m. Both of them are beyond the capability of
the phase-field method. In the industry, for larger
castings, deterministic micromodeling is still a
main player.

Micromodeling Applications in the
Industry

Here, the focus is on deterministic modeling
due to its wide application in the casting indus-
try. Thermodynamic calculations are coupled

with the macroscale thermal and fluid flow cal-
culations (Ref 70).
Ductile iron is chosen as an example to dem-

onstrate the capability of deterministic micro-
modeling because of its complex solidification
behavior. Ductile irons are still important engi-
neering materials due to their high strength and
toughness and relatively low price. In the
foundries, ductile irons suffer from shrinkage
porosity formation during solidification, which
is detrimental to the mechanical properties. To
minimize porosity formation, large risers are
normally used in the design, which sometimes
reduces porosity level but leads to a low yield.
Due to the complex solidification behavior of
ductile irons and their extreme sensitivity to
the process, it is very difficult to optimize the
casting design to ensure the soundness of cast-
ings. To better understand the shrinkage behav-
ior of ductile iron during solidification, a
micromodel was developed to simulate the
microstructure formation. The density change
during solidification and the room-temperature
mechanical properties can be calculated based
on the microstructure. The simulation has been
compared with the experimental results and
found to be in good agreement.
Cast iron remains the most important casting

material, with over 70% of the total world ton-
nage now (Ref 71). Based on the shape of
graphite, cast iron can be lamellar (flake) or
spheroidal (nodular). In the last 40 years, many
papers have been published on the modeling of
ductile iron solidification. It started with the
computational modeling by analytical heat

transport and calculation of transformation
kinetics (Ref 72–78). The computer model
can calculate the cooling curve with an
analytical method together with the kinetics
calculation of carbon diffusion through the
gamma-phase shell. In 1985, Su et al. first cou-
pled heat transfer and a solidification kinetics
model using the finite-difference method
(Ref 79). Since then, many papers have
been published on micromodeling of ductile
iron solidification (Ref 80–89). The carbon
diffusion-controlled growth through the gamma
shell was modeled. In those models, the nodule
count, graphite radius, and austenite shell
radius were calculated. Onsoien et al. used the
internal state variable approach to model the
multiple phase changes occurring during solid-
ification and subsequent cooling of near-eutec-
tic ductile cast iron (Ref 90, 91). In their
simulation, the effects on the microstructure
evolution at various stages of the process by
the alloy composition, graphite nucleation
potential, and thermal progress were illumi-
nated. The heat flow, fading effect, graphite/
austenite eutectic transformation, ledeburite
eutectic transformation, graphite growth in aus-
tenite regime, and the eutectoid transformation
were all modeled. A comprehensive micromo-
del is developed that can give accurate micro-
structure information as well as the
mechanical properties, such as yield strength,
tensile strength, and hardness. The density of
austenite, ferrite, pearlite, graphite, liquid, and
ledeburite are calculated. The prediction has
been compared with the experimental results
and found to be in good agreement (Ref 70).
Nucleation Model. Here, Oldfield’s nucle-

ation model is applied. In this mode, bulk het-
erogeneous nucleation occurs at foreign sites
that are already present within the melt or
intentionally added to the melt by inoculation:

No ¼ AðDT Þn (Eq 32)

where A is the nucleation constant, No is the
nucleation number per unit volume, DT is the
undercooling, and n is another constant that
depends on the effectiveness of inoculation.
Fading Effect. Fading is the phenomenon

whereby the effectiveness of inoculation
diminishes as the time between inoculation
and casting increases. It is believed that the
nucleation of graphite occurs on small nonme-
tallic inclusions that are entrapped in the liquid
after inoculation (Ref 88). The small particles
will grow with time. The particle diameter can
be calculated by:

d ¼ ðd3o þ ktÞ1=3 (Eq 33)

where d is the particle diameter with time, do is
the particle diameter at the beginning of the
inoculation, and k is a kinetic constant.
Graphite/Austenite Eutectic Transforma-

tion. The eutectic growth process in ductile
iron is a divorced growth of austenite and
graphite, which do not grow concomitantly. At

Fig. 12 Predicted results for two-dimensional dendritic solidification of a binary alloy into an undercooled melt with
coupled heat and solute diffusion. The upper- and lower-right quadrants show the dimensionless

concentration U and temperature fields, respectively; both left quadrants show concentration c/c0 fields, with different
scales used in the upper and lower quadrants to better visualize the concentration variations in the solid and liquid,
respectively. Source: Ref 69
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the beginning of the liquid/solid transformation,
graphite nodules nucleate in the liquid and
grow in the liquid to a small extent. The forma-
tion of graphite nodules and their limited
growth in liquid depletes the carbon in the melt
locally in the vicinity of the nodules. This facil-
itates the nucleation of austenite around the
nodules, forming a shell. Further growth of
these nodules is by diffusion of carbon from
the melt through the austenite shell. When the
austenite shell is formed around each nodule,
the diffusion equation for carbon through the
austenitic shell is solved in one-dimensional
spherical coordinates. The boundary conditions
are known from the phase diagram because
thermodynamic equilibrium is maintained
locally. Conservation of mass and solute is
maintained in each grain. Because of the den-
sity variation resulting from the growth of aus-
tenite and graphite, the expansion/contraction
of the grain is taken into account by allowing
the final grain size to vary. Toward the end of
solidification, the grains impinge on each other.
This is taken into consideration by using the
Johnson-Mehl approximation.
Using a spherical coordinate system, a mass

balance is written as:

rG
4

3
pR3

G þ rg
4

3
pðR3

g � R3
GÞ þ rl

4

3
pðR3

l �R3
gÞ

¼ mav

(Eq 34)

where rG, rg, rl are the densities of graphite,
austenite, and liquid, respectively, and the cal-
culation can be found in the next section; RG,
Rg, Rl are the radii of graphite, austenite, and
the final grain, respectively; and mav is the aver-
age mass of the grain.
Assuming complete mixing of the solute in

liquid, the overall solute balance is written as:

rG � 1 � 4
3
pR3

G þ
ZRa

Rc

rgcðr; tÞ4pr2dr

þ rlcl
4

3
pðR3

l �R3
gÞ ¼ cav

(Eq 35)

Differentiation of Eq 34 and 35 and the use of
Fick’s law in spherical coordinates lead to two
equations for graphite and austenite growth
rates following some manipulation.
Ledeburite Eutectic Transformation. When

the temperature reaches below the metastable
eutectic temperature, the metastable phase
forms. The metastable cementite eutectic is also
called ledeburite, in which small islands of aus-
tenite are dispersed in the carbide phase. It has
both direct and indirect effects on the properties
of ductile iron castings. Increasing the volume
percent of the hard, brittle carbide results in
an increase in the yield strength but a reduction
in the tensile strength. Following the assump-
tions from Onsoien (Ref 90, 91) that
the graphite/austenite nodule distribution is
approximated by that of a close-packed face-
centered space lattice and that the ledeburite

eutectic appears in an intermediate position,
the total number of ledeburite nucleation sites
would be the same for graphite/austenite
nodules. The grain is assumed to be spherical.
Hence, the growth of the ledeburite can be cal-
culated as:

dRLE

dt
¼ 30:0 � 10�6�ðDT Þn (Eq 36)

Thus, the fraction of ledeburite can be written
as:

fLE ¼ 4

3
pNR3

LE (Eq 37)

Eutectoid Transformation. The eutectoid
reaction leads to the decomposition of austenite
into ferrite and graphite for the case of the sta-
ble eutectoid and to pearlite for the metastable
eutectoid transformation. Usually, the metasta-
ble eutectoid temperature is lower than the sta-
ble eutectoid temperature. Slower cooling rates
result in more stable eutectoid structure. Fol-
lowing solidification, the solubility of carbon
in austenite decreases with the drop in tempera-
ture until the stable eutectoid temperature is
reached. The rejected carbon migrates toward
graphite nodules, which are the carbon sinks.
This results in carbon-depleted regions in aus-
tenite around the graphite nodules. This pro-
vides favorable sites for ferrites to nucleate,
which grow as a shell around the graphite
nodules. If the complete transformation of aus-
tenite is not achieved when the metastable tem-
perature is reached, pearlite forms and grows in
competition with ferrite.
The ultimate goal of process modeling is to

predict the final mechanical properties. The
mechanical properties (hardness, tensile
strength, yield strength, and elongation) of duc-
tile iron castings are a function of composition

and microstructure. The graphite shape, graph-
ite structure, graphite amount, carbide content,
and matrix structure (pearlite, ferrite) affect
the mechanical properties of ductile iron cast-
ings. As for the matrix structure, the increasing
of pearlite increases the strength and hardness
but reduces the elongation (Ref 92).
To show the capability of this model, a

simulated ductile iron casting with a simple
geometry was investigated. The dimension of
the casting is 10 by 10 by 200 cm. On the left
face, it is cooled by contact with a constant-
temperature medium (15 �C) at a heat-transfer
coefficient of 500 W/m2K. All the other faces
are adiabatic. The initial melt temperature is
1400 �C. According to the boundary condition,
the left side cools faster than the right side. Fig-
ure 13 shows the solidification time for differ-
ent distances from the cooling end. At the
very left end, the solidification time is less than
1 s. On the other hand, the solidification time at
10 cm from the cooling end is more than 100 s.
Because of the different cooling, the nodule
count varies and is shown in the same figure.
The metastable phase forms when the cool-

ing is too fast. Figure 14 shows the volume
fraction of different phases at room tempera-
ture. On the very left end, there is approxi-
mately 90% volume fraction of ledeburite
phase. It reduces gradually from left to right
until approximately 3 cm from the chill end.
There is no ledeburite phase after 3 cm. At the
same time, as cooling decreases, the volume
fraction of ferrite increases and that of pearlite
decreases. Ledeburite is a very hard, brittle
phase. The pearlite phase is harder than ferrite.
Hence, the ductility increases as the cooling
rate decreases.
From the micromodeling, the calculated

grain and graphite radii at different distances
from the chill are shown in Fig. 15. Faster cool-
ing results in smaller grain and graphite sizes.

Fig. 13 Solidification time and nodule count at different distances from the chill (cooled end of a ductile iron
casting)
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The ratio of the radii of graphite and austenite
increases as cooling decreases but reaches a
constant value of approximately 0.44 even
though the radii of graphite and austenite still
continue to increase. This constant ratio is
determined by the initial carbon content. It
can determine the expansion level during
solidification.
Based on the microstructure, the mechanical

properties can be calculated. As mentioned pre-
viously, carbide increases the yield strength but
decreases the tensile strength. The yield
strength and hardness continuously decrease as
the cooling rate decreases. The yield strength
is very high on the left part because of the for-
mation of carbide. On the other hand, the car-
bide decreases the tensile strength. The results
are shown in Fig. 16.

Experimental Validations. A series of
experiments was performed to validate the
micromodel (Ref 93). The three-part cast iron
foundry mold containing the gating system is
shown in Fig. 17.
The casting is GGG60 ductile iron. The pour-

ing temperature is 1400 �C, the initial die tem-
perature is 165 �C, and the initial sand
temperature is 20 �C. To establish the structure
of the casting and the morphology of graphite,
specimens were taken as shown in Fig. 18.
The specimens were then ground, polished,
and etched for structure evaluation. It can be
seen in the pictures of the microstructure that
graphite was segregated in the form of
spheroids.
Because of the rapid cooling, a large amount

of the metastable phase, ledeburite, was formed

in the corner. The ledeburite phase reduces
gradually as the cooling rate decreases. In the
center of the casting, no ledeburite phase was
found. The radius of the black balls, graphite,
increases as cooling decreases. The structure
of the metal is formed by pearlite and ferrite.
Figure 19 shows the volume fraction of meta-
stable phase (top) and the volume fraction
of ferrite (bottom). It is difficult to measure
the yield strength of the sample at different
locations, because the strength could change
dramatically based on the microstructure varia-
tion. On the other hand, hardness is an excellent
indicator of strength and relatively easy to mea-
sure. Figure 20 shows the hardness measure-
ment points on the sample. Table 2 shows the
comparison between the measurement and pre-
diction results of the hardness at different loca-
tions. It can be concluded that the prediction
matches the experiments very well.

Defect Prediction

Defects reduce the performance and increase
the cost of castings. It is critical to understand
the mechanism of defects and microstructure
on the performance so that an effective tool
can be developed to prevent defects and control
the microstructure. There are many kinds of
casting defects. Those defects are dependent
on the chemistry of alloys, casting design, and
casting processes. Defects can be related to
thermodynamics, fluid flow, thermal, and/or
stress. For most cases, all of those phenomena
are correlated. It is necessary to consider every
aspect to prevent the formation of a defect.
Here, some common casting defects in

foundries are discussed. They are porosity, hot
tearing, and macrosegregation.

Porosity

Porosity formed in castings leads to a
decrease in the mechanical properties
(Ref 94–99). This porosity may be a combined
result of solidification shrinkage and gas evolu-
tion. They can occur simultaneously when con-
ditions are such that both may exist in a
solidifying casting. One of the most effective
ways to minimize porosity defects is to design
a feeding system using porosity prediction
modeling. In such a way, the model can deter-
mine the location of microporosity so that the
feeding system can be redesigned. This process
is repeated until microporosity is minimized
and not likely to appear in the critical areas of
the castings.
There are many models that can predict the

shrinkage porosity from the pressure drop dur-
ing interdendritic fluid flow and gas evolution
(Ref 97–104). The model of Felicelli et al. can
predict the pressure and redistribution of gas
and the region of possible formation of porosity
by solving the transport of gas solutes
(Ref 105). A comprehensive model should

Fig. 14 Phase fractions and elongation of the casting at different distances from the chill. Faster cooling on the left
side increases the presence of ledeburite phase in ductile iron. Elongation is increased where the cooling

rate is slower.

Fig. 15 Grain and graphite size of the casting at different distances from the chill for a ductile iron casting. The ratio
of the graphite radius, Rg, to the austenite radius, Ra, is plotted and approaches a constant value. This value

is determined by the carbon content of the melt.
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calculate the shrinkage porosity, gas porosity,
and pore size.
As for many casting defects observed in

solidification processes, the mushy zone is the
source of microporosity. The basic mechanism
of microporosity formation is pressure drop
due to shrinkage and gas segregation in the liq-
uid (Ref 94, 95, 97).
The liquid densities of many alloys are lower

than that of the solid phase. Hence, solidifica-
tion shrinkage happens due to the metal con-
traction during the phase change. The dynamic
pressure within the liquid decreases because of
the contraction and sometimes cannot be com-
pensated by the metallostatic pressure asso-
ciated with the height of the liquid metal.
The decrease of pressure lowers the solubil-

ity of gas dissolved in the liquid. If the liquid
becomes supersaturated, then bubbles can pre-
cipitate (Ref 106). Most liquid metals can dis-
solve some amount of gas. The solubility of
gases in the solid phase is usually much smaller
than that in the liquid phase. Normally, the
rejected gases during solidification do not have
enough time to escape from the mushy zone
into the ambient air. Being trapped within the
interdendritic liquid, the gas can supersaturate

the liquid and eventually precipitate under the
form of pores if nucleation conditions are met.
The formation of bubbles requires overcom-

ing the surface tension (Ref 107). Homoge-
neous nucleation is very difficult. In castings,
nucleation of pores can be expected to occur
primarily on heterogeneous nucleation sites,
such as the solid-liquid interface and inclusions
(Ref 107, 108).
Generally speaking, there are two ways to

predict the level of microporosity in castings.
One is a parametric method derived from first
principles by using a feeding resistance crite-
rion function combined with macroscopic heat
flow calculations (Ref 109–112). Parametric
models are easy to apply to shaped castings
and have been mainly directed at the predic-
tion of centerline shrinkage. Another approach
is a direct simulation method (Ref 97–101,
105, 107). They usually derive governing
equations based on a set of simplifying
assumptions and solve the resulting equations
numerically. By combining the CA technique,
some models can not only predict the percent-
age porosity but also the size, shape, and dis-
tribution of the pores (Ref 102–104). There
has been some research that attempted to
understand the physics of microporosity for-
mation, too (Ref 96).
The earliest work to directly predict micro-

porosity distribution that was general and appli-
cable to shaped castings was done by Kubo and
Pehlke (Ref 107). A more accurate fluid flow
model was presented by Combeau et al. (Ref
98). In their study, the interdendritic flow for

Fig. 16 Mechanical properties of the casting as a function of distance from the chill for the same ductile iron casting

Fig. 17 Experiment setup for casting of a GGG60 ductile iron (German cast iron with nodular graphite)

Fig. 18 Microstructure of ductile iron casting from
Fig. 17 die at indicated points

Fig. 19 Simulation results of fraction of metastable
phase (top) and fraction of ferrite (bottom)

for the same geometry as in Fig. 18
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three-dimensional simulations of mold filling
was included but without considering micropor-
osity. Among all these models, no one calcu-
lated the diffusion and convection of gas.
Felicelli et al. (Ref 105) calculated the redistri-
bution of gas during solidification but did not
predict how much porosity forms and the sizes
of the pores.
To predict microporosity defects in casting

processes accurately, the following factors that
contribute to microporosity formation should
be considered: macroscopic heat transfer, inter-
dendritic fluid flow, gas redistribution by diffu-
sion and convection, microstructure evolution,
and microporosity growth.
The conservation equation beside the equa-

tions mentioned early on is gas conservation.
Gas conservation:

@r�c
@t

þ ruircl ¼ ð1� kÞcl @ð1� flÞr
@t

þrðflrrclÞ
(Eq 38)

where �c ¼ flcl þ ð1� flÞcs, cs = kcl, cl is the
gas concentration in the liquid, cs is the gas

concentration in the solid, and k is the partition
coefficient.
In addition to the liquid and solid fraction,

which are calculated from the energy equation,
the dendrite spacing is needed to estimate pore
curvature and permeability in the mushy zone.
The pore radius or curvature is taken to be pro-
portional to the dendrite cell spacing through
the relationship:

r ¼ 1

2
fld

where d is the secondary dendrite arm spacing.
Gas Porosity Evolution. Pores will form in a

solidifying alloy when the equilibrium partial
pressure of gas within the liquid exceeds the
local pressure in the mushy zone by an amount
necessary to overcome surface tension. Hence,
gas porosity develops when:

Pg > Pa þ Pm þ Pd þ Pd (Eq 39)

where Pg is Sievert pressure, Pa is ambient
pressure, Pm is metallostatic pressure, Pd is
pressure drop due to the friction within the
interdendritic liquid, and Pd ¼ 2s

r is surface ten-
sion, where s is surface tension, and r is pore
radius.
The maximum dissolved gas (hydrogen or

nitrogen) in the liquid, gl, or solid, gs, and the
gas pressure are related through Sievert’s law:

gl ¼ Kg

fg
P 1=2
g gs ¼ kgl (Eq 40)

where Kg and fg are the equilibrium constant
and activity coefficient, respectively, for

hydrogen. For example, the activity coefficient
for hydrogen in an aluminum alloy is estimated
as (Ref 105, 106):

ln fH ¼
XN
j¼1

ajHC
j þ
XN
j¼1

bjHðCjÞ2 (Eq 41)

where ajH and bjH are interaction coefficients,
and Cj is the concentration of solute element j.
The detailed coefficients can be found in Ref
105 and 106.
The equilibrium constant is calculated as:

lnKH ¼ �3:039� 6198:47

T
(Eq 42)

The volume fraction of gas porosity is:

clfl þ csð1� flÞ ¼ glfl þ gsð1� fl � fvÞ þ a
Pgfv
T

(Eq 43)

where fv is the volume fraction of gas porosity,
and a is the gas conversion factor.
If no pore has formed yet, then:

clfl þ csð1� flÞ ¼ glfl þ gsð1� flÞ (Eq 44)

Shrinkage Porosity. If the pressure drops
below the cavitation pressure, it is assumed that
liquid feeding ceases and the solidification
shrinkage in that computational cell is compen-
sated only by pore growth. In general, cavita-
tion pressure is very small. When the liquid
pressure drops below the cavitation pressure,
the porosity is determined such that it compen-
sates for the entire solidification shrinkage
within the current time step:

fnþ1
v ¼ fnv þ rnþ1 � rn

rnþ1=ð1� fnv Þ
(Eq 45)

Experimental Validation. In this example, a
set of castings with different initial hydrogen
content using an iron chill plate was simulated
and compared with experimental results for an
A319 casting. The geometry and mesh is shown
in Fig. 21.
The casting is 132 mm in height, 220 mm in

length, and of varying thickness. Wedges are cut
horizontally at 35 mm from the bottom end and
with a thickness of 12 mm. The initial pouring
temperature is 750 �C. Initial hydrogen contents
are 0.108, 0.152, and 0.184 ppm. The experimen-
tal and simulation results are taken at different
distances from the chill end. The comparison of
the value of percentage porosity against local
solidification time and hydrogen content between
simulation and experiment is shown in Fig. 22.
It shows that increasing solidification time

and hydrogen content considerably increase
the percentage of porosity. Numerical simula-
tion results give excellent agreement with the
measurements of percentage of porosity. The
results also show that local solidification time

Fig. 20 Location of hardness measurements on sample casting. See Table 2

Table 2 Comparison between measured
and predicted hardness

Location
Dimension
x, mm

Dimension
y, mm

Measurement,
HB

Simulated,
HB

1 A 4 4 368 371
1 B 10 7 313 320
2 50 4 249 255
3 50 10 236 245
4 50 48 209 203
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and initial hydrogen content are very important
factors that influence the formation of porosity.

Macrosegregation

Modeling and simulation of macrosegrega-
tion during solidification has experienced
explosive growth since the pioneering studies
of Flemings and co-workers in the mid-1960s
(Ref 113–115).
Beckermann did a comprehensive review of

recent macrosegregation models and their
application to relevant casting industries (Ref
116). There are numerous factors that can cause

macrosegregation during casting solidification
processes. Those include thermal- and solute-
induced buoyancy, forced flow, solid move-
ment, and so on.
The application of a multiphase/multiscale

macrosegregation model to predict macrosegre-
gation during dendritic alloy solidification,
including melt convection and grain movement,
is illustrated in an Al-4wt%Cu alloy solidified
inside a rectangular cavity cooled from the left
sidewall (Ref 38). Figure 23 shows the pre-
dicted evolution of the grain density. The
effects of grain movement and nucleation rate
on macrosegregation are shown in Fig. 24.

Macrosegregation models have been applied
extensively in the casting industry, such as steel
ingot castings, continuous and direct chill cast-
ings, nickel-base superalloy single-crystal cast-
ings (freckle simulation, such as in Fig. 25,
which shows the prediction of freckling in
upward directional solidification of a superalloy
from a two-dimensional model), and shape
castings as well.
Freckles have been the subject of intense

research efforts for approximately 30 years
due to their importance as a defect in alloy cast-
ing (Ref 117, 118). They represent a major
problem in directionally solidified superalloys
used in the manufacture of turbine blades
(Ref 117–121). Upward directional solidifica-
tion provides an effective means of producing
a columnar microstructure with all the grain
boundaries parallel to the longitudinal direction
of the casting. In conjunction with a grain
selector or a preoriented seed at the bottom of
the casting, directional solidification is used to
make entire castings that are dendritic single
crystals. During such solidification, the melt
inside the mushy zone can become gravitation-
ally unstable due to preferential rejection of
light alloy elements (for a partition coefficient
less than unity) into the melt. Because the mass
diffusivity of the liquid is much lower than its
heat diffusivity, the segregated melt retains its
composition as it flows upward and causes
delayed growth and localized remelting of the
solid network in the mush. Ultimately, a pen-
cil-shaped vertical channel, devoid of solid,
forms in the mushy zone, through which low-
density, highly segregated liquid flows upward
as a plume or solutal finger into the superheated
melt region above the mushy zone. This flow is
continually fed by segregated melt flowing
inside the mushy zone radially toward the chan-
nel. At the lateral boundaries of the channel,
dendrite arms can become detached from the
main trunk, and those fragments that remain
in the channel are later observed as freckle
chains.
The complex convection phenomena occur-

ring during freckle formation represent a formi-
dable challenge for casting simulation (Ref 17,
116, 122, 123). In 1991, Felicelli et al.
simulated channel formation in directional
solidification of lead-tin alloys in two dimen-
sions (Ref 124). Since then, numerous studies
have been performed to simulate and predict
freckling in upward directional solidification
(Ref 17, 125–134). Neilson and Incropera per-
formed the first three-dimensional simulations
of channel formation in 1993 (Ref 128). How-
ever, the coarseness of the mesh caused a
serious lack of resolution and inaccuracies.
Three-dimensional simulations have also been
performed by Poirier, Felicelli, and co-workers
for both binary and multicomponent alloys
(Ref 132, 133). Figure 26 illustrates a three-
dimensional freckle formation prediction for a
binary alloy.
Freckle formation can be simulated with

a commercial package, such as ProCAST.

Fig. 21 Finite-element geometry and mesh for a wedge-shaped aluminum A319 casting

Fig. 22 Comparison between experiment (symbols) and calculation (lines) for three initial values of hydrogen in the
A319 casting
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Figure 27 illustrates the freckle formation for a
Pb-10%Sn binary alloy directionally solidified
in a simple geometry. A temperature gradient
is initially imposed to simulate a directional
solidification system. Cooling is achieved by
lowering the temperatures of the upper and
lower walls of the cavity at a constant rate,
such that the overall temperature gradient is

maintained over the height of the cavity. The
lateral walls of the cavity are taken as adiabatic.

Hot Tearing

Hot tearing is one of the most serious defects
encountered in castings. Many studies have
revealed that this phenomenon occurs in the

late stage of solidification, when the fraction
of solid is close to one. The formation and
propagation of hot tearing have been found to
be directly affected by the cooling history, the
chemical composition and mechanical proper-
ties of the alloy, as well as the geometry of
the casting. Various theories have been pro-
posed in the literature on the mechanisms of
hot tearing formation. Detailed reviews on the
theories and experimental observations of the
formation and evolution of hot tearing can be
found in Ref 135 and 136 and the references
therein.
Most of the existing hot tearing theories are

based on the development of strain, strain rate,
or stress in the semisolid state of the casting.
For the strain-based theory, the premise is that
hot tearing will occur when the accumulated
strain exceeds the ductility (Ref 137–139).
The strain-rate-based theories suggest that hot
tearing may form when the strain rate, or
strain-rate-related pressure, reaches a critical
limit during solidification (Ref 140, 141). The
stress-based criterion, on the other hand,
assumes that hot tearing will start if the induced
stress in the semisolid exceeds some critical
value (Ref 138, 142). Although these theories
were proposed independently as distinct the-
ories, indeed, they can be considered as some-
what related due to the relationship between
strain, strain rate, and stress. It is such a rela-
tionship that motivates the development of a
hot tearing indicator, which uses the accumu-
lated plastic strain as an indication of the sus-
ceptibility of hot tearing. This considers the
evolution of strain, strain rate, and stress in
the last stage of solidification. A Gurson type
of constitutive model, which describes the pro-
gressive microrupture in the ductile and porous
solid, is adopted to characterize the material
behavior in the semisolid state. The proposed
hot tearing indicator, while verified specifically
for magnesium alloys, has a much wider
application.
To reliably predict the formation and evolu-

tion of hot tearing in casting by numerical
simulations, it is critical to have accurate ther-
mophysical and mechanical properties, espe-
cially in the mushy zone. It is also essential
that the solidification path of the alloy be accu-
rately described. The prediction of the thermo-
physical and mechanical properties has
recently become possible by using the knowl-
edge of the microstructure, phase fractions,
and defects present in a metallic part (Ref
143). The solidification path can be obtained
with the help of thermodynamic calculations
of phase stability at given temperatures and
compositions. A comprehensive multicompo-
nent alloy solidification model, coupled with a
Gibbs free-energy minimization engine and
thermodynamic databases, has been developed
to facilitate such calculations (Ref 7). With
the integration of a back-diffusion model in
the calculation, solidification conditions,
such as cooling rate, can also be taken into
account.

Fig. 23 Predicted evolution of grain density during equiaxed dendritic solidification of Al-4Cu (wt%) alloy with grain
movement inside 5 � 10 cm rectangular cavity cooled from left sidewall. Source: Ref 38

Fig. 24 Effect of grain movement and different nucleation rates on predicted macrosegregation patterns in equiaxed
dendritic solidification of Al-4Cu (wt%) alloy with grain movement inside 5 � 10 cm rectangular cavity

cooled from left sidewall. Source: Ref 38
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Hot Tearing Indicator. The constitutive
model used to describe the material behavior
in the semisolid state is the Gurson model
(Ref 144–147), which was originally developed
for studying the progressive microrupture
through nucleation and growth of microvoids
in the material of ductile and porous solids.
When the material is considered as elastic-

plastic, the yield condition in the Gurson model
is of the form:

fðs; x; T;�ep; GuÞ ¼ F ðsÞ �Guð�;�ep; fvÞ�ð�«p; T Þ
¼ 0

(Eq 46)

where F ðsÞ ¼ ð3ðs� xÞ : ðs� xÞ=2Þ1=2 is the
Mises stress in terms of the deviatoric stress
s ¼ s� ðtrsÞI=3, k represents the plastic flow
stress due to isotropic hardening, and x denotes
back stress due to kinematic hardening. The accu-
mulated effective plastic strain is written as:

�ep ¼
Z t

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=3Þ _«p : _«p

p
d� (Eq 47)

with

_«p ¼ _g
@f
@s

(Eq 48)

and _g being the plastic flow parameter. The
Gurson coefficient, Gu, is defined as:

Gu¼�2f�q1 cosh
trðsÞ
2�

� �
þf1þ ðq1f�Þ2g (Eq 49)

in which q1 is a material constant and:

f� ¼ fv for fv � fc

f� ¼ fc þ fu � fc
fF � fc

ðfv � fcÞ for fv > fc
(Eq 50)

Here, fu = 1/q1, fc is the critical void volume
fraction, and fF is the failure void volume frac-
tion. Their values should be different for differ-
ent materials. In this calculation for an indicator
for hot tearing, constants are used. Here, q1 =
1.5, fc = 0.15, and fF = 0.25, as used in Ref
148. The Gurson coefficient characterizes the
rapid loss of material strength due to the growth
of void volume fraction, fv. When fv = fF, then
f* = fu = 1/q1, and Gu = 0, for zero stress; that
is, the stress-carrying capacity of the material
vanishes.
The evolution of the void volume fraction is

described by the nucleation of the new void
and the growth of the existing void:

_fv ¼ _fnucleation þ _fgrowth (Eq 51)

with the rate of void growth defined as:

_fgrowth ¼ ð1� f�Þtrð _«pÞ
¼ _gð1� f�Þ 3f�q1

k

� �
sinh

trðsÞ
2k

� �
(Eq 52)

In this study, the nucleation of the void is
assumed to be strain controlled and is written
as:

_fnucleation ¼ _eht (Eq 53)

where:

eht ¼
Z t

tc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=3Þ _«p : _«p

p
d� tc � t � ts (Eq 54)

is defined as the hot tearing indicator. The sym-
bol tc represents time at coherency temperature,
and ts denotes time at solidus temperature. It is

Fig. 25 Solidification of a single-crystal nickel-base superalloy. (a) Predicted velocity vectors (largest vector
represents 6.3 mm/s) and solid fraction contours (in 20% increments). (b) Macrosegregation pattern

(titanium concentration normalized by initial concentration in equal intervals between 0.87 and 1.34) showing
freckle formation during upward directional solidification in 5 � 15 cm rectangular domain. Source: Ref 116

Fig. 26 Solidification of Pb-10Sn (wt%) in a cylinder
at 10 min. (a) Isosurfaces of volume fraction

of liquid and stream traces emerging from a channel.
The color of the stream traces indicates the mixture
concentration of tin (Sn), with corresponding levels
shown in the upper color bar. The top isosurface j =
0.98, meshed to show channel penetration, is at z = 9
mm. (b) Isosurfaces of mixture concentration of tin,
showing tin enrichment within channels and tin-rich
plumes emerging from them. Source: Ref 133
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observed that the hot tearing indicator is, in
fact, the accumulated plastic strain in the semi-
solid region, and it corresponds to the void
nucleation. Therefore, it should provide a good
indication for the susceptibility of hot tearing
during solidification. The value of the hot tear-
ing indicator is determined by finite-element
analysis (Ref 149). For materials described by
the viscoplastic or creep model, yield condition
does not exist. The function j defined in Eq 46
can be used as a potential for the inelastic flow,
so that the inelastic part of the strain rate can
still be given in the form of Eq 48.
Experiment Validation. Cao et al. per-

formed some experiments to study hot tearing
formation during solidification of binary Mg-
Al and ternary Mg-Al-Ca alloys in a steel mold
(Ref 150, 151), which is shown in Fig. 28. A
hot cracking susceptibility was introduced,
which is a function of maximum crack width,
crack length factor, and the crack location. It

was found that it is easier to have a crack at
the sprue end than at the ball end. It is less
likely to have a crack in the middle of the
rod. Also, the longer rod is easier to crack. Fig-
ure 29 shows the simulated results of a hot tear-
ing indicator for a Mg-2%Al alloy casting. The
computed hot tearing indicator agrees very well
with the experiments.
Figure 30 shows the experimental results of

hot tearing at the sprue end of the rods for three
different alloys. The calculated hot tearing indi-
cators are shown in Fig. 31 accordingly. It can
be seen that hot tearing is less severe as the alu-
minum content increases from 2 to 4% and then
to 8% at the same location for the same casting
with the same casting conditions. Again, the
simulated hot tearing indicators agree well
with the observations. The susceptibility rises
sharply from pure magnesium, reaches its max-
imum at Mg-1%Al, and decreases gradually
with further increase in the aluminum content.

The hot tearing indicator is calculated at the
end of the sprue for the longest rod with a differ-
ent alloy composition. For comparison, the hot
tearing indicators as well as a crack susceptibil-
ity coefficient (CSC), which is defined as the
temperature difference between fraction of solid
at 0.9 and at the end of solidification, are shown
in Fig. 32. Same as the experiment, the suscepti-
bility of hot tearing rises sharply from pure mag-
nesium, reaches its maximum at Mg-1%Al, and
decreases gradually with further increase in the
aluminum content. Similarly, different ternary
magnesium alloys have different hot tearing sus-
ceptibility. The calculated CSC by this model for
different alloys is shown in Fig. 33. The experi-
mental hot tearing indicator (Ref 150, 151) is
included in the same figure for comparison.
The addition of calcium to magnesium-alumi-
num alloys can reduce the temperature range
between fraction of solid at 0.9 and end of solid-
ification, which is shown in Fig. 34; hence,

Fig. 27 Macrosegregation for directional solidification of a Pb-10Sn binary alloy. (a) Final tin composition after solidification. (b) Cut-off view of it
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susceptibility to hot tearing formation will
decrease as well. It indicates that the current
hot tearing indicator can predict hot tearing
trends very well. The alloy chemistry, casting
geometry, and cooling conditions contribute to
the formation of hot tearing, and they are
included in this model directly or indirectly.

Examples of Modeling Applied in
Casting Industries

To demonstrate the application of modeling
in the casting industry, a couple of examples

are presented next. First, a die casting process
is modeled while focusing on the stress analysis
of the casting and die and the gap formation
between mold and part. Next, an example of
modeling of an investment casting is presented.
As mentioned earlier, radiation is very impor-
tant for modeling of investment casting. In this
example, radiation is discussed extensively.

High- or Low-Pressure Die Casting

For such casting processes, metallic molds
are used, occasionally with cooling or heating
channels. It is called permanent mold casting

if the filling is by gravity. Otherwise, it is called
die casting, for which a pressure is applied to
provide rapid filling. These processes are
mainly focused on high-volume components
such as automobile parts. Fluid flow and stress
analysis for both casting and mold are impor-
tant to other casting processes.
Because the molten metal is introduced into the

mold bygravity, permanentmold castingflowanal-
ysis is similar to that of sand casting. However,
back pressure or trapped gas cannot be ignored,
because a metal mold is not permeable, unlike that
of a sand mold. The flow analysis can be compli-
cated because of the inclusion of the effect of back
pressure in mold filling. If a relatively low pressure
is applied to the sealed furnace, it is called a low-
pressure casting process. The low pressure pushes
the molten metal to fill the mold cavity slowly.
For low-pressure casting filling analysis, the bound-
ary conditions are pressure, which is a function of
time instead of an inflow velocity. This is to simu-
late the furnace pressure controlling flow in the
low-pressure casting presses.
In permanent mold casting, the molds are

used repeatedly. Hence, the molds develop a
nonuniform temperature distribution during the
initial cycles of the casting process that
approaches a periodic quasi-steady-state condi-
tion. For a cyclic analysis, all casting para-
meters, such as the liquid pouring, dwell time,
open time, and spraying conditions, must be
considered for the calculation before the solidi-
fication analysis.
As the modern foundry continues to evolve

in implementing new technology, process mod-
eling must also advance to meet the next

Fig. 28 Steel mold for constrained rod casting.
Source: Ref 150

Fig. 29 Hot tearing indicator for a Mg-2Al alloy casting

Fig. 30 Close-up views of hot tearing (cracks) in the bottom rods near the sprue. (a) Mg-2Al. (b) Mg-4Al. (c) Mg-8Al
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hurdles facing foundry engineers. It is critical
that these new hurdles—stress and deformation
in the casting and mold, micro- and gas poros-
ity, and as-cast mechanical properties—be
accurately predicted and corrected. Beyond
simply identifying shrink porosity and fill pro-
blems, numerical tools have been developed to
predict defects at a microstructural level that
can be used effectively by the foundry engineer.
Knowing the answers to these questions early in
the manufacturing process affords significant
time- and cost-savings.
The main goal of the casting process is to

approach and achieve net shape. Large defor-
mation or distortion in the part requires more
rework, such as hot pressing, even after a heat

treatment operation. To aid in the understand-
ing of why parts deform or develop residual
stresses, simulation software can now predict
thermally induced stresses, which include the
effects of the strength or constraint of the mold.
Simulating the strength of molding components
has been proven as a necessary input in deter-
mining the amount of distortion in the casting,
because the main prevention against significant
warpage is the mold itself.
Coupling the stress analysis with the thermal

and fluid calculation gives a more clear under-
standing of the physical phenomenon. By com-
paring the mushy zone location and the
evolution of stresses while cooling, problems
such as hot tearing and cracking can be clearly

indicated. Hot tearing and cracking can occur
when the stresses in the local region go beyond
the yield stress, thus requiring a tight coupling
of the thermal and stress calculation. Another
typical phenomenon involves the gap formed
between casting and mold as the casting solidi-
fies and shrinks. When this gap develops, there
can be a significant reduction in heat transfer
from the casting to the mold components where
contact is lost (Ref 94). Conversely, there may
be locations where, due to the shrinkage of the
casting onto the core, an increasing contact
pressure will increase the heat-transfer rate
from casting to core. By accurately tracking
the heat transfer, a better indication of surface
shrink can be achieved.
A multibody mechanical contact algorithm is

employed to compute the contact and gap for-
mation between the castings and die parts. Con-
tact between different die parts is also
considered. An automatic penalty number
adjustment technique is implemented in the
contact algorithm. Such a technique greatly
enhances the stability and robustness of the
contact computation algorithm.
The variational form of the equilibrium equa-

tion with mechanical contact at any time, t, is
written as (Ref 152):

Z
O
s � gradðduÞdO�

Z
O
b � dudO�

Z
Gs

�t � dudG

þ
Z
Gc

xðuÞgðuÞn � dudG ¼ 0

(Eq 55)

Here, a frictionless contact is considered for
simplicity. In Eq 55, O represents the geometry
of casting and all the mold parts, and G repre-
sents all the contact interfaces between all
parts. The body forces and surface tensions
are denoted by b and t, respectively. The aug-
mented penalty function is given by x, while u
is the displacement, n is the surface unit nor-
mal, g is the interface gap, and t is the surface
traction.
Thermal contact between parts is considered

by adjusting the interface heat-transfer coeffi-
cient with respect either to the air gap width
or the contact pressure, as computed by the
mechanical contact algorithm. When the gap
width is greater than zero, the adjusted heat-
transfer coefficient has the form:

heff ¼ 1
1
h0
þ 1

hairþhradð Þ
(Eq 56)

where h0 is the initial value of the heat-transfer
coefficient, hair is the conductivity of air
divided by the gap width (if a vacuum is used,
this term equates to zero), and hrad is the radia-
tion heat-transfer coefficient.
If the contact pressure is greater than zero,

the effective heat transfer is increased linearly
with pressure up to a maximum value.
When the casting is ejected from the die, the

mechanical contact is no longer applied to the

Fig. 31 Hot tearing indicator in the bottom rods near the sprue developed in simulation. (a) Mg-2Al. (b) Mg-4Al. (c)
Mg-8Al

Fig. 32 Comparison between hot tearing indicator (HTI) and crack susceptibility coefficient (CSC) for various
aluminum contents in a magnesium alloy
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casting/die interfaces. Care must then be taken
to apply an appropriate displacement constraint
to prevent solid body movement.
Example 2: Aluminum Die Casting. In this

example (Fig. 35, Ref 153), a simple T-shaped
casting of an A356 aluminum alloy in an H13

chromium hot work tool steel mold is
simulated. The effective interface heat-transfer
coefficient at two different points on the casting
is plotted. The top curve is from a point experi-
encing increasing contact pressure as the cast-
ing contracts. The middle curve is from a

point where a gap is opening up between cast-
ing and mold, assuming the presence of air.
The bottom curve is from that same point but
assuming a vacuum. The large variation in the
coefficient illustrates the importance of
accounting for local conditions. In addition, this
example illustrates the value of reverse cou-
pling of the mechanical deformations with the
energy solution. This effect can be seen in
Fig. 35 on the right, where the heat flux con-
tours are plotted. The heat flux is greatest where
the contact pressure is highest.
Example 3: Deformation after Ejection.

Postejection springback and further relaxation
after mold removal can also be tracked, com-
pleting the necessary cycle to determine final
part shape (Fig. 36). Finally, heat treatment pro-
cesses may further define the final net shape.
By appropriately simulating the thermal loading
on the part during heat treatment, any addi-
tional shape change may be captured, either
independent of the casting process or as a con-
tinuance of the deformation and residual-stress
evolution formed from casting.

Investment Casting (Ref 154)

The investment casting or lost wax process,
as it is commonly called, is one of the oldest
known manufacturing processes. The ability to
produce near-net shapes minimizing machine
cost makes the investment casting process one
of the most attractive casting processes, espe-
cially for making exotic casting with expensive
alloys. This process can be used to make com-
plex shapes, from aircraft jet engine compo-
nents to small, intricate castings used to make
jewelry. The investment casting process does
not require elaborate or expensive tooling and
has the ability to produce several castings in
one pour.
This process is broadly described in the sche-

matic sketch in Fig. 37. The various stages
include creating the wax pattern, growing the
investment shell, dewaxing, and pouring the
casting.
The investment casting process uses ceramic

shells as molds. The ceramic shells can be pre-
heated to very high temperatures, up to and
above the liquidus temperature. Important and
demanding applications of investment castings
include aerospace and medical implant applica-
tions. Investment castings are commonly made
from nickel-base superalloys, titanium alloys,
aluminum alloys, cobalt-base alloys, and steels.
Nickel-base alloys are used for jet engine struc-
tural castings as well as turbine airfoils.
Structural castings normally have an equiaxed
grain structure, whereas turbine airfoils have
equiaxed grain, columnar grain, and single-
crystal types of structure.
The unique features of the investment casting

process include the use of high-temperature
ceramic molds, frequently casting in a vacuum,
a furnace withdrawal process for directional
solidification, and strict requirements for

Fig. 33 Comparison between hot tearing indicator (HTI) and crack susceptibility coefficient (CSC) for various
magnesium alloy compositions

Fig. 34 Solidification paths for some magnesium alloys
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microstructure. At times, a centrifugal casting
process may be used to improve mold filling.
Hence, it is critical to apply some special treat-
ments for modeling of the investment casting
process.
The outer contour of a shell mold generally

follows the shape of the casting, unlike most
other molds. Because the shape of the shell
mold is determined by the procedure of repeat-
edly dipping the wax form into a ceramic
slurry, followed by drying, it is somewhat free-
form. It is thus difficult to generate a computer-
aided design representation of the shell geome-
try. Hence, it is necessary to use specialized
meshing techniques to create a model of the
shell. Some commercial packages can generate
the shell automatically based on the investment
process such that the thickness of shell will be
different at different geometrical locations,
such as convex sides, concave sides, flat sur-
faces, or some corners.
Another unique feature for investment cast-

ing simulation involves solving the heat-
transfer problems. In general, the model should
handle heat conduction in the core and the
mold, convection and radiation across the metal
and mold interface, and radiation and convec-
tion at the mold outer interface. If the alloys
are cast in a vacuum environment, such as for
most nickel- and titanium-base alloy castings,
radiation heat transfer is the only method for
heat loss from the mold surface to the furnace.
For a radiation calculation, proper view factor
calculations are very important. Sometimes,
the view factors can change, for example, dur-
ing the withdrawal process for direct chill and
single-crystal castings. To change the cooling
rate for some investment casting processes,
insulation materials, such as kaowool, can be
used to wrap specific areas of the shell. For
such situations, this can be represented in the
model by changing the shell surface emissivity
or heat-transfer coefficient.
The most significant mode of heat transfer

in an investment casting process is through
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Fig. 35 T-bar example shows the heat flux increasing in locations of higher contact pressure and decreasing where gaps develop

Fig. 36 Stresses in the component (a) before and (b) after ejection
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radiation. It is critical that this be fully under-
stood and accounted for when planning the pro-
cess parameters for any casting. One must
understand the radiation effects during the
metal pouring and cooling cycle, because self-
radiation and external casting conditions will
affect cooling rates and solidification patterns.
Additionally, prepouring soaking determines
the shell temperatures before the pour, and if
this is not accurately taken into account, it will
adversely affect the desired outcome.
This section delves into radiation and the

downstream effects in the casting of certain
process scenarios:

	 Heat loss in the mold before pouring
	 Self-radiation effects on solidification
	 Cooling of the shell
	 Pouring castings in ambient conditions ver-

sus in an enclosed chamber (i.e., a can)
	 Effects of kaowool and other insulating

media

For a simulation program to model the phys-
ics of the process, the computer program must
accurately mimic the various stages from wax
injection to the actual pouring of the molten
metal and the solidification process. In addition
to the mold filling and solidification analysis,
advanced computer simulation programs can
also evaluate the thermally induced stress in
the casting and underlying grain structure and
mechanical properties of the final cast part.
Accurate modeling of the trapped air and

shrink porosity is critical to evaluate the exist-
ing gating system and feeder locations. Defects
are usually observed in the last areas to fill,
especially if the permeability of the shell is
not appropriate and if the last liquid area during
solidification is in the casting and not properly
fed. In badly designed gating systems, the liq-
uid metal can prematurely solidify, leading to
cold laps and other such defects. It is essential

that the proper heat extraction from the casting
to the investment shell is calculated.
Due to the elevated temperature of the mold

relative to its surroundings and the nature of
the system setup, as has been previously stated,
radiative heat transfer is the dominant mode of
heat transfer. Because each location on the
mold surface sees a different view of its envi-
ronment, each will have a different rate of heat
loss. For example, faces around the outer
perimeter of the mold are exposed mostly to
the ambient, while the view space of those fac-
ing the inside of the mold see mostly other hot
regions of the casting. As a result, radiative
view factor calculations are required to accu-
rately account for the heat-exchange variations
across the geometry. The initial mold tempera-
ture and heat loss to the environment prior to
casting dictate the thermal profiles that exist at
the time of pour. This creates a thermal gradient
from the inside to the outside of the shell,
depending on the self-radiating effects of the
whole assembly.
Most analysis packages on the market today

(2010) assume basic radiation heat-transfer cal-
culations making single-body assumptions that
do not account for multiple bodies or shapes.
Calculating view factors allows for multiple
bodies and the shapes of those bodies to be
simulated in the radiation heat transfer to give
a much more precise and accurate calculation.
Under a single-body assumption, each casting
would heat or cool exactly the same, regardless
of the casting orientation on the tree, even if it
was a casting on the end of the runner or a part
that was fully surrounded by other hot parts.
Planning setup design for investment casting

involves visualizing the “invisible” radiation
heat-transfer effects. Therefore, to further
understand radiation effects, analysis tools that
are able to calculate the view factor radiation
and shadowing effects are used to present vari-
ous common investment casting scenarios.

Example 4: Radiative Cooling. A simple
example given in Fig. 38 shows four test bar
castings. Figure 38(a), which does not include
the effects of self-radiation, shows all four test
bars losing the same amount of heat at a given
time. Even though the radiative heat effects
are considered, there is no reflective heat from
the hot surfaces; thus, all the test bars show
exactly the same temperature profile, regardless
of their location in the model. Figure 38(b)
shows the effects of self-radiation on each spec-
imen. As expected, the interior test samples
retain heat and take longer to solidify than
those on the outside, because the interior bars
receive radiated heat from the test bars on
either side of them. The outside bars receive
heat from only one side.
To prevent freezing of the metal or cold flow

during filling, it is desirable to pour the casting
as soon as possible when the mold is removed
from the furnace. This is especially so for
thin-shell molds, conductive shell material, or
very thin parts. For small castings, where the
mold is typically hand-moved from the furnace
to the pouring bed, it is typical to have 10 to 20
s elapse before the metal is poured. Even this
small amount of time can cause a significant
reduction in temperature on shell faces that
are open to the environment. Figures 39(a and
b) show the effects of shell cooling between
the time it takes the shell to be extracted from
the furnace to the beginning of metal entering
the mold cavity. In the casting, a 25 to 30 s time
delay can cause certain regions of the casting to
drop 300 to 400�. Note (Fig. 39a) how the
inside walls of the shell on the end have cooled
much more rapidly than the walls of central
regions.
With large shells or ones that must be moved

from a furnace into a vacuum chamber, the
elapsed time can be longer, and thus, the differ-
ence between internal shell temperatures and
external temperatures may be quite large,
potentially resulting in unexpected filling issues
or patterns.
In many investment castings, when the cast-

ing is poured, the shell glows, indicating the
large amount of heat inside. During and after
mold filling, solidification starts to take place.
The energy content of the metal continually
decreases by heat conduction through the cooler
mold and by radiation from the mold surface.
Exterior faces radiate this heat freely and allow
for a relatively high rate of cooling. However,
internal surfaces or locations where there is
mostly part-to-part radiation are, in essence,
insulating each other by radiating heat onto
itself. It is quite common to have internal parts
or parts involved in a high amount of radiation
have a solidification pattern that is much differ-
ent than parts that may be on the end of a row
or more exposed to the ambient conditions.
Therefore, it may be beneficial to design cast-
ing setups such that all of the parts experience
the same heat transfer (also know as radiation)
effects. By having the same cooling pattern,
any changes to the design or rigging of the part

Fig. 37 Flow chart of the investment casting process
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will apply evenly to each part. Otherwise, the
casting engineer may be chasing a defect that
occurs in one part position that does not occur
in another.
Example 5: Inline Gating. The case study in

Fig. 40 shows an in-line gating design. The ini-
tial setup shows nine castings stacked next to

each other, with a common top-fed runner
design. A coupled fluid and solidification analy-
sis was run to understand the problems asso-
ciated with molten metal flow and porosity.
The computer analysis gave a very good indica-
tion of the flow pattern of the mold. The molten
metal seems to fill most of the central casting

because the sprue is located right above it, then
the other castings fill from the center outward.
Because the central casting is already filled
before the other castings, the temperature in
the center casting is initially lower than the
others. As the filling progresses to the entire
mold cavity, the shell starts to become heated,
thus reflecting heat to the outside. The central
casting remains much hotter than the “outer”
casting region due to the self-radiation effects.
A quick look at the solidification plots shows
similar results. The outside castings solidify
quicker than the inside ones, even though the
filling sequence was reverse. Figure 40(b)
shows the porosity plot for the in-line gating
design. The varying degree and size of porosity
validates the fact that even though each part is
exactly the same, the location on the tree
greatly influences the solidification rate and
porosity.
Example 6: Ring Gate. To minimize the

erratic flow and solidification pattern, a circular
gating design is introduced. A ring gate on the
top fed the castings from a central sprue. Due
to the symmetric nature of the gating design,
the flow pattern for the entire casting is very
similar. Also, the fill rate for each part on the
tree is the same, so the effects seen in the in-
line design, where the central casting filled
much earlier than the others, is not observed.
Also, due to the circular ring gate design, the
radiation view factor that each part “sees” is
the same for each part, leading to similar
behavior in radiative and reflective heat from
each other. An additional benefit of using a ring
gate was that this design accommodated 12
castings on the tree instead of 9 in the in-line
design. Figure 41 shows the temperature, solid-
ification, and porosity plots of the ring gate
design at a critical time in the cooling process.
Although the filling pattern showed improve-
ment with the ring gate design, the solidifica-
tion pattern was similar to the one observed in
the in-line design. The porosity magnitude was
reduced by approximately 30% compared to
the worst porosity observed in some of the in-
line design castings.
Example 7: Selective Insulation. The cast-

ing engineer has a few variables with which to
adjust and optimize when considering the rig-
ging design. The preceding example focused
on the configuration of the tree: how to place
the various parts in reference to each other.
The other controllable parameters are the emis-
sivity of the shell faces, the temperature sur-
rounding the shell (ambient or controlled
enclosure temperature), and the emissivity of
the casting environment (open-air cooling ver-
sus cooling in some chamber). Going to an
extreme case, radiation can be eliminated by
burying the shell in a sand bed. Figure 42 dis-
plays the cooling pattern on the shell for the
in-line casting design when local insulation is
applied on the shell. By putting a 1.2 to 2.5
cm (0.5 to 1 in.) kaowool (aluminosilicate)
insulation on the critical regions to enhance
the feeding of the casting, the temperature in

Fig. 38 Test bar casting solidification time indicated by coloration. (a) Without self-radiation considered. (b) Effects
of self-radiation considered
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any area of the shell can be effectively con-
trolled by reducing the radiation heat-transfer
loss through that region.
To balance the cooling of the exterior faces

of the shell compared to the interior shell

locations, a can or other enclosing structure
can be used to reflect radiation. Technologically
advanced chambers, such as those used in
single-crystal casting, are even engineered to
force certain solidification behaviors and

resultant microstructures by controlling the
amount of radiation to and from the casting.
With a can, the temperature is not controlled;
however, the can itself holds in heat by reflect-
ing some of the heat back onto the part. With a
casting chamber, the enclosure emissivity is
controlled with specific chamber wall materials,
and the temperature can be controlled with hea-
ters or cooling systems.
Other than the examples presented previ-

ously, current casting simulation technology
has been applied extensively in other casting
processes as well, such as sand, shell, semi-
solid, gravity permanent mold, lost foam,
squeeze, continuous, and centrifugal castings.

Conclusions

Modeling of casting and solidification has
been used extensively in foundries to solve rou-
tine production problems. Casting defects, such
as those related to filling, solidification, stress,
and microstructure, can be predicted with confi-
dence thanks to comprehensive models and the
ability to compute thermophysical and mechan-
ical properties of multicomponent alloys. As
always, better understanding and accurate
material properties, including mold materials,
lead to improved predictive capabilities. Fur-
ther development efforts should emphasize the
enhancement of the accuracy of predicting and
eliminating various casting defects. Coupling
heat treatment simulation with casting simula-
tion can then predict the final mechanical prop-
erties of the part in service.
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Computational Analysis of the Vacuum
Arc Remelting (VAR) and Electroslag
Remelting (ESR) Processes
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Ashish D. Patel, Carpenter Technology Corporation

THE VACUUM ARC REMELTING (VAR)
AND ELECTROSLAG REMELTING (ESR)
processes are used for the production of high-
performance titanium alloys, superalloys, and
steels. Due to the complex nature of the process
physics and high operating temperatures, a
trial-and-error-based approach becomes expen-
sive for process design and optimization.
Computational analysis constitutes a scientific
approach for evaluating the effects of process
parameters on the quality of the final ingot pro-
duced and provides a cost-effective method for
improving process performance. In this article,
an overview of the available studies on computa-
tional modeling of the VAR and ESR processes
is first described. The most comprehensive mod-
els for the analysis of these processes follow a
similar approach. Therefore, with a view to
describing the state-of-the-art in the modeling
of the VAR and ESR processes in a comprehen-
sive manner, this article focuses on a detailed
discussion of computational models developed
by the authors. These models involve axisym-
metric analysis of the electromagnetic, flow,
heat-transfer, and phase-change phenomena to
predict the pool shape and thermal history of
the ingot. Analysis of segregation of alloying ele-
ments during solidification that gives rise to
macrolevel compositional nonuniformity in tita-
nium alloy ingots is also described. Finally, the
calculated thermal history of the ingot is used
to analyze the metallurgical structure, and a cri-
terion based on the Rayleigh number of the inter-
dendritic convection is used to predict the
probability of formation of freckles. (In unidirec-
tionally solidified ingots, the channel segregation
is called a freckle.)
Mathematical formulations of all the afore-

mentioned phenomena are first described for
the VAR and ESR processes. Important features
of the control-volume-based computational

method that address the unique aspects of the
VAR and ESR processes for obtaining an effi-
cient and robust solution of the governing equa-
tions are then discussed. Applications of the
models to practical VAR and ESR processes
are presented next, to illustrate the engineering
benefits of the models. Finally, future work
involving measurement of properties of alloys
and slags, analysis of process variants, and
extension to three dimensions that is needed
for improving the predictive accuracy of the
models and expanding their applicability is
discussed.
Symbols used in this article are defined in

Table 1.

Process Description and Physical
Phenomena

Remelting processes involve the melting of
previously melted metal into a water-cooled
copper crucible, where it undergoes progressive
solidification. The most commonly used indus-
trial remelting processes are VAR and ESR. In
the VAR process, shown schematically in Fig.
1(a), continuous melting of the consumable
electrode is effected by striking a direct current
(dc) arc between the electrode and the grounded
mold. In the ESR process, shown schematically
in Fig. 1(b) for a stationary mold, melting is
achieved by immersing the electrode in a bath
of molten slag that is electrically heated by
passing an alternating current through it. The
molten metal falls from the electrode face in
the form of metal droplets through the lighter
slag and collects in the metal pool in the cruci-
ble. Industrial ESR furnaces also use moving or
stationary short-collared molds. Often, multiple
stages of remelting are performed to refine the

alloys and remove the inclusions that may be
present in the original material.
The quality of the final ingots produced is

determined by the behavior of the underlying
physical phenomena, namely electromagnetics,
fluid flow, heat transfer, macro/microsegrega-
tion, and inclusion motion. The electromagnetic
effect common to all processes is the interac-
tion of the current flowing through the ingot
(and the slag in the ESR) with the self-induced
magnetic field to produce Lorentz forces that
influence the motion of the molten metal (and
the slag in ESR). Further, in the ESR process,
passage of current produces Joule heating in
the slag due to its high resistivity. Fluid motion
in the metal pool and the slag is induced by
the buoyancy and Lorentz forces. High-current
VAR processes commonly employ axially
oscillating magnetic fields for stabilizing the
plasma arc. This magnetic field gives rise to a
swirling motion in the circumferential direction
that significantly affects mixing in the molten
pool. The flow in the molten pool (and the slag
in ESR) is turbulent with a very nonuniform
mixing, and the motion decays rapidly in the
mushy region.
The ingot solidifies progressively due to heat

transfer to the mold wall and initially to the
base plate. The progressive shrinkage of the
solidifying ingot from the mold creates a highly
nonuniform heat loss over the mold wall. Seg-
regation of the alloying elements occurs due
to the differential partitioning of the solutes
between the solid and the liquid phases. Macro-
scale chemical segregation in the solidified
ingot, defined here as the compositional non-
uniformity at a scale corresponding to the mac-
roscopic dimensions of the ingot, results from
the redistribution of the solute rejected/
absorbed by the solid due to the macroscale
motion within the pool. The interdendritic
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convection and diffusion processes, which
occur due to the prevailing nonuniform thermal
and flow conditions, cause the solutes to be
redistributed within the mushy region. As a
result, microsegregation defects, such as
freckles and white spots, can occur. The metal-
lurgical structure of the remelted ingot depends
on the temperature gradient and the thermal his-
tory of the solidifying metal. The behavior of
an inclusion that enters the melt pool is gov-
erned by its density, which controls the buoy-
ancy force, and its size and the motion in the
molten pool, which govern the drag force. It is
important that the inclusions spend sufficient
time in the pool so as to be removed by floating
and dissolution in the slag (ESR) or by

decomposition (VAR) or dissolution in the
metal (titanium VAR) and not enter the solidi-
fied ingot.

Computational Modeling of
Remelting Processes

Before the advent of computational model-
ing, the industry had empirically determined
that in each process, a melting rate could not
be exceeded without deterioration of the ingot
macro- and microstructure. Although a qualita-
tive understanding of the underlying mechan-
isms for such a maximum existed, quantifying
or characterizing them in great detail required

expensive ingot cutups and hence was not feasi-
ble on a routine basis. Computational modeling
offers a scientific approach for examining the
effects of operating conditions and ingot sizes
on the quality of the ingot produced. When ver-
ified, such models can be used to determine
optimum processing conditions for various
alloys and ingot sizes. Accurate computational
models also enable evaluation of the feasibility
and advantages of variants of the standard
ESR and VAR processes for producing larger
ingots and/or obtaining better control over the
process performance. In the following section,
an overview of the available computational
studies and the models developed for the analy-
sis of the ESR and VAR processes is provided.
The initial models for the processes were

algebraic (Ref 1–3) and attempted to match pre-
dictions to the liquidus profiles observed by
cutups in industrial ingots. The models were
refined to demonstrate the use of dimensionless
numbers in relating the pool volumes among
various ingot sizes and melting rates, notably
by researchers in the group working in the
E.O. Paton Institute (Ref 4–8) not only for
steels and nickel-base alloys but also for tita-
nium alloys. These models were useful in esti-
mating initial melt rates for various alloys,
particularly when extending the melting pro-
gram from one ingot diameter to another in
the same alloy, but they did not provide any
information about the thermal history that is
necessary to predict actual metallurgical struc-
ture in solidified ingot.
The first models to use finite-difference or

finite-element methods for predicting the
temperature distribution within the ingots Ref
9–17) were “conduction-only” models that
restricted their computational domain to the
ingot alone and required specification of ther-
mal conditions on all bounding surfaces. With
these restrictions, the formulation of the mod-
els becomes essentially the same for both
VAR and ESR processes. This approach leads
to oversimplified models because, although
the ingot/mold and ingot/baseplate heat-trans-
fer coefficients can be measured experimen-
tally with reasonable accuracy, the heat input
on the top face is much more complicated
and quite distinct for each process. In ESR,
slag motion largely determines the energy dis-
tribution on the ingot top surface; in VAR, the
arc motion has an analogous effect. Further, an
added uncertainty in these early models arises
because they treat the effect of motion in the
pool on heat transfer through an enhanced con-
ductivity of the liquid metal, which is not
known and has to be guessed. As a result,
these models can predict the liquidus isotherm
reasonably well, but the temperature and fluid
flow regime in the ingot are essentially
unknown. In spite of these drawbacks, the
models were used to analyze the segregation
behavior of complex alloys (Ref 18, 19) and
also to indicate the importance of understand-
ing the flow parameters in both the slag and
metal phases of the processes.

Table 1 Symbols and expressions used in this article

Symbol Meaning

B Magnetic flux density, tesla (T)
c Concentration of an alloying element
CD Drag coefficient
g Gravitational acceleration (m/s2)
fimm Immobilization liquid fraction
fs Solid fraction
FL Lorentz force (N/m3)
H Magnetic field intensity (A/m)
h Sensible enthalpy (J/kg)
J Current density (A/m2)
j In electrical equations j ¼ ffiffiffiffiffiffiffi�1

p
k Thermal conductivity (W/(m�K))
Ks Effective segregation coefficient
l Length scale (m)
r Radial direction
Ra Rayleigh number for interdendritic convection
S Source term due to mass flux of alloying element (kg/(m3�s))
Sc Schmidt number
T Temperature (K)
t Time (s)
u Velocity (m/s)
x Axial direction
Greek symbols
DH Latent heat (J/kg)
G Diffusion coefficient (Pa�s)
e Turbulence dissipation (m2/s3)
j Electric potential; an electromagnetic variable (V)
m Dynamic viscosity (Pa�s)
m0 Permeability of free space (H/m)
meff Effective viscosity (Pa�s)
r Density (kg/m3)
s Electrical conductivity (A/(V�m))
o Frequency of current (1/s)
Subscript
x Axial direction
r Radial direction
y Angular direction
l Liquid
conjugate Complex conjugate
turb Turbulent value
molecular Molecular value
i Alloy element number
s Solid
freckle Value for freckle initiation
Superscript
* Critical value
1 Liquid
^ Complex amplitude
Mathematical operators
rj Gradient, in rectangular coordinates rf ¼ @f

@x

� �
iþ @f

@y

� �
jþ @f

@z

� �
k

r� Divergence, in rectangular coordinates r � ðLiþMjþ NkÞ ¼ @L
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The influence of fluid flow on the thermal
behavior of the ingot was recognized at a very
early stage in the process development. Several
investigations (Ref 20–23) into the formation of
ingot solidification defects identified uncon-
trolled electromagnetic stirring as the root
cause. Consequently, models using a coupled
calculation of electromagnetics based on the
solution of Maxwell’s equations, the flow field
using Navier-Stokes equations, and the temper-
ature field using energy conservation equations
were first developed (Ref 24–36) for the ESR
process. Early versions of these models focused
on the flow in the slag and outlined the effect of
changing the electrode/ingot diameter ratio.
Later models expanded this concept and sug-
gested that low-temperature analogs of the pro-
cess (based on liquid mercury) could provide
useful information on the process (Ref 37).
Such modeling work was also carried out
extensively to investigate the formation of liq-
uid metal on the electrode tip as well as the cur-
rent and voltage distributions in multielectrode
ESR configurations (Ref 38–40). Limits in
computational capacity restricted the extent to
which these models could be applied. However,
advances in computing power, along with the
development of computational methods for the
solution of flow and related transport equations,
have spurred the development of computational
models for the remelting processes that realisti-
cally simulate all physical phenomena in the
entire system. A large number of recent studies
(Ref 41–65) relate to the development, applica-
tion, and experimental validation of the models
for flow and thermal analysis and the discussion
of utility of the corresponding results for under-
standing the solidification structures in both
VAR and ESR, primarily of superalloys and,
in some cases, steels.

General-purpose commercial computational
fluid dynamics software programs, such as
FLUENT (Ref 66) and Calcosoft (Ref 54), have
been adapted to simulate the coupled electro-
magnetic, flow, and thermal phenomena in the
ESR and VAR processes. Recent research
involving rigorous analyses of the VAR (Ref
42–44, 53, 62, 63) and ESR (Ref 51, 57, 59,
64) processes have resulted in the most
advanced computational models. These models
have been implemented in specialized software
programs, such as Solar (Ref 42), BAR (Ref
43), and MeltFlow-VAR (Ref 63, 67), for the
analysis of the VAR process for titanium alloys,
and MeltFlow-ESR (Ref 51, 64, 67) for the
analysis of the ESR process for superalloys
and steels. The results from some of these mod-
els have also been used in conjunction with
solidification models (largely based on the cel-
lular automata techniques) to predict the growth
of the columnar dendritic zone in nickel alloy
IN 718 melting, successfully comparing the
model predictions with observations in actual
ingot macrosections (Ref 26, 57, 64, 68–78).
It must be mentioned that the factors relating
to structure control and center segregation in
ESR ingots contain complicating factors that
are presently not defined (Ref 40). Thus, while
there is room for improvements in the treatment
of the thermal and electrical conditions on the
bounding surfaces and in the efficiency of cal-
culation, it is clear that the technology for
computational analysis of the flow and thermal
behavior of the ingot is adequate for the predic-
tion of the metallurgical structure of the solidi-
fied ingot.
It is noteworthy that all the state-of-the-art

computational models for the analysis of the
VAR and ESR processes use a similar underly-
ing approach. To present all aspects of the

computational analysis and its application in a
coherent and complete manner, the discussion
in this article focuses on the computational
models developed by the authors (Ref 51, 63,
64) for the VAR and ESR processes. Note that
the model for the VAR process can be readily
adapted for the analysis of the electron beam
and plasma cold hearth ingot casting processes
with appropriate thermal conditions on the
ingot top surface, although no explicit discus-
sion is provided here. To facilitate routine use
of the models, emphasis is placed during model
development on computational efficiency. To
this end, physically motivated assumptions are
used in the construction of the mathematical
formulation, and algorithms grounded in the
process physics are developed for efficient
computational solution of the governing equa-
tions. In the following sections, details of
the mathematical formulation, computational
method developed for the solution of the gov-
erning equations, and application of the result-
ing models for the analysis of practical VAR
and ESR processes are provided.

Analysis of Axisymmetric Behavior
and Computational Domain

Most remelting processes involve casting
of cylindrical ingots with geometries that are
axisymmetric and process conditions that are
very nearly invariant in the angular direction.
The assumption of axial symmetry enables
the analysis to be carried out in two dimen-
sions. Such analysis is an order of magnitude
more efficient than a three-dimensional analy-
sis, and it also represents the behavior of the
physical system with an accuracy that is suf-
ficient for engineering practice. Hence, this
article focuses on the description of two-
dimensional axisymmetric models for VAR
and ESR.

Remelting Process Models

VAR Process. It is convenient to perform the
computational analysis using a frame of refer-
ence that is attached to the top surface of the
ingot. In this reference frame, the top surface
of the ingot appears stationary, and the ingot
grows downward with the instantaneous casting
velocity. Note that the top surface of the ingot
is heated by the plasma arc. It also receives
the metal droplets from the melting bottom face
of the electrode, and a molten pool forms below
the surface. The use of this reference frame
allows accurate treatment of the interactions at
the top surface, the behavior of the molten pool,
and the heat loss to the mold boundary. The
model for the VAR process performs an
unsteady analysis of the entire process that con-
siders the growth of the ingot and changing
melting conditions. The arc behavior is mod-
eled using thermal and electrical boundary con-
ditions based on an overall energy balance.

Fig. 1 Schematic diagram of the conventional (a) vacuum arc remelting and (b) electroslag remelting processes.
Courtesy of ATI Allvac
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Therefore, as shown in Fig. 2, the computa-
tional domain begins at the top ingot surface
and extends to the bottom face of the ingot,
which loses heat to the base plate. The compu-
tational domain expands in size to accommo-
date the growth of the ingot.
ESR Process. In this case, the computational

domain consists of the ingot with a layer of slag
on top. The analysis is performed using a frame
of reference that is attached to the top surface
of the slag. In this reference frame, the
electrode-slag and the slag-ingot interfaces appear
stationary. This allows accurate analysis of the
interactions at the electrode-slag, slag-ingot,
slag-mold, and ingot-mold interfaces as well as
analysis of the behavior of the molten slag and
the pool. In the present study, the model for
the ESR process is developed for steady-state
behavior that is attained when the ingot has
grown to be sufficiently long and process condi-
tions are steady. Such steady-state analysis
enables a computationally efficient evaluation of
the effect of operating conditions on the process
performance. Further, extension of the formula-
tion to a transient (growing ingot) case is easily
incorporated in a similar fashion to the VAR
formulation. The electrode is not included in the
computational domain. This is because the
temperature profile within the electrode shows
only a very thin boundary layer of hot metal near
the slag-electrode interface. Further, due to the
high electrical conductivity of the electrode
relative to that of the slag, the distribution of
the supplied current is determined primarily by
the slag electrical resistivity. Thus, the computa-
tional domain begins from the top surface of
the slag and includes a sufficiently large ingot
length so that the heat transfer at the bottom
boundary has little effect on the pool behavior.
Finally, the electrode-slag and slag-metal inter-
faces are assumed to be flat. The resulting compu-
tational domain used in the analysis of the ESR
process is shown in Fig. 3 for a short-collared
mold and involves an exposed length of the soli-
dified ingot.
Analysis of the VAR process involves solution

of the unsteady form of governing equations.
Further, for constructing a robust computational
method, the steady-state behavior for the ESR
process is also determined using an unsteady
calculation. The resulting equations governing
the various physical phenomena and the corres-
ponding boundary conditions for the VAR and
ESR processes are described in the next section.

Mathematical Formulation

The physical phenomena in the interior of the
ingot are identical for both the VAR and the
ESR processes. The primary differences between
the two processes occur due to the presence of
the slag and the use of alternating current (ac)
in the ESR process (as opposed to dc in VAR)
and the associated treatments of the conditions
on the domain boundaries. Therefore, in this sec-
tion, the governing equations and boundary

Fig. 2 Computational domain for analysis of the unsteady behavior of the vacuum arc remelting process (frame of
reference attached to the top surface of the ingot)

Fig. 3 Computational domain for analysis of the steady-state behavior of the electroslag remelting process (frame of
reference attached to the top surface of the slag)

Computational Analysis of the Vacuum Arc Remelting (VAR) and Electroslag Remelting (ESR) Processes / 199

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



conditions for the each physical phenomenon are
first described for the VAR process. This is fol-
lowed by the discussion of the important exten-
sions necessary for the analysis of the ESR
process.

Electromagnetics

The electromagnetic phenomena in remelting
processes are governed by the magneto-
quasistatic form of Maxwell’s equations. Spe-
cific formulations of these equations for dc
power in VAR and ac power in ESR are dis-
cussed as follows.
VAR Process. With dc power, Maxwell’s

equations reduce to a single equation for gov-
erning the distribution of the electric potential,
f, in the ingot:

Electric potential: r � ðsrfÞ ¼ 0 (Eq 1)

The following boundary conditions for cur-
rent density and electrical resistance are
imposed on the ingot surface. They closely fol-
low the practices employed by Bertram et al.
(Ref 43):

� Top surface: A model for the arc behavior is
used for specifying the fraction of the total
arc current that enters the top surface of the
ingot and its distribution over it.

� Circumferential and bottom surfaces: The
current entering the ingot flows into the
mold through the circumferential and bottom
surfaces. The shrinkage of the ingot due to
its solidification affects the electrical resis-
tance to current flow from the ingot to the
mold. This resistance is calculated from the
temperature of the ingot surface, such that
there is good contact when the surface tem-
perature exceeds the liquidus temperature
of the alloy, and the contact is lost when
the ingot surface temperature is below the
solidus temperature. Between the liquidus
and solidus temperatures, the resistance is
linearly ramped down from good contact to
poor or no contact.

The distribution of Lorentz force that affects
the flow field are deduced from the electric
potential. For this purpose, first the distribution
of the current density within the ingot is calcu-
lated from the gradient of the electric potential.

Current density: J ¼ �srf (Eq 2)

The self-induced magnetic field in the angular
direction is then calculated using Ampere’s law:

Magnetic flux density: ByðrÞ ¼ m0
1

r

Zr

0

Jxdr (Eq 3)

Finally, the in-plane (x-r plane) Lorentz force is
determined from the current densities and the
azimuthal magnetic field in the following
manner:

Lorentz force: FL ¼ �JxBuer þ JrBuexð Þ (Eq 4)

ESR Process. With the ac current used in the
ESR process, the electromagnetic fields are
inherently unsteady. However, the high fre-
quency of the ac power in combination with
the density and heat capacity of the slag and
the molten metal result in time scales for flow
and thermal phenomena that are much larger
than the time scales for electromagnetic phe-
nomena. Therefore, analysis of electromag-
netics in the ESR process is performed for the
periodic steady state, and the cycle-averaged
values of the Lorentz force and Joule heating
are used in the analysis of the flow and the tem-
perature fields. (Note that the electrochemical
reactions taking place at the slag/metal inter-
faces due to Faradaic reactions are controlled
by the ac power cycle and have reaction times
on that timescale. However, because these reac-
tions are almost completely reversible and have
a negligible impact on the process energy distri-
bution, it is not necessary to include them in the
present models.) In the following discussion,
the equations governing the analysis of electro-
magnetics for ac power of a given sinusoidal
frequency are first described. The extension of
this formulation for the analysis of ac power
with a square-wave current is then presented.
In a periodic steady state, an electromagn-

etic quantity is represented as a product of a
spatially-varying complex amplitude and a
sinusoidal time variation, as follows:

Periodic steady state: j ¼ f̂ cosðotÞ þ jf̂ sinðotÞ
(Eq 5)

Further, for axisymmetric coordinates, the
magneto-quasistatic form of Maxwell’s equa-
tions can be reduced to a single equation for
the diffusion of the scalar self-induced mag-
netic field intensity. Thus, the equation for the
(complex) amplitude of the magnetic field
intensity for the sinusoidal frequency, o, is as
follows:

Magnetic diffusion: r � 1

s
r Ĥyey
� �� 	

¼ jm0oĤy

(Eq 6)

Magnetic flux density:B̂y ¼ m0Ĥy (Eq 7)

The previous equation is applicable to both the
slag and the ingot regions with the use of the
appropriate electrical conductivity, s. Note that
the slag-ingot interface is subject to the condi-
tion of continuity of the tangential electric field
that is inherent in the magnetic diffusion equa-
tion, so that the interface is internal to the
domain.
The boundary conditions for the magnetic

field intensity are deduced from the inflow and
outflow of current from the boundaries of the
domain in the following manner:

� Electrode-slag interface: Because the elec-
trical conductivity of the electrode is much

larger than that for the slag, the electrode is
at a uniform potential. This results in a van-
ishing normal gradient of the magnetic field
intensity at this interface.

� Ingot bottom: For a sufficiently long ingot,
the normal (axial) gradient of the magnetic
field intensity is also zero at this interface,
analogous to the electrode-slag interface.

� Exposed slag surface: Because no current
flows out of the exposed section of the slag,
the radially-varying magnetic field intensity
is specified from the known total current
entering the slag from the electrode, using
Ampere’s law.

� Circumferential surface of the ingot: In the
present study, the solidified slag skin formed
at the slag-mold interface and transferred to
the ingot is assumed to be electrically insu-
lating. As a result, the amplitude of the mag-
netic field intensity is uniform on this
boundary, and its value is determined from
the total current entering from the electrode,
using Ampere’s law in a manner analogous
to that for the exposed surface of the slag.

The distributions of the current density, Lor-
entz force, and Joule heating are deduced from
the magnetic field intensity. For this purpose,
the in-plane (x-r) current density is first calcu-
lated using Ampere’s law, as follows:

Current density: Ĵ ¼ r� ðĤyeyÞ (Eq 8)

The cycle-averaged in-plane (x- and r-direc-
tions) Lorentz force is then determined from
the following equation:

Cycle-averaged Lorentz force :

FL ¼ Re
1

2
Ĵ� B̂conjugate

� 	
(Eq 9)

Finally, the cycle-averaged resistive heating
is determined by the following equation:

Cycle-averaged Joule heating:

SJ ¼ 1

2s
Ĵ � conjugate Ĵ

� � (Eq 10)

The Lorentz force and Joule heating affect the
flow and the temperature fields in the slag and
the ingot.
The aforementioned formulation is easily

extended to the analysis of a square-wave
alternating current by representing all electro-
magnetic quantities as corresponding Fourier
series sums of sinusoidal waves of frequencies
that are harmonics of the basic frequency.
Such a representation enables analysis of the
electromagnetics in a very convenient manner.
This is because the magnetic diffusion equa-
tion is linear and the sine functions are orthog-
onal, so that each sinusoidal frequency acts
independent of all the other frequencies. Thus,
the magnetic field, current density, Lorentz
force, and Joule heating created by the square
current are determined by simple linear addi-
tions of the corresponding quantities produced
by current components of successive harmonic
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frequencies that constitute the imposed square-
wave current.

Fluid Motion

The formulation for analysis of the macro-
scale turbulent flow within the molten pool
formed in the VAR process and its extension
for the coupled analysis of the flow in the mol-
ten pool and the slag in the ESR process are
discussed as follows.
VAR Process. A pool of molten metal forms

under the plasma arc. The size and shape of the
pool are determined by the processing condi-
tions and the loss of heat to the mold. The mac-
roscale fluid motion that occurs in the metal
pool and the outer mushy region is driven pri-
marily by buoyancy and Lorentz forces and is
expected to involve nonuniform turbulent mix-
ing. It is governed by the time-averaged forms
of the Navier-Stokes equations that describe
the mean velocity:

Continuity:
@r
@t

þr � ru ¼ 0 (Eq 11)

Momentum:
@ ruð Þ
@t

þr � ruuð Þ
¼ �rPþr � meff ruþruT

� �� �� rgþ FL

(Eq 12)

The third and the fourth terms in Eq 12 repre-
sent the buoyancy and Lorentz force, respec-
tively. The effect of turbulent mixing in the
pool is felt through the spatially-varying turbu-
lent viscosity that is calculated using the two-
equation k-e turbulent model.
The previous equations are subject to the fol-

lowing boundary conditions:

� Solidified ingot: The same set of equations is
used to represent the flow in the pool as well
as the solidified ingot. The macroscale flow
is assumed to cease at the immobilization
liquid fraction (fimm), the value of which is
typically just under 1. When the liquid frac-
tion is below this value, the metal moves
with the instantaneous casting velocity.

� Ingot top surface:As part of the arc model, the
mass flux profile is used on the top surface to
determine the radial distribution of the velocity
of themoltenmetal entering themoltenpool. In
addition, the molten pool is subject to the shear
stress caused by the plasma jet.

� Circumferential surface: The no-slip bound-
ary condition is imposed in the region of the
ingot where the molten metal contacts the
mold surface. When the ingot separates from
the mold, the velocity at the outer surface of
the ingot is equal to the instantaneous cast-
ing velocity.

ESR Process. The single set of equations (Eq
11 and 12) with appropriate values of the fluid
density and viscosity represent the turbulent
flow in the slag and the molten pool. The
motions in the slag and the metal pool interact

through the shear force at the slag-metal inter-
face. Analogous to the magnetic diffusion equa-
tion, this interface is internal to the domain
because the continuity of the interface shear
force at the slag-metal interface is inherent in
the momentum equation. The special aspects
of the boundary conditions that arise due to
the presence of the slag are as follows:

� Melting of the electrode: The molten metal
formed at the electrode-slag interface is
assumed to enter the molten pool at a
uniform velocity under the slag-metal inter-
face. Further, the effects of this inflow of
metal are considered through mass and
momentum sources in the continuity and
momentum equations, respectively, in the
metal pool below the slag-metal interface
and in the shadow of the electrode.

� Slag-mold interface: A thin layer of solidi-
fied slag (slag skin) is formed at the slag-
mold interface. Due to its small thickness,
the molten slag is assumed to extend nomi-
nally to the mold surface, and a no-slip con-
dition is imposed on the flow of the molten
slag over this surface.

Magnetic Stirring

Magnetic stirring is used in high-current
VAR processes to stabilize the arc. This
involves the use of a coil that is wound around
the mold, through which a square-wave current
(that alternates in direction) is passed. The
resulting axial magnetic field interacts with the
radial current in the metal to give rise to an
oscillating Lorentz force in the angular direc-
tion, creating a swirling motion in the molten
pool. It should be noted that the angular veloc-
ity of the molten metal does not vary in the
angular direction. Therefore, the behavior of
the process remains axisymmetric.
Analysis of magnetic stirring requires deter-

mination of the Lorentz force in the angular
direction, its use in the momentum equation
for the angular velocity, and the determination
of the resulting centrifugal force field for use
in the calculation of the in-plane velocity field,
using the following equations:

Lorentz force in the angular direction :

Fy ¼ �JrBaxial

(Eq 13)

Momentum equation in the angular direction:

@ rwð Þ
@t

þr � r�uwð Þ ¼ r � meffrwð Þ � rurw
r

� meffw
r2

þ Fy

(Eq 14)

Centrifugal force: Fr ¼ rw2

r
(Eq 15)

The angular velocity is subject to no-slip condi-
tions on the mold wall if the liquid metal touches
the mold surface. Further, the angular velocity is

zero below the immobilization liquid fraction.
Also, there is no shear stress in the angular direc-
tion on the top surface of the ingot. The presence
of angular motion affects turbulent mixing due
to the production of turbulent kinetic energy
directly through the gradients of the angular
velocity and indirectly through the higher inten-
sity and gradients in the in-plane flow.

Turbulence Model

The two-equation k-e turbulent model is used
for predicting the turbulent mixing in the slag
and the molten pool. It involves solution of the
transport equations for turbulent kinetic energy,
k, and turbulent dissipation, e. This model is com-
monly employed in the analyses of conventional
flows of gases and liquids. The reader is referred
to earlier studies (Ref 79) for details of the govern-
ing equations and boundary conditions. The
important aspect of this model as used in the
VAR and ESRmodels is that the governing equa-
tions are solved only in the molten pool and the
slag with standard boundary conditions applied
at the mold and pool boundaries. Further, within
the molten pool and the slag, the turbulent viscos-
ity and turbulent thermal conductivity are deter-
mined from k and e in the following manner:

Turbulent and effective viscosity : mturb ¼ cm
rk2

e
meff ¼ mdynamic þ mturb

(Eq 16)

Turbulent and effective conductivity :
kturb
CP

¼ mturb
Prturb

keff ¼ kmolecular þ kturb

(Eq 17)

Energy Conservation

This section first describes the formulation of
the energy conservation equation for the deter-
mination of the temperature distribution in the
ingot for the VAR process. Its extension for
the prediction of the temperature field in the
ESR process involving coupled thermal interac-
tions between the molten slag and the ingot is
then described.
VAR Process. The energy conservation equa-

tion is formulated using the enthalpy-porosity
approach (Ref 80) to enable computation of the
phase-change process using a fixed computational
grid. In this approach, the total enthalpy is decom-
posed into a sensible enthalpy, h, and latent heat
content, △H. The resulting governing equation
has the following form:

Energy conservation:
@ ruhð Þ

@t
þr � ruhð Þ

¼ r � keffrTð Þ � @ rDHð Þ
@t

þr � ruDHð Þ
� 	

(Eq 18)

Latent heat content: DH ¼ f ðTÞL for

Tsolidus � T � Tliquidus
(Eq 19)
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Several points about the previous equation
are worth noting. First, a single equation is used
for the prediction of the temperature field in the
molten pool and the solidified ingot. The pool
region itself is not known a priori and is deter-
mined from the immobilization liquid fraction
that itself is deduced from the temperature field.
Second, the energy conservation equation
considers the dependence of the thermal con-
ductivity and specific heat of the alloy on tem-
perature. Third, the effective conductivity is
calculated from the k-e model to account for
turbulent mixing. Finally, the latent heat con-
tent is calculated from alloy-specific variation
of the liquid fraction with temperature in the
mushy region.
The temperature distribution is determined

by the following interactions on the ingot
boundaries:

� Top surface: The molten metal enters the
molten pool in the ingot under the shadow
of the electrode with an assumed superheat.
Further, the ingot surface exchanges heat
by radiation with the electrode temperature
in the shadow of the electrode and to the
water-cooled mold from the exposed annular
region. Finally, the total heat transferred
from the arc to the ingot top surface is deter-
mined by an overall energy balance for the
arc, and its distribution is determined from
the arc model (Ref 43).

� Circumferential surface: Analogous to the
conduction of current, heat loss from
the ingot to the mold must account for the
shrinkage of the ingot away from the mold
as it solidifies. This is accomplished by
determining the contact heat-transfer coeffi-
cient, which decreases linearly from its max-
imum value to a value close to zero as the
ingot surface temperature decreases from
the liquidus temperature to the solidus tem-
perature. The maximum contact heat-
transfer coefficient corresponds to combined
thermal resistance of the conduction across
the mold thickness and the convective heat-
transfer coefficient from the mold outer sur-
face to the cooling water. However, unlike
current conduction, as the ingot separates
from the mold, it also loses heat to the inside
surface of the mold by radiation. Additional
cooling provided by helium injection in the
annular gap formed by the separating ingot
is also considered by augmenting the heat-
transfer coefficient in the region of separa-
tion of the ingot from the mold.

� Bottom surface: The heat loss from the bot-
tom surface of the ingot to the mold is con-
sidered in a manner similar to that from the
circumferential surface.

ESR Process. Analysis of energy conserva-
tion in the metal and the slag phases is per-
formed by using the same energy conservation
(Eq 18) by using relevant values of the material
properties (density, specific heat, and thermal
conductivity). For the ESR process, the energy

conservation equation must incorporate the
Joule heating produced in the slag as a volumet-
ric source term. (Joule heating in the metal is
negligible and hence not considered in VAR.)
The continuity of the conduction heat flux at
the slag-metal interface is inherent in the
energy conservation equation, so that this inter-
face is treated as being internal to the domain.
The ESR process differs from the VAR pro-

cess in two significant aspects, namely, the
melting of the electrode due to the heated slag,
and the formation of the slag-skin at the
slag-mold interface and its transfer to the con-
tinuously forming ingot. Thermal boundary
conditions consider these effects in the follow-
ing manner:

� Top surface of the slag: The slag-electrode
surface is subject to a uniform heat flux
required to melt the electrode at the prescribed
melt rate. Alternatively, the temperature at the
electrode-slag interface is assumed to be the
liquidus temperature of the alloy, and the melt
rate is derived from the heat transferred to the
electrode. The remaining surface of the slag
is assumed to lose heat to the surroundings
through radiation and convection.

� Bottom surface of the ingot: Under steady-
state conditions, the conductive heat loss at
the bottom surface of the ingot is calculated
from extrapolation within the domain. In
addition, the solidified metal carries energy
out of this boundary due to its motion at
the casting velocity.

� Slag-mold interface: The molten slag loses
heat to the water-cooled mold to form a thin
layer of solidified slag skin. This heat loss is
determined from an overall heat-transfer
coefficient that is the net result of the thermal
conductances of the slag skin and the metal
mold and the convective heat-transfer coeffi-
cient from the outer mold surface to the cool-
ingwater. In turn, this heat loss determines the
thickness of the solidified slag skin.

� Ingot-mold interface: Analogous to the VAR
process, heat loss from the ingot to the cool-
ing water accounts for gradual separation of
the ingot from the mold due to the solidifica-
tion of the alloy. Unlike the VAR process,
however, the presence of the slag skin intro-
duces an additional thermal resistance for
loss of heat from the ingot. When the ingot
separates from the mold, heat loss to the
mold surface occurs by thermal radiation
and by natural convection in the gap formed
between the ingot and the mold. For a short-
collared mold, the exposed surface of the
ingot loses heat by radiation and convection
to the surrounding air.

Redistribution of Alloying Elements due
to Macrosegregation in Titanium Alloys

The selective absorption/rejection of individual
elements during solidification, combined with
imperfect mixing in the molten pool, results in

variation of alloying element concentrations in
the radial and axial directions in the solidified
ingot. The macroscale flow in the liquid pool
penetrates only into the outer mushy region, and
any solute rejected (absorbed) during this part of
the solidification affects the concentration in the
liquid. This, in turn, affects the concentration of
that alloying element in the newly formed solid.
As the solidification progresses further, the
segregated liquid stays between the dendrites,
and any microsegregation that occurs in this
region is of no interest in titanium alloys because
the elements are in solid solution and homogenize
during subsequent processing. Thus, the purpose
of the analysis of concentrations of alloying ele-
ments is to predict the macrolevel composition
changes that occur during solidification in the
outer mushy region.
The concentration ci of the ith alloying ele-

ment within the molten pool and the solid is
governed by the convection-diffusion equation:

Liquid region :
@ rcið Þ
@t

þr � rucið Þ
¼ r � Geff;irci

� �þ Si;soldification�front (Eq 20)

Geff;i ¼ m
Sci

þ mturb
Scturb

(Eq 21)

Solid region :
@ rcið Þ
@t

þ @ rucastcið Þ
@x

¼ �Si;soldification�front (Eq 22)

Because the velocity is automatically the cast-
ing velocity in the solid region, the same equa-
tion is used in the solid and the liquid region
through the use of local velocity and a relevant
diffusion coefficient. In the pool region, the
effective diffusion coefficient is a result of
molecular diffusion and turbulent diffusion. In
the solid region, the diffusion coefficient is
zero.
The concentration equation is subject to the

following boundary conditions:

� Ingot top surface: The concentrations of the
alloying elements in the metal flowing into
the metal pool through the top surface of
the ingot correspond to concentrations at
the melt front of the electrode.

� Pool boundary: The mass fluxes of an alloy-
ing element caused by selective rejection/
absorption by the solid give rise to a
source/sink in the liquid and a sink/source
in the solid regions adjacent to the pool
boundary. The segregation mass flux (into
the pool) due to the partitioning in the outer
mushy region (typically, up to a limiting
solid fraction, fs

*, of �0.1 to 0.3) for the ele-
ment i, with an effective segregation coeffi-
cient, Ks, close to unity, is given by the
following equation:

Ji ¼ rucastcli 1� Ks;i

� �
f �s (Eq 23)

In the preceding equation, superscript “l” is for
the concentration used to denote its value in the
bulk liquid phase. Scheil’s equation, which
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follows and relates the local concentrations of
the ith solute in the liquid pool before (cli;0)
and after segregation (cli), can also be employed
to calculate the segregation flux for larger
values of the limiting solid fraction:

cli ¼ cli;0 1� f �s
� � Ks;i�1ð Þ

(Eq 24)

Note that when Ks is less than unity, the solid
rejects the solute, and when it is greater than
unity, the solid selectively absorbs the solute.
Finally, in the present study, the effect of con-
centration variation on the density is considered
to be negligible, thereby decoupling the flow
field in the molten pool from the concentration
fields of the alloying elements. If, however,
the liquid alloy density is strongly dependent
on the alloy concentrations, solutal buoyancy
forces must be considered in the determination
of the flow field in the molten pool.

Metallurgical Structure and Freckle
Formation in Superalloys and Steel

For superalloys and steels, microsegregation
occurring in the interdendritic region and the
associated possibilities of forming freckles are
the more important phenomena. However, its
prediction from first principles is computation-
ally impractical due to the small scales
involved. Instead, following the approach pro-
posed by Auburtin et al. (Ref 81), the thermal
history of the solidifying ingot is used to predict
the metallurgical structure, and an alloy-
dependent criterion based on the Rayleigh num-
ber for the thermosolutal convection within the
interdendritic region is used to predict the prob-
ability of freckle formation. Details of all the
equations are available in the study by Auburtin
et al. (Ref 81). Hence, the following discussion
focuses on the important aspects of this
procedure that uses the unsteady thermal
history of the ingot in the analysis of the VAR
process for superalloys. This is followed by a
short description of the simplifications that
result in the steady-state analysis for the ESR
ingots.
Analysis for Unsteady Conditions. In an

unsteady process during which the melt rate is
changing continuously, each elemental volume
in the solidified ingot experiences a different
thermal history. Therefore, the local solidifica-
tion time (LST) and all quantities related to
the metallurgical structure that are used in the
calculation of the interdendritic Rayleigh num-
ber vary both in the radial and the axial direc-
tions within the ingot. Calculation of these
quantities is described as follows:

� Local solidification time and cooling rate:
The LST is defined as the time required for
an elemental metal volume to cool from the
liquidus temperature to the solidus tempera-
ture and is used to calculate carbide sizes.
The cooling rate and the LST for each

elemental control volume are computed
from the transient variation of the tempera-
ture field for each elemental metal volume.

� Rayleigh number for interdendritic convec-
tion: The Rayleigh number for the thermoso-
lutal convection as the elemental metal
volume reaches the alloy-specific freckle-
initiation solid fraction uses the following
expression:

Rayleigh number for interdendritic flow:

Ra ¼
g @r

@T

� ��
@T
@x

�

m k
rCP

� � l4
(Eq 25)

The Rayleigh number is dependent on two
important parameters: the length scale, l,
and the temperature gradient at the freckle-
initiation solid fraction. The calculation of
the length scale involves several steps. First,
the primary and secondary dendrite arm spa-
cings are calculated from the cooling rate
experienced by the elemental metal volume
at the liquidus temperature. The permeability
for the flow of liquid metal parallel to the pri-
mary and secondary dendrites is then deter-
mined. Next, the angle of the flow (which is
caused by thermosolutal forces and occurs in
the direction of the gravity vector) relative to
the primary dendrites is determined from the
slope of the isotherm at the freckle-initiation
solid fraction. This angle and the permeabil-
ities determine the effective length scale (or
ease of) flow in the interdendritic space.
Finally, the local temperature gradient in the
gravity direction is determined from the pre-
vailing temperature field as the metal volume
crosses the freckle-initiation solid fraction.
When this Rayleigh number exceeds the
alloy-specific critical Rayleigh number, Ra*,
freckle formation is deemed likely.
Analysis for Steady-State Conditions.

When the analysis is performed for steady-state
behavior, the pool shape and size do not change
with time. Therefore, the thermal history expe-
rienced by an elemental metal volume as it soli-
difies depends only on its radial location.
Further, these radial variations of the cooling
rate can be related to the spacing between the
contours of relevant liquid fractions and the
casting velocity. When the cooling rate is deter-
mined, the calculations of dendrite arm spa-
cings, permeabilities, and finally the Rayleigh
number for interdendritic convection for pre-
dicting the probability of freckle formation pro-
ceed according to the procedure described
previously.

Inclusion Motion

In the present study, analysis of the inclusion
behavior is performed by introducing inclusions
over the top of the molten pool. Because the
number of inclusions is expected to be very
small, it is assumed that the inclusions do not

affect the motion of the liquid metal in the pool.
Further, it is assumed that the residence time of
the inclusions is small in comparison to the
time scale for ingot growth. Therefore, in an
unsteady analysis, the motion of inclusions is
calculated based on the motion in the pool at
a specific instant during the growth of the ingot.
This assumption is made for computational effi-
ciency; the motion of an inclusion can also be
tracked within an unsteady flow field.
The motion of an inclusion is governed by

Newton’s law of motion that describes the
interaction of the buoyancy, drag, and inertia
forces. The rate of dissolution is expressed in
terms of the rate of change of the inclusion
diameter. These two equations are given as:

Inclusion motion : mp
d�up
dt

¼ CDAp
1

2
rm �um � �up
�� ��� �

�um � �up
� �

þ mp 1� rm
rp

 !
�g

(Eq 26)

Inclusion dissolution :
dDp

dt
¼ �2B exp �E

T

� 	

(Eq 27)

In the preceding equations, the subscripts
p and m denote the inclusion and the liquid
metal, respectively. The drag coefficient, CD,
is dependent on the Reynolds number for the
inclusion motion and its shape (assumed to be
spherical). This Reynolds number is calculated
using the velocity of the inclusion relative to
the liquid metal. In the presence of swirling
motion due to magnetic stirring, the inclusion
motion is also subject to centrifugal and Corio-
lis forces. In addition, the angular velocity of
the inclusion must be calculated. Finally, note
that, because the inclusions are small, they are
assumed to be in thermal equilibrium with the
surrounding pool. The rate of dissolution for
an inclusion is related to its temperature with
inclusion-specific values for the constants B
and E.

Computational Solution

The control-volume method of Patankar
(Ref 82) is used for the discretization of the
equations governing electromagnetics, flow,
turbulent mixing, energy conservation, and
redistribution of alloy element concentrations.
Several enhancements of this method have
been carried out to address the unique aspects
of the physical phenomena occurring in the
VAR and ESR processes. In the following dis-
cussion, a brief summary of the basic control
volume method is first presented. This is fol-
lowed by a discussion of the various enhance-
ments incorporated for constructing efficient
computational models for the VAR and ESR
processes.
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Control Volume Computational Method

The control volume computational method
involves the use of grid lines to divide the axi-
symmetric domain into control volumes in the
axial and radial directions. Scalar quantities
such as pressure, temperature, turbulent kinetic
energy, and turbulent dissipation are stored at
the main grid points. A staggered grid is used
to store the velocity components and current
density vectors at the faces of the control
volumes. Discretization equations for each var-
iable are constructed by integrating the
corresponding transport equations over the
respective control volumes. Implicit time-
stepping is used for the discretization of the
unsteady term in the governing equations. In
each time step, the resulting set of discretiza-
tion equations is solved using the SIMPLER
algorithm (Ref 82). The size of the time step
is determined automatically from the time
scales of the flow and thermal phenomena.
Multiple iterations are needed within each time
step to address the nonlinearity and coupling
between the electromagnetic, flow, and temper-
ature fields.

Treatment of the Growing Ingot in the
VAR Process

The growth of the ingot is treated accurately
through the motion of the ingot base surface
within a fixed grid that spans the entire ingot
length. In this treatment, only the base control
volume (and not the entire domain) expands in
size until the base surface moves to the next
control volume, as shown in Fig. 4. This treat-
ment provides several advantages. First, the
treatment reduces to the model for steady-state
calculation for a long ingot in a natural manner.
Second, the time-step size can be controlled
independently of the ingot growth. Third, the
number of grid points within the ingot grows
automatically with the ingot length, and

regridding of the computational domain is not
required. Because the base control volume is
partially occupied and expands in each time
step, a special treatment is required for the dis-
cretization of the conservation equations over
this volume. This involves formulation of the
equations for mass, momentum, energy conser-
vation, turbulence quantities, and concentration
transport for an expanding volume (Ref 83) and
use of the space conservation law (Ref 84) for
their discretization.

Magnetic Stirring in the VAR Process

When magnetic stirring is present, an addi-
tional equation for the angular velocity must
be solved. This equation for the w-velocity is
treated as a scalar transport equation. At each
time instant during the time-stepping, the axial
magnetic field and the resulting Lorentz force
in the angular direction are calculated for use
in the w-equation. The in-plane and angular
velocity fields are coupled, and this interdepen-
dence is handled through multiple iterations
within a time step. Further, the time step is cho-
sen to ensure that the stirring cycle is accurately
resolved.

Unified Analysis of the Slag and Ingot
Regions in the ESR Process

The computational method treats the slag and
the metal regions in a unified manner, using a
single computational domain.
Interactions across the Slag-Metal Inter-

face. Mathematical formulation of all phenom-
ena requires that the diffusion flux be
continuous across the slag-metal interface. A
unique feature of the computational method is
its use of the harmonic mean of the conduc-
tances on the two sides of a control volume face
to determine the equivalent conductance at that
face. With this treatment, the diffusion flux cal-
culation accounts very accurately for large and

discontinuous changes in the diffusion coeffi-
cients across a control volume face. Therefore,
continuity of the radial current, the heat flux,
and the shear stress at the slag-metal interface
in the presence of dissimilar properties of the
slag and the metal phases are incorporated in
a natural and fully implicit manner, resulting
in a robust and efficient computational method.
Treatment of the Melting of the Electrode.

The melting of the electrode at the electrode-
slag interface gives rise to metal droplets that
fall through the slag and enter the metal pool.
The interaction of the metal droplets with the
slag, as they fall through it, is considered by
assuming that the droplets are in thermal equi-
librium with the slag. Further, the heat absorbed
by the metal droplets from the slag phase is
treated as a uniformly distributed volumetric
heat sink in the cylindrical volume of the slag
under the electrode. Note that the assumption
of thermal equilibrium can be readily relaxed
by performing a calculation of the motion and
energy balance for droplets as they fall through
the slag. The inflow of the molten metal into
the metal pool is treated through sources of
mass, momentum, energy, and turbulence quan-
tities in the control volumes in the metal phase
that lie just beneath the slag-metal interface and
in the shadow of the electrode. The preceding
treatment ensures overall conservation of the
energy in the ESR system and results in a con-
venient and accurate method for handling the
melting of the electrode within the unified
computational domain.

Analysis of Electromagnetics with ac
Power for the ESR Process

The computational method has been ext-
ended for the solution of scalar transport equa-
tions in which field unknowns are complex
variables to enable solution of the magnetic dif-
fusion equation that governs the electromag-
netic behavior of the ESR system. The basic
framework performs analysis of electromag-
netics for a sinusoidal current of a prescribed
frequency. Further, a Fourier-series-based pro-
cedure involving the analysis for multiple sinu-
soidal frequencies, which uses the basic single-
frequency framework coupled with the linear
superposition technique to account for succes-
sive harmonics, is also constructed to determine
the electromagnetic behavior for the square-
wave current pattern.

Redistribution of Alloying Elements due
to Macrosegregation in Titanium Alloys

Computational solution of the alloy concen-
tration equation must account for three impor-
tant aspects of the process of redistribution of
the alloying elements. First, the alloying ele-
ments do not redistribute within the solidified
metal, because diffusion in the solid is absent
(Scheil approximation). This behavior is accu-
rately simulated through a special discretizationFig. 4 Subdivision of the base control volume to address the motion of the base plate
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method involving explicit time-stepping in the
solid region. Secondly, in an unsteady process,
the pool volume changes with time. The
computational method keeps track of the con-
trol volumes containing liquid metal that solid-
ify. The alloying elements that are selectively
rejected/absorbed by the newly solidified con-
trol volumes give rise to additional segregation
source terms at the pool boundary. Finally, the
source terms arising from the rejection/absorp-
tion of the solute by the solid into the pool are
appropriately incorporated in the control
volumes in the liquid and the solid regions that
are adjacent to the pool boundaries.

Thermal History and Metallurgical
Structure

The metallurgical structure of the solidified
ingot depends on the thermal history experi-
enced by the metal as it solidifies. In an
unsteady process, the thermal history of the ele-
mental volume of metal within the ingot
depends on its axial and radial location within
the ingot. Due to the use of a Eulerian grid
(use of a fixed grid through which the metal
moves), each elemental metal volume occupies
different positions within the grid as the ingot
grows in size. Therefore, a special Lagrangian
technique is developed for a precise identifica-
tion of each elemental metal volume as it
moves through the computational grid. Its ther-
mal history is recorded as it cools from the
liquidus to the solidus temperature to determine
the LST, cooling rate at liquidus temperature,
and pool angle. The metallurgical structure
parameters are then computed to determine the
Rayleigh number for interdendritic convection
and to infer the probability of freckle
formation.
As discussed in the section on mathematical

formulation, the thermal history calculation is
somewhat simpler for steady-state conditions,
because the thermal history depends only on
the radial location of the solidifying elemental
metal volume. Therefore, the cooling rate,
LST, and pool angle are deduced from the cast-
ing velocity and the axial locations of the rele-
vant liquid fractions.

Calculation of the Motion of Inclusions

A Lagrangian approach (Ref 85) is used to
solve the equation of motion and dissolution
of an inclusion based on the flow field prevail-
ing in the pool at the instant the inclusion is
introduced into the pool. The equations of
motion and dissolution are solved using a
time-marching technique in which the time step
is automatically determined by requiring the
inclusion to go through multiple time steps for
crossing a control volume. Starting with the ini-
tial position of the inclusion, the trajectory cal-
culation is continued until the inclusion either
dissolves or enters the mushy region, where it
is assumed to enter the ingot. Note that the

present method can be extended to calculate
the motion of an inclusion for unsteady flow.
This will involve the use of the unsteady flow
field and the corresponding evolving pool shape
along with necessary interpolations to calculate
the motion of an inclusion in the transient
flow in the pool. However, such a calculation
will require a significantly more computational
effort.

Application of the Models for the
Analysis of Practical Remelting
Processes

The computational method described previ-
ously has been implemented in two independent
computer programs for the analysis of VAR and
ESR processes. These computer models have
been applied for the analysis of practical VAR
and ESR processes for the production of ingots
of titanium and superalloys, respectively. The
details of the processes modeled and the results
obtained are discussed in this section.

Analysis of the VAR Process for the
Production of an Ingot of Ti-6Al-4V

The geometry and the important operating
and thermal conditions for an industrial VAR
process for the casting of ingots of Ti-6Al-4V
alloy are listed in Table 2. The corresponding
melt schedule is shown in Fig. 5.
Computational Details. The computational

model considers the dependence of alloy prop-
erties on temperature. For brevity, only the
representative values of these properties are
listed in Table 2. Transient analysis has been

performed for the entire process, with and with-
out stirring, involving the growth of the ingot.
A computational grid of 120 (axial, x) by
50 (radial, r) control volumes is used in the
analysis. The analysis of the process with no
stirring requires approximately 4 h on a
single-processor personal computer with an
Intel Pentium4 3.2 GHz processor. Calculations
with magnetic stirring require approximately 12

Table 2 Geometry and operating
conditions and material properties of alloy
Ti-6Al-4V used in the analysis of a practical
vacuum arc remelting process

Characteristic Value

Geometry
Electrode and ingot
diameters

762 and 863.6 mm

Initial and final ingot lengths 0.0 and 2273 mm
Operating conditions
Inlet superheat 373 K
Strength and oscillation
period of the axial
magnetic field

50 Gauss and 60 s

Alloy properties
(Ti-6Al-4V)

Density, liquid 3925 kg/m3

Viscosity, liquid 2.36 � 10�3 Pa�s
Solidus and liquidus
temperatures

1868 and 1898 K

Latent heat of fusion 3.5 � 105 J/kg
Specific heat, liquid 852 J/kg�K
Thermal expansion coeff.,
liquid

6.7 � 10�5 K�1

Thermal conductivity, liquid 29.7 W/(m�K)
Electric conductivity 7.6 � 105 (O�m)�1

Magnetic permeability 1.257 � 10�6 H/m
Segregation coefficients for
Al, V, Fe, O

1.13, 0.95, 0.38, 1.33

Electrode concentrations of
Al, V, Fe, O

0.06125, 0.04, 0.004,
0.0016

Fig. 5 Process schedule and predicted variation of the melt pool volume for a vacuum arc remelting process for Ti-
6Al-4V alloy with and without stirring
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h, because a smaller time step is necessary to
resolve the behavior of the stirring cycle.
Results and Discussion. The computational

model predicts detailed behavior of the electro-
magnetic, flow, temperature, and alloy concen-
tration fields and the inclusion motion in the
ingot during the entire process as well as the
thermal history of the final ingot produced in
the process. Results of the ingot behavior are
presented at various time instants during the
initial rampup, steady melting, and hot topping.
Figure 6 shows the variation of the electric

current densities and the self-induced magnetic
field in the growing ingot in the absence of
magnetic stirring. Initially, the current entering
the ingot flows out into the mold through both
the circumferential and the bottom surfaces.
When the ingot becomes long, very little cur-
rent flows out from the bottom face. The cur-
rent density interacts with the self-induced
magnetic field to produce an in-plane (x-r) Lor-
entz force field that is directed radially inward
and axially downward. In the presence of mag-
netic stirring, the in-plane behavior of the elec-
tromagnetic fields is similar, except that the
contact region on the circumferential face of
the ingot is longer.
Figures 7(a) and (b) show the evolving liquid

fraction, flow, and temperature fields in the ingot
without and with magnetic stirring, respectively,
while Fig. 5 shows the corresponding evolutions
of the pool volume during the casting process.
As expected, the size of the molten pool grows
during the portion of the process when the melt
rate is increasing and then held steady. With the
initiation of hot topping, the pool begins to shrink.
Further, as themelting stops, themelt pool rapidly
solidifies, as seen in Fig. 5. Due to the heating
provided by the plasma arc, and in the absence
of magnetic stirring, the temperature distribution
in the pool shows thermally stable stratification.
As a result, the upward flow in the center is

relatively weak, while the metal flows rapidly
downward along the pool boundary. The use of
magnetic stirring produces a very nonuniform,
angular motion in the pool, as shown in Fig. 8.
The associated centrifugal forces produce strong
in-plane motion in the pool. The resulting pool is
both wider and deeper and shows much smaller
temperature variation in comparison to the pool
produced in the absence of stirring.
For the Ti-6Al-4V alloy, the computational

model performs analysis of the macrosegrega-
tion phenomenon to predict the variations of
the alloying elements in the pool and in the
solidified portion of the ingot. Figure 9 shows
the variations of the concentrations of oxygen
and iron at a time instant near the end of the
melting for processes without and with mag-
netic stirring. Note that the distributions of con-
centrations in the solidified ingot are a result of
the evolution of the pool and mixing within it,
selective rejection (absorption) of the alloying
element into the pool, and solidification of the
solute-enriched (depleted) liquid metal at the
melt front during the process. Because oxygen
is preferentially absorbed by the solid, as the
ingot grows, the average concentration of oxy-
gen in the liquid pool decreases. Therefore,
the concentration of oxygen in the upper por-
tion of the ingot (formed later in the process)
is lower than that in the lower portion of the
ingot (formed earlier in the process). Further,
the concentration of oxygen is low in the center
portion of the ingot. This is because the flow at
the bottom of the pool is weak and does not suf-
ficiently replenish the oxygen absorbed by the
newly formed solid in the center region. With
magnetic stirring, the increased mixing present
significantly reduces the extent of macrosegre-
gation in the radial direction. The variation of
the concentration of iron in the pool and the
ingot is a mirror image of the corresponding
variation of oxygen, because iron is selectively

rejected by the solidifying alloy. The model
also predicts macrosegregation of aluminum
and vanadium in the solidified ingot. Due to
space constraints, the corresponding concentra-
tion plots are not included.
Figure 10 shows the thermal history in the

solidified portion of the ingot near the end of
melting in the form of variation of the time at
the start of solidification and the LST in the
solidified portion of the ingot. The LST is very
small at the bottom and circumferential sur-
faces of the ingot, because they are closer to
the mold and hence cool more rapidly. When
magnetic stirring is used, the larger pool, cou-
pled with strong mixing in the pool, increases
the cooling rate, and the LST is lower. With
the use of proper boundary conditions on the
top surface of the ingot after melting has
stopped and by performing the calculations
until the ingot solidifies completely, the model
can predict the thermal history of the entire
ingot. As described in the earlier sections, for
superalloys and steels, this thermal history is
used to predict the metallurgical structure para-
meters such as dendrite arm spacing, perme-
ability, and, ultimately, the probability of
freckle formation based on the Rayleigh num-
ber for interdendritic convection throughout
the entire ingot. For reasons of conciseness,
the results of the analysis of the VAR process
for superalloys and steels are not shown here.
The trajectories of light, neutrally buoyant,

and heavy inclusions of different sizes (0.1 to
5 mm diameter) are shown in Fig. 11 at a time
instant midway through the melting process.
All inclusions are introduced at uniformly
spaced locations on the top surface of the ingot.
Inclusions that are either small in size or neu-
trally buoyant move with the molten metal.
The motion of large inclusions is strongly influ-
enced by their density relative to the liquid
metal. Large, heavy inclusions sink quickly to
the bottom of the pool, while light inclusions
float to the top of the pool, move radially out-
ward, and tend to spend significantly more time
in the pool. When stirring is used, inclusions
spend a longer time within the pool due to
stronger in-plane velocities as well as motion
in the angular direction. By performing the
analysis of the behavior of many inclusions of
different sizes and densities that enter the pool
at many different locations over the pool sur-
face, residence times for each type of inclusion,
as well as the fraction and distribution of the
ending locations for each type of inclusion that
survives, are determined.

Analysis of the ESR Process for the
Production of an Ingot of IN 718

Table 3 lists the geometry and operating
conditions for an industrial ESR process for
the production of ingots of IN 718 analyzed in
the present study. Note that the process uses
ac current at a single sinusoidal frequency of
60 Hz.

Fig. 6 Distributions of the current density and self-induced magnetic field in the ingot during a vacuum arc remelting
process for Ti-6Al-4V alloy without magnetic stirring
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Process Conditions and Computational
Details. The model considers the conductivity
and specific heat of alloy IN 718 to be temper-
ature dependent. For brevity, material proper-
ties of the slag and representative values of
the properties of the alloy are also provided in
Table 3. Finally, a nonlinear variation of the
liquid fraction with temperature in the mushy
region, shown in Fig. 12, is used in the analysis.
A computational grid of 100 (axial x) by 80
(radial r) control volumes is used in the analy-
sis. The model uses unsteady analysis for the
determination of the steady-state conditions in
the slag and the ingot. A total of 3 h were
required for this analysis on a single-processor
personal computer with an Intel Pentium4 3.2
GHz processor.
Results and Discussion. The computational

model predicts field variations of the electro-
magnetic, flow, and temperature fields and the

metallurgical structure quantities for steady-
state conditions. These variations are presented
in the form of various field plots in the ESR
system and radial variations in the solidified
ingot.
Figure 13(a) shows the instantaneous con-

tours of magnetic flux density and the vectors
of current density, and the contours of cycle-
averaged Joule heating and vectors of Lorentz
force. The current is nonuniformly distributed
over the electrode surface, and, after entering
the slag, it tends to become more uniform due
to the low electrical conductivity of the slag.
However, as the current enters the ingot, it
migrates radially outward and flows in a small
region near the outer radius of the ingot. This
corresponds to the skin effect that occurs in ac
power. It is noteworthy that, unlike the current
density and magnetic field, Lorentz force does
not change direction within one ac cycle.

Further, at any spatial location, the local
Lorentz force and Joule heating show rapid
oscillation (at a frequency twice that of the
alternating current) of small amplitudes around
the corresponding large cycle-averaged values.
Because of the mass and heat capacity, the flow
and temperature fields are influenced only by
the cycle-averaged values of the Lorentz force
and Joule heating. Due to the low electrical
conductivity of the slag, the volumetric heating
is concentrated in the slag. The Lorentz force is
directed radially inward and axially downward
in the direction perpendicular to the local cur-
rent-density vector.
Figure 13(b) shows the contours of the tem-

perature and liquid fraction fields, velocity vec-
tors, and streamlines in the slag and ingot
regions. The slag is seen to be hotter than the
metal. The heat absorbed by the melting elec-
trode results in an unstable thermal stratifica-
tion of the slag in the region under the
electrode. As a result, there are two recirculat-
ing cells in the slag, with a downward motion
of the colder slag in the center and over the
slag-mold boundary. The metal pool is ther-
mally stably stratified. It involves a single recir-
culating cell with downward motion along the
pool boundary and a slow upward motion in
the center region of the pool. The velocities in
the slag are an order of magnitude higher than
those in the metal. The thermal gradient in the
outer mushy region is lower due to the rapid
release of latent heat coupled with the convec-
tive heat transfer in the pool. The temperature
in the solidified ingot gradually decreases as it
loses heat to the mold wall. Figure 14 shows
the axial variations of the effective heat-transfer
coefficient from circumferential surfaces of the
slag and ingot to the cooling water and the
resulting heat flux. In the slag region,
the heat-transfer coefficient is large because
the slag skin is in contact with the mold. This
behavior also persists in the small contact
region in the upper portion of the ingot, where
a short liquid metal head is formed. Therefore,
the heat flux corresponding to heat loss to the
cooling water is very high in the molten slag
and contact region of the ingot. As the ingot
starts to solidify, it separates from the mold,
causing the heat transfer by contact to diminish.
As a result, the effective heat-loss coefficient
and corresponding heat flux decrease very rap-
idly. After the ingot separates completely from
the mold, heat loss occurs only by radiation
and convection in the gap between the ingot
and the mold. Therefore, the heat-transfer coef-
ficient and heat flux are significantly lower than
that in the contact region. The heat loss occurs
by radiation to the chamber walls and convec-
tion to the air in the chamber over the portion
of the ingot extending beyond the mold.
Because the convective heat-loss coefficient
and effective emissivity for the exposed ingot
are somewhat higher than their values within
the mold, the heat-loss quantities show a small
discontinuous increase at the location where
the ingot becomes exposed.

Fig. 7 Liquid fraction, flow, and temperature fields in the ingot during a vacuum arc remelting process for Ti-6Al-4V
alloy (a) without and (b) with magnetic stirring
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Figure 15 shows the radial variations of LST
and the primary and secondary dendrite arm
spacings in the solidified ingot. The LST is
lower at the outer radius than at the center of
the ingot because the liquid metal in the outer
region of the ingot loses heat to the cooling
water more easily. Therefore, the cooling rate
increases, and the resulting dendrite arm spa-
cings decrease from the center to the outer
radius. Figure 16 shows the radial variations
of the Rayleigh number for interdendritic con-
vection that is responsible for freckle formation
for two different values of the assumed freckle-
initiation solid fractions. It is noteworthy that
the Rayleigh number shows a maximum value
at midradius location. This is because the ease
(length scale) of interdendritic convection is
dependent on the angle of the gravity vector
relative to the primary dendrites. While the pri-
mary dendrite spacing decreases from the cen-
ter to the outer region, this angle and hence
the ratio of the effective permeability to the pri-
mary permeability (the relative ease of flow)
increases with the radial direction. As a result,
the effective length scale, and hence the Ray-
leigh number, attains its maximum value at a
midradius location. Therefore, freckle forma-
tion is more likely to occur in the midradius
region of the ingot than in the center or circum-
ferential regions. These predictions are consis-
tent with the observed behavior.

Conclusions and Future Work

This article describes comprehensive, robust,
and efficient computational models for axisym-
metric analysis of electromagnetic, flow, heat-
transfer, and phase-change phenomena in the
VAR and ESR processes used for the produc-
tion of ingots of titanium alloys, superalloys,
and steels. The computational models also use
the transient flow field to analyze macrosegre-
gation phenomena in titanium alloys for the
prediction of alloying element distributions in
the solidified ingots produced in the VAR pro-
cess. Similarly, the thermal history of the soli-
difying metal is used to calculate the local
solidification time, metallurgical structure para-
meters, and Rayleigh number for interdendritic
convection to predict the probability of freckle
formation throughout the solidified ingots of
superalloys and steels. The results of the appli-
cation for the models for a practical VAR pro-
cess of Ti-6Al-4V alloy and an ESR process
of IN 718 alloy illustrate the ability of the
model to provide insights into the physical phe-
nomena that govern the process behavior. Fur-
ther, quantitative information about the
process performance obtained from the models
can be used in optimizing process operation to
produce ingots with the desired composition
and microstructure.
The accuracy of their prediction can be fur-

ther improved and the scope of their application
increased by addressing the following aspects
of the computational models:

Fig. 8 Angular velocity, in-plane flow, and temperature fields in the ingot during a vacuum arc remelting process for
Ti-6Al-4V alloy with magnetic stirring

Fig. 9 Distribution of oxygen and iron concentrations in the ingot near the end of melting in a vacuum arc remelting
process for Ti-6Al-4V alloy without and with magnetic stirring
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� Thermophysical properties: Accurate knowl-
edge of the thermophysical properties of the
liquid metal and slag is necessary for an
accurate prediction of ingot structure.
Although values for the physical properties
of both liquid slags (Ref 86) and alloys
(Ref 87–90) are available, their accuracy is
seldom better than 10% of the value and, in
many cases, little better than an estimate.
Available software tools such as JMatPro
(Ref 91) and Matprop (Ref 92) provide
accurate predictions of the properties of
solid alloys. However, the accuracy of the
predictions of the liquid alloy properties is
uncertain. Added uncertainty lies in the radi-
ative heat-transfer aspects of the ESR sys-
tem. The liquid slags are diathermanous
(Ref 93), and the radiative effects in heat
transfer should be taken into account, partic-
ularly when modeling temperature gradients
close to the opaque boundaries of the slag.
Also in a parallel manner to the behavior
of continuous casting fluxes, it is to be
expected that the solid film that deposits
from the slag onto the cooled mold surface
of the ESR system will have some level of
transparency in the operating wavelength
range. This factor must be taken into

account in defining the bounding heat-trans-
fer mechanisms in future models of the
process.

� ESR process variants: Variants of the ESR
processes, such as electroslag rapid remelt-
ing, that employ current-conducting molds
to obtain better control over the melt rate
are now being considered (Ref 94). There-
fore, the models for the standard ESR pro-
cess must be extended to analyze the
advanced versions of the ESR process and
to include the possibility of current-path
variation.

� Analysis in three dimensions: Because most
remelted ingots are cylindrical and made
from single, cylindrical electrodes, it is rea-
sonable to use axisymmetric analysis for
routine engineering use. However, in both
ESR and VAR, the current flow to the mold
can take place at specific points around the
process periphery. Further, in the VAR pro-
cess, work on the magnetic fields generated
by arc movement (Ref 49) has also demon-
strated the nonsymmetry of the arc pro-
cesses. Electroslag remelting practice
sometimes employs nonaxisymmetric rect-
angular slab molds. In both processes, some
of the difficulties experienced with the

reproducibility of ingot properties are asso-
ciated with this three-dimensional behavior
(Ref 95). Therefore, the existing axisymmet-
ric models must be extended to three dimen-
sions to analyze these effects. The use of
such unsteady three-dimensional analysis
will become increasingly feasible as the
computing capacity continues to increase in
the future.
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Formation of Microstructures, Grain
Textures, and Defects during
Solidification
A. Jacot, Ecole Polytechnique Fédérale de Lausanne and CALCOM ESI SA, Switzerland
Ch.-A. Gandin, MINES-ParisTech, France

IN MOST MANUFACTURING PROCES-
SES, the structures formed during solidification
influence to a large extent the final mechanical
properties of the product. (In this article, macro-
structure refers to the structure of primary den-
dritic grains only, or the structure of eutectic
grains in eutectic alloys, while microstructure
refers to the internal structure of these grains, such
as dendritic, peritectic, and eutectic patterns. The
term structures covers both themicro- andmacro-
structures. The terms micro- andmacroscopic are
also used to refer to the corresponding length
scales.) The influence of the solidification struc-
tures is not only important for casting processes
but also for wrought alloy materials, because the
behavior during subsequent processes, such as
homogenization, aging, rolling, extrusion, and so
on, is largely dependent on the as-cast state. Strict
specifications of the as-cast state are therefore
generally imposed regarding the grain size, type,
volume fraction, and morphology of the various
microstructure constituents. As part of the process
of controlling and optimizing the as-cast struc-
tures, numerical simulation is becoming increas-
ingly important.
Macroscopic models of solidification, which

describe thermal exchange and fluid flow on
the scale of casting processes, are now well
advanced and have been used in practice for
many years (Ref 1, 2). A general tendency is
to incorporate into such simulations a descrip-
tion of the solidification structures. Various
methods are used, depending on the aspects to
be addressed. Some of them can be applied to
the entire casting, by performing a calculation
at every node of the grid used for the resolution
of the heat- and mass-transfer problems, while
other methods focus on a selected region but
lead to a much more detailed view of the struc-
ture. Despite recent efforts, coupling between
these scales largely remains to be done.
Several modeling approaches of solidification

structures are presented in the article “Modeling

of Dendritic Grain Solidification” in this Vol-
ume. One of them is the indirect modeling
approach of grain structures, which is based on
volume averaging concepts. The method can be
integrated in macroscopic simulations to
describe, typically, the average grain size, the
average dendrite arm or eutectic spacing, and
the volume fraction of phases as a function of
the local conditions in terms of cooling rate, fluid
flow, and solid transport (Ref 3 to 11). These
methods allow for a description of the structure
in the entire ingot and for more accurate calcula-
tions of segregations.
At a much smaller scale, numerical models

have been developed with the objective of
performing a direct simulation of the microstruc-
ture. This category of models, which is also pre-
sented in the article “Modeling of Dendritic
Grain Solidification” as direct models of the den-
dritic structure, encompasses the phase-field
(Ref 12 to 18), the level-set (Ref 19, 20), and the
front-tracking methods (Ref 21, 22). These mod-
els consider a small element of volume, which is
representative of the microstructure. The evolu-
tion of the solidifying phase(s) in this volume is
described by a numerical resolution of the heat
and/or solute diffusion equations, taking into
account the local conditions at the solid/liquid
interface, and the influence of anisotropic solid/
liquid interfacial energies and mobilities. Direct
models of the microstructure have been used to
calculate solidification patterns, giving rise to
spectacular images of dendrites and eutectic struc-
tures. They have reached a point where they can
be applied to industrially relevant alloy composi-
tions and solidification conditions (Ref 23, 24),
although the computation time remains an impor-
tant limitation.
At an intermediate scale, cellular automata

(CA) have been developed with the goal of
achieving a direct representation of the grain
structure only, while still using an indirect
approach for the internal structure of the grains

(Ref 25 to 28). The CA models are described in
the article “Modeling of Dendritic Grain Solid-
ification” in this Volume, where they are
referred to as direct models of the grain struc-
ture. They provide a detailed description of
the grain structure and, in particular, textures
in cast parts, including statistical aspects due
to random nucleation events. Unlike direct
models of the microstructure, which are very
computationally intensive and therefore limited
to a few grains, CA calculations can be per-
formed on the scale of the entire cast compo-
nent and can be coupled with macroscopic
calculations of heat and solute flow for the pre-
diction of macrosegregation (Ref 28).
This article reviews various aspects of the

simulation of solidification microstructures and
grain textures, focusing on applications of the
approaches that are presented in the article
“Modeling of Dendritic Grain Solidification.”
It is organized according to physical topics,
beginning with grain structures (first section)
and finishing with the morphology of dendrites
or eutectics that compose the internal structure
of the grains (second section). A particular
emphasis has been put on the simulation of
defects related to grain textures and microstruc-
tures, which is the topic of a third section. For
each topic, the application of the most impor-
tant simulation approaches used so far is
reviewed, and a short status of numerical simu-
lation in the field is reported.

Simulation of the Grain Structure

Structures of Equiaxed Eutectic Grains

Structure formation during equiaxed solidifica-
tion of eutectic alloys was one of the first solidifi-
cation problems to be addressed by numerical
simulation. The first models were based on an
indirect approach in which the eutectic grain
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structure was represented by an average number
density of grains instead of being directly
described. (This approach has sometimes been
referred to as deterministic, Ref 29.) The early
work of Oldfield already outlinedmost of the con-
cepts of the indirect approach of equiaxed eutectic
solidification (Ref 30). This model was developed
to calculate the cooling curves during a casting
process of a lamellar cast iron. It was based on a
combination of analytical expressions giving
the rates of nucleation and growth of equiaxed
eutectic grains as a function of undercooling.
The approach was later formalized by Rappaz
(Ref 3), who showed how to couple the heat flow
equation with the nucleation and growth laws.
The amount of latent heat released by solidi-

fication can be incorporated into the heat flow
equation through the calculation of the evolu-
tion of the volume fraction of solid provided
by the microstructure model. Assuming spheri-
cal eutectic grains:

dgs
dt

¼ 4pn r2
� �

vc (Eq 1)

where gs is the volume fraction of solid, n is
the current number density of grains, r is the
grain radius, v is the growth velocity, and c is
the grain impingement factor, which expresses
as 1 – gs if the grains are randomly located
in the volume (Ref 31). The second moment
of the grain size distribution at time t,
n < r2 > ðtÞ, is obtained by numerical integra-
tion of the nucleation and growth laws:

n r2
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dnðDTðtÞÞ
dðDTÞ

dTðtÞ
dt

dt

(Eq 2)

where �TðtÞ ¼ Teutectic � TðtÞ is the undercool-
ing, and dn=d DTð Þ is the distribution of nucle-
ation undercoolings, which is often
represented by a Gaussian function (Ref 32).
In Eq 2, the inner integral expresses the radius
of the grains that nucleated at time t and grew
until time t. The growth velocity in Eq 1 and
2 is calculated as a function of undercooling,
using generally the form vðDTÞ ¼ ADT2 (where
A is a constant), which comes from classical
eutectic growth theory (Ref 33) and is briefly
summarized in the section “Eutectics and Other
Multiphase Microstructures” in this article.
By coupling these equations with a numerical

calculation of heat diffusion in the casting, the
cooling curve and the average grain size can
be calculated at every point of the grid.
The indirect approach was used to address dif-
ferent problems associated with equiaxed eutec-
tic solidification, in particular, competition
between gray and white iron (Ref 34 to 36).
The approach was also adapted to address
equiaxed solidification of nodular cast iron, tak-
ing into account diffusion of carbon through the
austenite shell toward the graphite nodule at the
center of the grain (Ref 37 to 39). In addition to
the grain size, the ductile iron models also

provide the proportion of graphite and the car-
bon content of austenite.
The indirect approach provides the average

grain size as a function of the location in the cast
part, which is directly linked to the number den-
sity, n. The grain size distribution, however, is
not described or only limited to a calculation of
the first, second, and third moment of the distri-
bution, following the numerical method pro-
posed in Ref 40. Another shortcoming is the
assumption of uniform temperature on the scale
of the grain, which is not always satisfied. Elon-
gated grain shapes resulting from growth in
high-temperature gradients cannot be described
with this approach.
To have a more detailed description of the

grain structure resulting from equiaxed eutectic
solidification, direct stochastic approaches were
proposed (Ref 41 to 43). In these models, the
nucleation centers are chosen randomly in a
representative simulation domain and are
assigned nucleation undercoolings according
to the Gaussian nucleation model described in
Ref 32. The interfaces of the grains are mapped
with a large number of facets. Each grain is
described by a series of variables that include
the position of the center, the radius, and facet
states indicating whether a given facet is still
in contact with the liquid. The growth rate is
calculated as a function of the undercooling,
using classical eutectic growth theory (Ref 33).
The direct stochastic approach has been used

to evaluate the effect of grain movement (Ref
41). It showed that grain sedimentation substan-
tially modifies the impingement factor and
thereby the cooling curve, as compared with a
perfectly random spatial distribution. The same
approach was also used to investigate the shape
of eutectic grains solidifying in a temperature
gradient (Ref 42). It was also coupled with the
calculation of heat flow on the scale of an entire
ingot (Ref 43). Figure 1 illustrates the stochas-
tic approach applied to cast iron solidification.
It directly shows the influence of the local cool-
ing conditions on the grain structure.

Structures of Equiaxed Dendritic Grains

The average grain size resulting from
equiaxed dendritic solidification can also be
described with indirect approaches that are sim-
ilar to those used for eutectic solidification. As

compared with equiaxed eutectic solidification,
an additional difficulty arises from the fact that
the dendritic grains are not fully solid. A first
solution to this problem was given by Rappaz
and Thévoz (Ref 4, 44). The central idea of this
model is the division of the volume associated
with a growing equiaxed dendritic microstruc-
ture into two regions. The first region is the
mushy zone made of a mixture of solid and
interdendritic liquid, while the second region
is an external liquid with a composition differ-
ent from the interdendritic liquid. By combin-
ing a solute balance over the two regions, a
dendrite tip kinetics model based on marginal
stability theory (Ref 45) and a local heat bal-
ance, the evolution of the grain envelope, and
its internal fraction of solid can be calculated
as a function of the local variation of enthalpy.
Associated with an appropriate nucleation law,
the model can predict realistic cooling curves
and recalescence. The model was coupled with
a finite-element (FE) method for the calculation
of heat transfer on the process scale. The model
can thus predict the grain size at every FE node
as a function of the local cooling conditions.
In a later but similar approach, M’Hamdi et al.

(Ref 8) developed a combined Eulerian/
Lagrangian method to deal with solid transport
in continuous casting of steel, which permits
the description of both equiaxed and columnar
grain morphologies. Beckermann and colleagues
(Ref 5, 6) further developed the modeling
approach of Rappaz and Thévoz based on a pro-
cedure of formal averaging of the conservation
equations. (See the article “Modeling of Den-
dritic Grain Solidification” in this Volume for
more details on this approach.) Their model
describes the effect of the transport of free solid
on the final structure in the casting (Ref 6). It
was used to show the influence of nucleation
and solid transport on the final compositions
and grain sizes (Ref 46).
The size of equiaxed dendritic grains can

also be calculated with the CA method. (Refer
to the article “Modeling of Dendritic Grain
Solidification” in this Volume as well as Ref
25 to 27 for a description of this method.) As
compared with indirect approaches, the CA
method has the advantage of directly represent-
ing each individual grain, including the shape.
This is particularly important when temperature
inhomogeneities are no longer negligible on the

Fig. 1 Stochastic simulation of equiaxed eutectic solidification applied to a gray cast iron ingot. A constant heat flux is
applied on the left border of the 0.03 by 0.11 m domain, while the other borders are assumed to be perfectly

insulated. The cooling rate decreases globally for an increasing distance from the left border, which leads to slightly larger
equiaxed eutectic grains. The dashed line corresponds to the eutectic temperature isotherm. Source: Ref 43
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scale of the grains. The CA method permits an
introduction of different nucleation behaviors
at the surface of the casting and in the bulk,
thereby allowing for a more realistic distribu-
tion of grain sizes near the mold. The method
also describes the growth of columnar grains
and the columnar-to-equiaxed transition (Ref
47, 48).

Structures of Columnar Dendritic
Grains

The simulation of columnar grains is some-
what easier to perform than for equiaxed grains
because growth is constrained by the thermal
field. The growth velocity of the columnar front
is directly linked to the velocity of the liquidus
isotherm, vT. It is generally assumed that
growth takes place under steady-state condi-
tions with respect to diffusion of solute species.
The velocities of the front and of the isotherms
can further be assumed to be equal if the tem-
perature gradient is maintained.
As dendrites are constrained to grow along

certain crystallographic orientations, the growth
velocity of the dendrite tips, v*, depends on
their angle of inclination with respect to the
temperature gradient, y, according to the
expression v* = vT/cosy. This implies that mis-
aligned dendrites must grow faster than those
that are well aligned in order to reach the same
isotherm speed. Misaligned dendrites therefore
require a higher undercooling, and their tips
progress slightly behind those of well-aligned
tips. Thus, they tend to be eliminated by

well-aligned dendrites that block them, either
directly, in the case of converging trunks, or
by the emission of secondary arms in the gap
that is formed between the diverging trunks.
The CA method is well adapted to the simu-

lation of grain selection during columnar solid-
ification (Ref 26). It takes into account the
random location and orientation of the nuclei.
The CA growth algorithm also accounts for
preferential <100> growth directions of the
dendrites and the fact that misaligned tips grow
behind well-oriented ones. Coupled with the FE
prediction of the heat flow, it does not require
any assumption on the temperature gradient.
The coupled CAFE method was applied suc-

cessfully to the description of the grain texture
evolution in directionally solidified superalloys.
Figure 2 shows the evolution of the calculated
<100> pole figures as a function of the dis-
tance from the chill (Ref 26). Near the surface
of the chill, the distribution of the angle y is
close to the theoretical curve for randomly ori-
ented grains, which is a direct consequence of
a perfectly random selection of the orientation
of the nuclei. As the distance increases, the dis-
tribution becomes narrower and is displaced
toward small values of y. Grain texture evolu-
tions calculated with the CA method have been
compared with electron backscatter diffraction
measurements and showed good agreement
(Ref 49, 50).
Recently, the selection of grains during

columnar solidification was also addressed
with the phase-field method (Ref 51, 52). As
opposed to the CA method, which is limited

to the prediction of the grain envelope, the
phase field has the advantage of a direct
description of the secondary arms and of the
solute diffusion fields around the growing tips.
This allows for a more detailed description of
the blocking mechanisms. In particular, the
roles of interacting solutal fields for converging
dendrite trunks and secondary arms for diverg-
ing trunks can be directly analyzed. Figure 3
shows a phase-field simulation of columnar
growth in an AZ31 alloy (Ref 51). It illustrates
the elimination of a highly misoriented grain
(second grain from the left) by better oriented
dendrites (first and third grains from the left),
as well as the lower position of the tips of the
weakly misoriented grain as compared to the
perfectly aligned dendrites. This study has
recently been extended to three dimensions,
which is a necessity for quantitative investiga-
tions of texture evolutions (Ref 52).

Columnar-to-Equiaxed Transition

In many castings, transitions from columnar
to equiaxed grain structures can occur at some
distance from the walls. Such transitions occur
if solid can nucleate (or detach from columnar
dendrites) and grow in an equiaxed manner in
the undercooled region ahead of the columnar
front (Fig. 4). If this equiaxed free solid occu-
pies a high volume fraction or has sufficiently
enriched the liquid in front of the columnar
dendrites, it can block the growth of the colum-
nar structure, and the transition to an equiaxed
grain structure can occur. Predicting the occur-
rence and the position of the columnar-to-
equiaxed transition (CET) in a cast component
is of great technical importance because the
properties of the casting can be substantially
influenced by the grain structure.
A criterion for the CET was proposed by

Hunt (Ref 53). This model considers unidirec-
tional steady-state solidification. Equiaxed
grains are assumed to nucleate at a prescribed
undercooling, DTn, and grow at a velocity given

Fig. 2 Grain structure in a directionally solidified superalloy turbine blade simulated with the cellular automaton
method. The <100> pole figures are displayed for various cross sections perpendicular to the main blade

axis. Source: Ref 26

Fig. 3 Phase-field simulation of grain selection during
directional dendritic solidification. Source:Ref 51
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by the parabolic expression v = A DT2. By inte-
grating this expression over the time elapsed
between the nucleation event and the capture
of the nucleation center by the columnar front,
the volume fraction occupied by the equiaxed
grains when they are reached by the front can
be calculated. To determine the CET, Hunt con-
siders that the front is blocked mechanically by
the equiaxed grains if their volume fraction is
larger than 0.49 (Ref 53). Although this value
was derived from geometrical considerations,
it should be considered as rather arbitrary. This
criterion leads to the following condition for the
CET:

G <
4png

81� 0:49

� �1=3 vT
A

� �1=2
1� DTn

vT=Að Þ1=2
 !3

2
4

3
5

(Eq 3)

where G is the temperature gradient, ng is the
number of equiaxed grains per unit volume,
and vT is the velocity of the liquidus isotherm.
The CET criteria such as Eq 3 are often

represented in so-called CET diagrams, where
vT is plotted against G. From such diagrams,
one can determine the combinations of vT and
G that give a fully columnar, fully equiaxed,
or mixed grain structure. The criterion can be

easily implemented into a heat flow model to
predict the location of the CET in a cast
component.
Several modifications of Hunt’s criterion

have been proposed. One can mention the use
of a more recent dendrite growth model, which
takes into account nonequilibrium effects (Ref
54), or the incorporation of the solutal interac-
tion between dendrites (Ref 55), which avoids
the arbitrary definition of the critical volume
fraction of equiaxed grains to block the colum-
nar front. The influence of a distribution of
nucleation undercoolings (Ref 25, 56) and the
influence of the misalignment of the columnar
dendrites with respect to the temperature gradi-
ent (Ref 48) can also be considered.
Another CET criterion was proposed by

Gandin, who used a comprehensive one-dimen-
sional micro-macro model to track the position
of the columnar dendritic front in a direction-
ally solidified ingot (Ref 57). It was observed
that the velocity of the columnar front goes
through a maximum, which is associated with
the full dissipation of the superheat in the
remaining liquid, and that the temperature gra-
dient in the liquid ahead of the columnar front
vanishes shortly after this maximum. This max-
imum could be used as a CET criterion. The
results were compared with casting experiments

also used in Ref 55. The adjustment of the
nucleation undercooling for equiaxed grains in
Ref 55 led to the same conclusions as in Ref 57.
Browne (Ref 58) developed another criterion

based on an equiaxed index that can be inter-
preted as the integral of the undercooling over
the undercooled liquid regions in the domain.
It was proposed that the peak equiaxed index
can be used as an indicator to give the tendency
to form an equiaxed zone in a casting of fixed
dimension. Again, comparisons with Ref 57
led to the same conclusions (Ref 59).
The CET can also be predicted with volume

averaging approaches (Ref 55, 60). In a first
model, the nucleation undercooling of the
equiaxed grains was assumed to be zero (Ref
60). This assumption was relaxed in a later
model, which also includes the effect of solutal
interaction, eliminating the need of the mechan-
ical blocking criterion (Ref 55). In a similar
approach, columnar and equiaxed solids were
considered as distinct phases, which allows for
better description of the influence of the melt
convection on the CET (Ref 61).
The CA method provides a direct representa-

tion of the grain structure and can be used to
predict the position of the CET. In the CA
model, no specific distinction is made between
equiaxed and columnar grains. The CET is
determined by visual inspection of the sim-
ulated grain structure such as on a macrograph
(Ref 25, 48, 56).
Figure 5 shows a series of longitudinal sections

in CA calculations of directional solidification
(Ref 48). A standard set of conditionswas defined,
which correspond to a temperature gradient ofG=
3 � 104 K/m, a solidification velocity of vT = 10
mm/s, and no misalignment of the columnar grain
with respect to the temperature gradient (c = 0).
Then, vT, G, and c were varied independently,
as can be seen in Fig. 5(a) to (c). These calcula-
tions clearly illustrate that nucleation ahead of
the columnar front is favored by high velocities,
low-temperature gradients, and highly misor-
iented columnar dendrites. In the latter case, one
notes a grain orientation selection among the
“equiaxed” grains, which leads to the develop-
ment of a secondary columnar grain structure that
is better aligned with the temperature gradient
than the original one.
As can be seen in Fig. 5, the CA method pro-

vides a realistic description of the CET. The
method does not require any blocking criterion,
because mechanical blocking is automatically
taken into account by the capture algorithm of
the cells. In its most recent development, the
method also takes into account the solutal inter-
action. This is the case of the two-dimensional
simulations of the grain structure presented in
the article “Modeling of Dendritic Grain Solid-
ification” in this Volume. As compared with
indirect approaches, such as the previously
mentioned volume averaging models (Ref 6,
46), coupling the CA method with convection
in the melt and transport of the grains is more
difficult. However, such a coupling has already
been achieved in two dimensions (Ref 62).

Fig. 4 Schematic illustration of the columnar-to-equiaxed transition. Grains nucleating in the undercooled region
ahead of the columnar front, with a nucleation temperature (TN) that is comprised between the columnar

tip temperature (TC) and the liquidus temperature (TL), can block the growth of the columnar structure if they are
sufficiently developed
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The CETwas also studied using the phase-field
method (Ref 63). This investigation provided evi-
dence of some CET mechanisms, such as the
deactivation of seeds by solutal interactions and
the sensitivity of the CETwith respect to the crys-
tal anisotropy. Until now, such simulations have
only been achieved in two dimensions because
of high computation times.
Some attempts have also been made to simu-

late the CET at an intermediate scale between
the CA and phase-field methods (Ref 64). The
approach is based on a resolution of the diffu-
sion equation on CA grids, with a typical size
of a few micrometers. By having a direct repre-
sentation of the dendritic structures, they can
capture most of the CET mechanisms. How-
ever, such methods suffer from shortcomings
associated with the difficulty to resolve the sol-
ute diffusion boundary layer with sufficient spa-
tial resolution while being limited to relatively
small calculation domains, as compared to the
CA methods.

Simulation of the Internal Grain
Structure

Introduction

In addition to being influenced by the grain
structure, the mechanical properties of a solidi-
fied material strongly depend on the type, mor-
phology, chemistry, and spatial distribution of
the different phases in the interior of the grains.

A large variety of mathematical models aimed
at predicting these various aspects of the internal
grain structure can be found in the literature and
sometimes also in commercial simulation
packages. Depending on the objectives, the inter-
nal grain structure can be approached with either
simple analytical models or volume averaging
approaches, cellular automata, phase field, level
set, and so on. This section is organized accord-
ing to the objective of the models in terms of
the characteristic being simulated: phase propor-
tions, phase chemistry, dendritic morphologies,
eutectic structures, and so on. Each aspect is illu-
strated by examples of simulations with various
modeling approaches.

Phase Proportions and Chemical
Composition

Analytical and One-Dimensional Microse-
gregation Models. The type, volume fraction,
and composition of the microstructural consti-
tuents are important quantities characterizing
the internal structure of a grain after solidifica-
tion. These quantities are directly related to
the solute partitioning taking place at the
solid/liquid interfaces and to the solidification
path taken in the phase diagram. They can be
obtained by microsegregation models, which
have been the subject of research and develop-
ment for several decades (Ref 65 to 74). Com-
mercial software can provide a description of
the microsegregation and solidification paths
for the limiting cases of equilibrium (Lever
rule), no diffusion in the solid (Gulliver-Scheil
approximation), and their derivation based on
partial equilibrium (Ref 68, 71, 72). These cal-
culations are based on extensive thermody-
namic databases for complex thermodynamic
systems and the CALPHAD approach of
phase diagram calculation (Ref 75 to 77). More
advanced microsegregation models take into
account diffusion in the growing solid based
on a modified Gulliver-Scheil equation or a
numerical solution of the diffusion problem
(Ref 5, 10, 11, 65 to 69). Microsegregation
models sometimes incorporate a coarsening
law to account for the effect of the variation
of the dendrite arm or cell spacing on the solute
distribution (Ref 68, 69). A more detailed
review of this topic can be found in Ref 74.
Volume Averaging Approach. The indirect

models of the grain structure based on volume
averaging usually provide only limited informa-
tion on the volume fractions and compositions
of the phases (Ref 4, 5). An exception is the
equiaxed dendritic model of Ref 10 and 11,
which has been extended to incorporate the
formation of the peritectic and eutectic struc-
tures during the second stage of solidification.
In this model, the solidification sequence is
decomposed into several stages, an illustration
of which is given in Fig. 6 (Ref 10). During
the first stage (S1), a mushy zone, which is

Fig. 5 Longitudinal sections of directionally solidified specimens simulated with the cellular automaton method. The
grain structure is shown as a function of (a) the solidification velocity (G, c constant), (b) the temperature

gradient (vT, c constant), and (c) the seed orientation (G, vT constant). Black regions have the same orientation as the
seed, while misoriented regions are marked with a lighter shade of gray (or color online). OMT, oriented-to-
misoriented transition. Adapted from Ref 48

Fig. 6 Schematized solidification sequence of a binary alloy in three steps, denoted S1, S2, and S3, which correspond
respectively to: (S1) growth of a mushy zone (region 1) into the undercooled extradendritic liquid (region 0),

(S2) growth of an interdendritic eutectic (region 2) into the interdendritic liquid of the mushy zone, and (S3) growth of
the extradendritic eutectic structure (region 3). Source: Ref 10
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composed of the dendritic solid and interdendri-
tic liquid (region 1 in Fig. 6), grows into the
undercooled extradendritic liquid (region 0).
During the second stage (S2), an interdendritic
eutectic structure develops from the center
(region 2). Finally, in a third stage (S3), an extra-
dendritic eutectic structure (region 3) develops
and surrounds the dendritic grain. The model
predicts the evolution of the volume fraction
and average composition of the extradendritic
liquid, the interdendritic liquid, the dendritic
solid, the interdendritic eutectic structure, and
the extradendritic structure. Compared with
experimental data for hypoeutectic aluminum-
copper alloys, it shows good predictability,
provided that the nucleation undercoolings of
the microstructures are known (Ref 10, 11).
Although they do not explicitly calculate the

redistribution and diffusion of the solute ele-
ments, the indirect models of eutectic solidifica-
tion in cast iron can also provide information on
phases in the sense that they can predict the
type of eutectics (white or gray) that will form
(Ref 34 to 36). In this case, the type and volume
fractions of the phases are largely determined
by the nucleation phenomena. Metastable car-
bides will appear if the nucleation conditions
for the stable graphite phase are not met.
Two- and three-dimensional microsegre-

gation models, such as the phase-field (Ref
12 to 18), level-set (Ref 19, 20), and pseudo-
front tracking methods (Ref 21, 22), provide a
detailed description of the solute distribution
in the solid and in the liquid during solidifica-
tion. They can therefore be used to calculate
the proportion of eutectic phases as a function
of the solidification conditions, taking into
account the effect of the morphology of the pri-
mary phase. An important difficulty in these
approaches is associated with the spatial resolu-
tion. Simulations addressing the morphology of
the primary phase are performed in a computa-
tional domain that corresponds approximately
to the grain size. Therefore, the calculation grid
is generally too coarse to allow for a direct
description of the interdendritic particles. Based
on this observation, mixed approaches have
been proposed.
The model in Ref 78 combines, on one hand, a

direct description of the primary phase formation
using a pseudo-front tracking method (Ref 22) to
describe the formation of the primary solid phase
and, on the other hand, a volume average method
for the formation of the secondary phases in the
interdendritic regions. The model is coupled to
a CALPHADmethod to obtain the phase equilib-
rium in the interdendritic mixture and the con-
centrations to be prescribed at the primary
phase/mixture interface. This model was used
to predict the volume fractions of Mg2Si and
iron-bearing particles in an AA5182 direct chill
casting slab (Ref 23). The model was also
employed to explain the experimentally
observed relationship between the cooling rate
and the nonequilibrium eutectic fraction
obtained in an inoculated Al-2.5wt%Cu binary
alloy (Ref 79). It was observed that the eutectic

fraction exhibits a maximum for intermediate
cooling rates of approximately 1 K/s. While both
the classic Brody-Flemings model and one-
dimensional numerical calculations failed to
explain this behavior, the two-dimensional
model could successfully reproduce it. The dif-
ference is explained by the capacity of the two-
dimensional model to capture the variation of
the primary phase morphology, which varies
from globular to dendritic for increasing cooling
rate, and the influence of coarsening, which
strongly affects the dendrite arm spacing during
solidification.
With constantly increasing computer power,

first calculations combining a direct description
of both the primary phase and secondary parti-
cles recently became possible. A multiphase
field model coupled with a thermodynamic
database was used to address the formation of
microstructure in a multicomponent Al-Cu-Si-
Mg alloy (Ref 23). The simulation provides
realistic images of the dendritic grains and of
the square-shaped silicon particles forming in
the interdendritic region (Fig. 7). However,
such calculations are limited to microstructures
that are characterized by relatively coarse den-
drites and large secondary particles.

Dendritic Structures

Average Dendrite Arm Spacing. One of the
most important aspects of solidification micro-
structures is dendrite arm spacing. A fine den-
dritic microstructure is recognized as yielding
superior strength and ductility. It also reduces
the homogenization time during subsequent heat
treatment processes, because microsegregation
(coring) is less pronounced in fine structures.
For these reasons, dendrite arm spacing mea-
surements are often found to be fully part of
quality-control programs in foundries producing
high-strength castings. The columnar structures
are characterized in terms of the spacing between
primary trunks, l1, and between secondary

arms, l2. Prediction of the secondary dendrite
arm spacing is also required for the calculation
of microsegregation and the solidification path,
because it determines the influence of back diffu-
sion and thus the composition of the remaining
liquid. Fluid flow calculations in solidification
processes also require an estimation of the
secondary arm spacing, because this quantity
strongly influences the permeability of the
mushy zone.
Predictions of the average primary and sec-

ondary dendrite arm spacings of a dendritic
microstructure can be obtained with analytical
expressions relating these quantities with the
solidification time or the local temperature gra-
dient and the cooling rate. Different theoretical
formulas for l1 and l2 have been proposed in
the literature and are reviewed and compared
in Ref 80. The following expression, which
comes from the coarsening theory, is often used
for l2 predictions:

l2 ¼ M t
1=3
f (Eq 4)

where tf is the solidification time, and M is a
parameter that depends on the interfacial
energy, the diffusion coefficients in the liquid,
and the phase diagram. In directional solidifica-
tion, the solidification time can be estimated as
tf = DT0/(G vT), where DT0 is the solidification
interval, vT is the isotherm velocity, and G is
the thermal gradient.
These expressions can easily be incorporated

a posteriori into heat and fluid flow simulations
of solidification processes, simply by recording
the local solidification time. Using this
approach, the distribution of the secondary den-
drite arm spacing can be obtained in a whole
cast component. Based on that, a prediction of
the local mechanical properties can be made.
Indirect approaches of dendritic grain struc-
tures, as well as CA models, do not provide a
direct description of the morphology of the soli-
difying phases. Therefore, they generally also

Fig. 7 Comparison between (a) simulation and (b) experiment in an Al-Cu-Si-Mg alloy (KS1295). The area is 400 by
400 mm for both images. Source: Ref 24
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rely on analytical expressions such as Eq 4 to
calculate an average secondary dendrite arm
spacing.
Direct simulation of dendritic structures

has been used to address different aspects of
dendritic solidification: growth directions, tip
kinetics, and dendritic morphology in the pres-
ence of fluid flow.
Growth Directions. The production of calcu-

lated images of dendritic structures has been
one of the most spectacular applications of the
direct simulation methods of solidification
microstructures. The front-tracking (Ref 21,
22), level-set (Ref 19, 20), and, above all,
phase-field methods (Ref 12 to 18) have been
widely used to simulate the growth of dendrites
and their complicated morphologies. An impor-
tant aspect of the problem is the introduction of
appropriate functions to describe the anisotropy
of the interfacial energy, which determines the
growth directions of the dendrite arms and also
plays a crucial role in the tip kinetics.
Fourfold symmetry dendrites can be obtained

in two-dimensional simulations by making the
interfacial energy depend on the orientation of
the solid/liquid interface. The mathematical for-
malism to incorporate this dependency into a
phase-field model was developed in Ref 81
and 82. The first numerical application was
shown in Ref 82, based on the following anisot-
ropy function, which is representative of a
cubic system in two dimensions:

s ¼ s0 1þ e4 cos 4yð Þ½ � (Eq 5)

where s0 is the nominal interfacial energy, e4 is
a relative anisotropy parameter, and y is the
angle between the normal vector to the solid/
liquid interface and the <100> crystallographic
orientation.
A more general method is to describe the inter-

facial energy with spherical harmonics, which
also has the great advantage of being applicable
to three-dimensional simulations (Ref 83). Den-
dritic growth in cubic metals can be described by
two anisotropy parameters associated with the
four- and sixfold symmetries:

s ¼ s0 1þ e1K1 nð Þ þ e2K2 nð Þ½ � (Eq 6)

where K1(n) and K2(n) are sixfold anisotropy
cubic-harmonic functions that can be expressed
as functions of the components ni of the normal
unit vector to the solid/liquid interface, n, as
follows:

K1ðnÞ¼n41 þ n42 þ n43 � 3=5

K2ðnÞ¼3 n41 þ n42 þ n43
� 	þ 66n21n

2
2n

2
3 � 17=7

(Eq 7)

This approach has been used to simulate the
transition of growth direction from <100> to
<110> that has been observed in aluminum-
zinc for an increasing zinc content (Ref 84).
The transition of the growth direction in
aluminum-zinc was attributed to a dependency
of the anisotropy of the interfacial energy with
the zinc content. Figure 8 shows a series of

dendritic morphologies calculated with differ-
ent parameters for the anisotropy of the interfa-
cial energy. A transition of growth directions
from <100> to <110> can be obtained by
varying the parameter e1. Atomistic simulation
can be used as a complementary approach to
calculate the interfacial energy and its anisot-
ropy parameter, which are quantities difficult
to determine experimentally (Ref 85, 86). How-
ever, this approach is currently limited to pure
metals and model alloys.
Tip Kinetics. The growth kinetics of a free

dendrite tip have been investigated with vari-
ous direct modeling approaches, such as the
level-set (Ref 19), pseudo-front tracking (Ref
22), and phase-field methods (Ref 87 to 89).
The main objective of such studies is to deter-
mine the operating point of the dendrite tip,
that is, the tip velocity and tip radius for a
given undercooling. The most significant stud-
ies were performed using a three-dimensional
phase-field model, which has been applied for
both pure substances (Ref 87) and binary
alloys (Ref 88, 89). Comparisons were made
with experimental data and with classic den-
drite tip models based on the Ivantsov solution
and marginal stability theory (Ref 90 to 92), or
with microscopic solvability (Ref 93 to 96),
which has the advantage of also including the
influence of the anisotropy of the interfacial
energy on the operating point. Quantitative
three-dimensional calculations, at both low

and high undercooling, showed that the den-
drite tip kinetics predicted with the phase-field
method are in good quantitative agreement
with the sharp interface solvability theory,
showing even better agreement with experi-
mental results because it is exempt from cer-
tain symmetry assumptions (Ref 87).
Dendritic Morphology in the Presence of

Fluid Flow. Direct simulations of solidification
in the presence of fluid flow have been per-
formed using the phase-field (Ref 97 to 100)
and other methods (Ref 101 to 103). Figure 9
shows a three-dimensional phase-field simula-
tion of free dendritic growth in a forced flow
(Ref 99). It illustrates how the liquid flowmodi-
fies the convective heat transport away from the
dendrite tip and favors growth in the upstream
directions, while dendrite arms pointing down-
stream grow very slowly. The computational
capabilities currently remain a limitation for
direct simulation of the convection effects on
dendritic growth. This type of calculation cur-
rently is used to make comparisons with analyt-
ical theories. These investigations are of
particular interest for the calculation of grain
structures and macrosegregation with indirect
approaches based on volume averaging and
CA methods, which require analytical expres-
sions for the dendrite tip kinetics. The effect of
fluid flow can be taken into account in these
models by using modified expressions coming
from such investigations.
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Fig. 8 Phase-field simulations showing the equiaxed growth morphologies obtained for different coefficients of the
first two cubic harmonics that characterize the anisotropy of the interfacial free energy (e1 varied, fixed e2 =

�0.02). The growth directions of the dendrite arms are contained in the {100} planes. However, within a certain
transition interval delimited by the dashed lines, the misorientation (defined as the angle, f, between the growth
directions in these planes and the principal crystal axes) varies continuously from 0 (<100> dendrites) to 45�

(<110> dendrites) when e1 is decreased. Source: Ref 84
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Eutectics and Other Multiphase
Microstructures

Average Eutectic Spacing. The morphology
and spacing of eutectic microstructures has a
great influence on the mechanical properties of
eutectic alloys. As for dendritic structures, ana-
lytical models can be used to calculate the aver-
age spacing of eutectics. The classic Jackson
and Hunt’s theory is based on the steady-state
solution of the diffusion equation for the solutal
field ahead of a growing periodic arrangement
of lamellae (Ref 33). The model relates the
lamellar spacing, l, and the undercooling, DT,
with the growth velocity of the eutectic struc-
ture, v:

l2v ¼ C1 (Eq 8)

DT ¼ C2v
1=2 (Eq 9)

where C1 and C2 are parameters that depend on
the phase diagram, the interfacial energy, and
the diffusion coefficient in the liquid.
Jackson and Hunt’s theory was later ext-

ended by Magnin and Kurz to describe the
growth of irregular eutectics, that is, eutectic
structures such as iron-carbon or aluminum-
silicon, which are characterized by the presence
of a facetted phase associated with a high-
melting entropy (Ref 104). A compilation of
the constants C1 in Eq 8 was provided by Guzik
and Kopycinsky, who also proposed a modified
version of the Magnin-Kurz theory (Ref 105).
A theoretical model for the growth of rod eutec-
tics in the form of a two-dimensional array was
recently proposed in Ref 106.
The volume averaging approaches and the sto-

chastic models of equiaxed eutectic solidification
are generally based on Jackson and Hunt’s theory
to calculate the growth rate and lamellar spacing
as a function of the local undercooling. Therefore,
these models can provide the spatial distribution
of the average lamellar spacing in the casting as
a function of the local solidification conditions.
This approach can be used to estimate the
mechanical properties in a cast part, taking into
account the influence of the eutectic spacing.
Direct Simulation of Multiphase Micro-

structures. Except for some early work based
on random-walker analysis (Ref 107), direct
descriptions of the formation of multiphase
microstructures such as eutectics, peritectics,
or monotectics have been achieved using the
phase-field method. Formulating a phase-field
model for eutectic or peritectic structures is
more challenging than for dendritic structures
because of the presence of three (or more)
phases. In one of the first phase-field models
of eutectic solidification, the problem was
addressed with only one phase-field variable,
by introducing a maximum in the free energy
curve of the solid for intermediate composi-
tions, which can yield a eutectic phase diagram
if an appropriate choice of parameters is made
(Ref 108). However, the idea of introducing a
phase-field variable for each phase of the

system rapidly emerged as a better choice for
addressing real systems, which led to the so-
called multiphase-field formulation (Ref 109).
In this approach, each phase is attributed a
phase-field variable that ranges between 0 and
1, where 1 corresponds to the bulk of that phase
and 0 to regions where it is absent. The sum of
the phase-field variables at a given location
must always be 1. The multiphase-field method
allows for the combination of the free energy
function of each phase into a single free energy
expression entering into the functional. The free
energy functions provided by the CALPHAD-
type approaches (Ref 75–77) can be used for
that purpose (Ref 110, 111). The method can
be coupled with a resolution of the solute diffu-
sion equations (Ref 112). It can also account for
the anisotropy of the surface energy and inter-
face kinetics (Ref 113). Some numerical diffi-
culties of this approach, which were associated
with the undesired systematic presence of the
third phase in the interfaces and excessive sol-
ute trapping, have been solved by using another
form of the free energy functional and antitrap-
ping currents (Ref 114).
The multiphase-field method has found sev-

eral applications in the formation of multiphase
microstructure patterns. Figure 10 shows an
example of a three-dimensional phase-field
simulation of a zigzag instability developing
in a lamellar array during directional eutectic
solidification (Ref 115). Other specific exam-
ples related to eutectic solidification are the
selection process of the eutectic lamellar
spacing (Ref 116), cells of ternary eutectics
(Ref 117), and stability of the lamellae at the
triple junction (Ref 118). The phase-field
approach was also applied to peritectic solidifi-
cation in iron alloys (Ref 119, 120) and mono-
tectic solidification (Ref 121). More examples
can be found in recent review articles on this
topic (Ref 16 to 18).
Direct simulation of multiphase microstruc-

tures is seen as instrumental in gaining an

understanding of the process of pattern selec-
tion in multiphase solidification microstruc-
tures. In particular, the role of external forces
such as convection, stresses, and off-axis tem-
perature gradients can be investigated in a sys-
tematic manner with simulation (Ref 122).
The influence of the crystalline anisotropy, in
particular for irregular eutectic structures, is
another topic where simulation can be of great
value. However, a quantitative phase-field
model for multiphase systems containing both
facetted and nonfacetted solid phases is still
lacking to carry out such studies.

Simulation of Texture and
Microstructure Defects

Different types of texture defects can appear
in solidification processes. A common texture
defect in casting processes is the development
of regions of columnar grains, which usually
exhibit poor mechanical properties as compared
with equiaxed regions, due to a larger grain
size. Columnar grains are also usually undesir-
able because of their larger tendency to develop
hot tears. As seen in the first section of this arti-
cle, numerical simulation is a powerful tool to
describe the development of columnar grains
and the CET. Therefore, it can be used to antic-
ipate this type of defect by providing a detailed
description of the grain structure in a cast com-
ponent. Because this topic has already been pre-
sented in the first section, it is not discussed
further here.
Because the definition of a texture or micro-

structure defect varies considerably with the
process, the alloy, and the objectives in terms
of mechanical properties, defects are addressed
through a series of specific examples coming
from existing industrial problems. In this
respect, texture and microstructure defects in
nickel-base superalloys, aluminum casting, and
galvanized coatings are addressed successively.

Fig. 9 Phase-field simulation of dendritic growth in the
presence of fluid flow. Source: Ref 99

Fig. 10 Three-dimensional phase-field simulation of
the development of a zigzag instability in a

binary eutectic alloy (viewed from the top). The
instability is activated by an excessive lamellar spacing.
The calculation was initiated with a reduced lamellar
spacing of L = l/lJH = 1.3, where lJH is the stable
spacing obtained with Jackson and Hunt’s theory. The
four images correspond to frames taken at increasing
times. Steady state has been reached in frame (d).
Source: Ref 115
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The role of numerical simulation in the process
of understanding and ultimately avoiding tex-
ture defects is pointed out.

Stray Grain and Intragranular
Misorientations in Single-Crystal
Nickel-Base Superalloys

Nickel-base superalloy components produced
by investment casting often are solidified with a
low-temperature gradient, which leads to a fine,
equiaxed grain structure showing superior
mechanical properties. To improve the service
lifetime of the most exposed parts of gas tur-
bines, the grain texture is optimized through
directional solidification (DS) in a temperature
gradient. The objective of the DS technology
is to grow a structure of columnar grains along
the direction of the main load axis of the com-
ponent in service. If columnar grains nucleate
at the base of the blade and reach the other
end without being stopped by equiaxed
grains, the grain boundaries remain approxi-
mately aligned with the load axis, and better
creep properties are obtained. As a result of
the growth competition, [001] crystal orienta-
tions are selected by the DS process, which is
favorable for thermal fatigue resistance because
this direction corresponds to the minimum
of Young’s modulus of the crystal. The grain
structure can be further optimized by growing
single crystals, which is the current practice in
the field of investment casting of superalloy
components for gas turbines.
Stray Grains. One of the major problems in

manufacturing single-crystal cast components is
avoiding nucleation and growth of so-called stray
grains ahead of the columnar front. Because stray
grains are likely to be highly misoriented with
respect to themain crystal, they have a detrimental
impact on the mechanical properties. Stray grains
are most frequently observed in single-crystal tur-
bine blades at the platform end (Ref 123). In this
region of the blade, the melt can experience large
undercoolings caused by higher heat exchanges
with the mold and, most importantly, because of
the time needed by the dendritic structure to
expand at the outlet of the platform throughmulti-
ple branching events. A criterion for the formation
of stray grains was proposed by de Bussac and
Gandin (Ref 123). They obtained a processing
window that has three boundaries. The first one
isgivenby a critical value of the ratio vT /G

2, above
which straygrainswill formaheadof the columnar
front by the same mechanisms as in the CET. At
very high cooling rates, stray grains will form at
the platform end. The second boundary of the pro-
cessing window is thus given by the critical cool-
ing rate, _Tcrit ¼ GvT . The third boundary is
given by a minimum value for vT to avoid a long
holding time of the melt, which favors chemical
reactions with the mold and shell creep, while
reducing productivity of the solidification process.
The simulation of stray grains is a difficult

task because it requires an accurate descript-
ion of phenomena occurring on very different

scales. On a macroscopic level, it requires
a detailed calculation of heat flow to correctly
predict the undercooling reached in the
melt, in particular at the platform ends. The
microstructure model should provide an accu-
rate description of the kinetics of the colum-
nar dendrites, including the effect of the
crystallographic orientation. The solute interac-
tions and the branching mechanisms are also
expected to play an important role.
Because CA address most of these phenom-

ena, they are obviously the method of choice
for the prediction of stray grains. In many CA
simulations, the thermal field is simply pre-
scribed, ignoring any feedback from the CA
method into the heat flow calculation. Such
“weak” coupling schemes are not adequate for
the prediction of stray grains, because the influ-
ence of the latent heat released by the solidifi-
cation front must be described accurately.
The CA methods based on “strong” coupling
schemes have been used for the prediction of
stray grains (Ref 47, 124). These simulations
proved to reproduce qualitatively the formation
of stray grains. However, being based on a
Scheil model for the calculation of the solid
fractions inside the grains, they suffer from
too rudimentary a coupling method for the
incorporation of the latent heat. The solute
interaction and branching mechanisms now
can be taken into account in CA models (Ref
125). Progress toward the goal of preventing
stray grain formation is therefore expected from
these developments, in particular, if simulation
can be combined with dedicated experiments
aimed at determining the nucleation conditions.
Misorientations. Even if the thermal condi-

tions are perfectly controlled and the formation
of stray grains avoided, texture defects can arise
in the form of intragranular misorientations. In
cast single-crystal superalloys, variations of
the crystallographic orientation by 5 to 10� are
commonly observed between the bottom and
the top of the blade, which has a negative effect
on the creep properties.
The origin of intragranular misorientations in

various systems has been the object of several
studies, which were recently reviewed in Ref
126. In single-crystal superalloys, several fac-
tors have been found to promote the develop-
ment of misorientations. The first factor is the
large undercoolings that can be reached in cer-
tain regions of the blade, such as the platform
(Ref 127). In these regions where the dendritic
structure grows at large supersaturation, den-
drite arms are very thin and are more prone to
undergo plastic deformation from thermal stres-
ses (Ref 128 to 130). A second factor is the
combination of numerous branching events
and complex heat transfer, which can cause
the solidification front to take complex shapes
and possibly split into several parts before
forming a convergence fault where they join
higher in the casting (Ref 131 to 133). A
numerical model has been proposed by Napoli-
tano and Schaefer to track the convergence
fault in the casting (Ref 133). The model is

based on a schematic description of the den-
dritic array composed of a series of dendrite
tips growing and branching along <100> direc-
tions. The dendrite tip kinetics are described
with a power-law approximation. Although
very innovative and useful, the model does not
describe the various forces that lead to dendrite
misorientations. Instead, the misorientation at a
convergence fault is calculated as a simple
function of the lengths of the shortest paths to
follow backward until a common point is found
in the dendritic arrays. Thus, an integrated sim-
ulation approach encompassing the mechanical
forces responsible for the misorientations is
currently still missing.

Feathery Grains

The growth of feathery grains, also some-
times referred to as twinned dendrites, is a tex-
ture defect of aluminum alloys that has been
studied for several decades (Ref 134–141). This
defect is typically found during semicontinuous
casting of aluminum alloys, when the alloy is
not inoculated and when critical thermal condi-
tions (temperature gradient of approximately
100 K/cm, solidification rate of 1 mm/s) and a
slight convection in the melt are present. Figure
11(a) shows an example of feathery grains
formed in a directionally solidified Al-10wt%
Zn alloy (Ref 141). The feathery grains are
made of an ensemble of twinned columnar den-
drites that nucleate at some point in the ingot
(small circles in Fig. 11a). After nucleation,
twinned dendrites grow and expand laterally
by a branching mechanism and rapidly invade
the ingot, overgrowing ordinary columnar
grains. Feathery grains exhibit a characteristic
fan-shaped morphology due to systematic mis-
orientations between each twinned dendrite
trunk (Ref 141). The twinned dendrites are
made of <110> primary trunks that are split
by a coherent (111) twin plane. While the pri-
mary growth direction is <110>, a complex
structure of secondary arms develops by growth
along <110> but also sometimes along <100>
directions (Ref 141).
Several attempts have been made to explain

the kinetic advantage of twinned dendrites as
compared to a regular morphology (Ref 136,
137, 139, 141). It was suggested that the
mechanical equilibrium involving the solid/liq-
uid interfacial energy and the twin energy at
the triple junction stabilizes a grooved tip (Ref
136). An alternative explanation is that the
anisotropy of the solid/liquid interfacial energy
could stabilize a sharp pointed tip due to torque
terms (Ref 137). However, this mechanism can
be ruled out in aluminum alloys because of the
weak anisotropy of the solid/liquid interfacial
energy in this system (Ref 139). Finally, it
was proposed that the primary trunks of
twinned dendrites would grow as doublons, as
illustrated in Fig. 11(b) (Ref 139, 140). How-
ever, recent results obtained in more concen-
trated alloys do not support this mechanism
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(Ref 141). They indicate that twinned dendrite
tips probably have a groove to equilibrate the
surface tensions. This groove would deepen to
form a doublon only for dilute alloys (Ref 141).
The morphology of twinned dendrites has

been investigated by phase-field simulations
(Ref 142, 143). In a first attempt, two-dimen-
sional calculations were used to show that a
grooved tip can propagate in a stable manner
if the anisotropy of the interfacial energy is
described with second-order harmonics (Ref
142). Recent three-dimensional calculations,
which are illustrated in Fig. 11(c), showed the
important influence of the wetting angle at the
twin boundary, which can promote grooved tips
or doublons (Ref 143). However, the question
of the kinetic advantage of a doublon over a
regular dendritic morphology remains to be
addressed. The prediction of twinned dendrites
by numerical simulation remains a challenge,

because this texture defect seems to be due to
a complex selection mechanism associated with
the weak anisotropy of the solid/liquid interfa-
cial energy in aluminum alloys and convection
in the melt.

Grain Texture and Microstructures in
Galvanized Coatings

Galvanized coatings are applied on steel sheets
for corrosion protection. In the hot dipping pro-
cess, the steel sheets are coated continuously by
immersion in a bath of molten zinc or aluminum
alloys. At the exit of the bath, some liquid is taken
away with the steel sheet and solidifies to form a
coating with a thickness of approximately 10 to
30 mm, which is controlled by air knives.
The macrostructures of hot dip coatings can

differ considerably from those of bulk

materials. Hot dip coatings usually present
large grains with diameters on the order of
millimeters, often referred to as spangles. The
formation of spangles has been examined in
some detail for zinc coatings (Ref 144 to 146)
and also to some extent for Al-Zn-Si coatings
(Ref 147, 148). In Zn-0.2wt%Al coatings, a
strong basal texture ((0001) parallel to the sheet
surface) can develop. This texture can be
caused by several factors, such as the mechan-
isms of dendritic growth in the hexagonal
close-packed zinc system, which exhibits
higher velocities for dendrite tips growing in
the basal plane. Another factor is the influence
of the substrate, which can favor the nucleat-
ion of certain crystallographic orientations. Pre-
ferred crystallographic orientation in relation
with the substrate orientation cannot be
excluded, but a direct link between the grain
textures in the steel and in the coating is diffi-
cult to make because of the presence of thin
layers of intermetallic compounds at the
interface.
Another difference between bulk and coating

microstructures is the development of large
intragranular variations of the crystallographic
orientation. Continuous variations of the crys-
tallographic orientation as large as 35� were
observed within individual grains in 55Al-
43.4Zn-1.6Si (wt%) hot dip galvanized coatings
(Ref 126, 147). This phenomenon has been
attributed to plastic deformation of the dendritic
network during solidification as a result of
important capillary forces at the free surface
(Ref 126).
Several studies of microstructure and texture

in coatings have been based on simulation (Ref
149 to 152). Before presenting some examples,
dendritic growth in a confined space is briefly
discussed. This is a fundamental aspect of coat-
ings structure, which can lead to the formation
of a complex surface appearance and plays an
important role in the formation of textures.
Phase-Field Simulation of Dendritic

Growth in Confined Spaces. The velocity of
a dendrite tip growing in a confined space can
differ substantially from growth in the bulk,
because the dendrite can be forced to stop at
the boundary or allowed to continue to grow
along unusual crystallographic directions. The
growth velocity of a free dendrite developing
in an infinite surrounding melt can be calcu-
lated with the marginal stability (Ref 90 to 92)
or solvability theory (Ref 93 to 96). However,
this is not the case for a dendrite tip whose dif-
fusion field is interacting with the boundaries of
the melt. Therefore, numerical simulation,
based mainly on phase field, has been used to
describe the growth of dendrites in confined
spaces. Analyses were carried out for dendrites
that are aligned with the confining boundaries
(Ref 153) or for an arbitrary incidence angle
(Ref 149, 150).
Figure 12 shows a phase-field simulation

of dendrite tips interacting either weakly
(Fig. 12a) or strongly (Fig. 12b) with the
domain boundaries (Ref 150). The figure shows

Fig. 11 (a) Longitudinal section of a typical feathery grain structure observed in a directionally solidified Al-10wt%
Zn specimen (Ref 141). (b) Schematics of the twinned dendrite doublon proposed by Henry (Ref 139).

(c) Phase-field simulation of a Al-9at.%Zn twinned dendrite growing under a temperature gradient of 105 K/m and a
cooling rate of –70 K/s. The yz-plane corresponds to the {111} coherent twin plane. A wetting condition has been
imposed at this boundary to account for the twin energy. After some time, the solid detaches from the twin boundary,
leaving a narrow liquid channel in between. A secondary arm grows parallel to the twin plane, at 60� from the
primary arm. Courtesy of M.A. Salgado-Ordorica, EPFL
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substantial differences in the dendrite shape
between the two cases. If the dendrite tip
approaches the boundary with an incidence
angle, �, the dendrite cannot reach the bound-
ary, because a solute-rich liquid film remains
along the boundary and prevents any contact.
By running a series of similar calculations, an
expression for the tip velocity along the bound-
ary, vboundary, as a function of � could be deter-
mined (Fig. 12c). According to the simulations,
even for very small incidence angles, the tip
velocity along the interface reaches only 82%
of the velocity of a free dendrite (Fig. 12c).
This can be understood by looking, in Fig. 12
(b), at the diffusion fields ahead of the dendrite
tip growing along the boundary. The case of a
dendrite tip following an interface without wet-
ting it corresponds to a double tip with a wider
boundary layer. For an incidence angle, �,
close to 0�, this situation would correspond to
a doublon. The low tip velocity observed even
for very small incidence angles indicates that
the doublon is not the most favorable growth
morphology under these conditions.
Orientation Texture. The formation of

grain textures in hot dip galvanized coatings
has been studied with the means of CA simula-
tions (Ref 146, 152). The objectives of such
simulation were to determine the texture and
shape of the grain envelopes as a function of
the nucleation conditions (Ref 146) or, using
an inverse modeling approach, to determine
the nucleation undercoolings based on compar-
isons of calculated and measured grain densities
for various cooling rates (Ref 152).
The model developed in Ref 152 combines a

CA method for the description of the grain

structure and a finite-volume method for the
resolution of heat diffusion in the coated sheet.
The heterogeneous nucleation of zinc grains in
the coating was simulated using two families
of nucleation sites that were attributed different
distributions of nucleation undercoolings and
crystallographic orientations. The first family
has random crystallographic orientations, while
the other one exhibits a basal texture; that is,
(0001) tends to be parallel to the sheet surface.
Grain growth is described using cell-capture
algorithms similar to the CA models of bulk
materials (Ref 25 to 28). The dendrite tip veloc-
ity depends on the local undercooling and on
the incidence angle with respect to the free sur-
face, using a dependency that is similar to the
one shown in Fig. 12(c). In addition, it depends
on the growth direction to distinguish between
growth along < 10�10 > and < 0001 >.
The model was used to determine the nucle-

ation parameters of zinc in the coating using
an inverse modeling approach. The method
consisted of adjusting the nucleation parameters
to recover the grain orientation distributions
and the number densities of grains determined
by electron backscatter diffraction. Figure 13
shows a typical calculation and a comparison
between experimental and calculated number
densities of grains. It was shown that basal
grains nucleate at a minimal undercooling of
approximately 0.55 K, which is approximately
0.15 K lower than for grains having a random
orientation.
Surface Appearance. The grains in hot

dip galvanized coatings generally exhibit a
macrostructure of alternating shiny and dull
sectors, which have a large impact on the visual

appearance of the coating. An example of the
visual aspect in an Al-Zn-Si coating (55Al-
43.4Zn-1.6Si, wt%) is shown in Fig. 14(a).
Such a surface appearance can be harmful for
certain products, in particular for the building
industry, where the material is used in the
unpainted condition.
The formation of microstructure in Al-Zn-Si

is considerably different from zinc coatings,
namely because of the cubic crystallographic
structure of the primary aluminum phase and
the absence of systematic texture. A particular
feature of the Al-Zn-Si coating alloy is that
dendrite tips grow along 24 crystallographic
directions, very close to <320> rather than
along the usual six <100> directions com-
monly observed in face-centered cubic alloys
(Ref 84, 147, 151). This makes interpretation
of the solidification microstructure much more
difficult. Similar to zinc coatings, the growth
of dendrites in a 20 to 30 mm thick layer is
strongly influenced by the boundaries that con-
fine the melt.
The problem of surface appearance in galva-

nized coatings has been addressed with a geo-
metrical approach (Ref 150). The method
consists of describing the trajectories of the
dendrite tips based on a series of criteria for
arm branching and for the interaction with the
melt boundaries (Ref 150). The tip velocity is
calculated based on the current undercooling
of the melt and the relationship of Fig. 12(c)
for the quantification of the effect of the inci-
dence angle at the boundary.
The model was used to predict the develop-

ment of the dendrite skeleton within the con-
fined volume of the coating as a function of
the crystallographic orientation of the nucleus
(Ref 150). Good agreement was found between
the shiny sectors observed on the experimental
micrographs and the surface regions predicted
by the simulation to solidify through dendritic
growth along the free surface (Fig. 14). Hence,
it was proposed that areas exhibiting a shiny
surface appearance are caused by growth along
the free surface, whereas dull areas result from
growth along the substrate/coating interface.
This hypothesis was also in agreement with
surface characterization by optical micros-
copy, laser profilometry, and wavelength-
dispersive spectroscopy chemical analysis
(Ref 150).
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Modeling of Dendritic Grain
Solidification
Ch.-A. Gandin, MINES ParisTech, France
A. Jacot, Ecole Polytechnique Fédérale de Lausanne and CALCOM ESI SA, Switzerland

THREE DIFFERENT MODELING approa-
ches for grain structures formed during solidifi-
cation of metallic alloys are presented in this
article. They are direct modeling of dendritic
structure, direct modeling of grain structure,
and indirect modeling of grain structure. For
each method, the main construction bases, the
scale at which it applies, and the mathematical
background are presented. For the purpose of
comparison, simulations are conducted for a sin-
gle equiaxed dendritic grain. More illustrative
applications are gathered in the article “Forma-
tion of Microstructures, Grain Textures, and
Defects during Solidification” in this Volume.

Approaches to Modeling Dendritic
Solidification

Dendritic crystals are by far the most common
structural feature observed in solidification of
metallic alloys. They form as a result of the desta-
bilization of the solid-liquid interface. In a suffi-
ciently strong temperature gradient, and in the
case where a limited number of crystals nucleate
into the liquid, the dendritic crystals tend to grow
in the direction opposite to the heat flow. As a
result, the grains adopt an elongated shape
referred to as columnar grains. In a shallower tem-
perature gradient, or in the case of intense nucle-
ation, the crystals are more isotropic and form a
grain structure known as equiaxed. Equiaxed
grains are of technical relevance for achieving iso-
tropic mechanical properties of the cast parts.
Their internal structure, characterized by a den-
drite arm spacing and its associated distribution
of chemical species (known as segregation), also
contributes to the control of properties.
If the dendritic structure first forms on cool-

ing from the liquid state, it is generally fol-
lowed by several others structures. After
primary dendritic solidification, the liquid that
remains between the grains and the dendrite
arms can successively transform into peritectic
and/or eutectic structures. While modeling of
primary dendritic solidification is very richly

illustrated in the literature, this is not as true
for peritectic and eutectic solidification.
Several types of models have been developed

to simulate the development of a solid-liquid
interface (Ref 1 to 5). A typical size of the simula-
tion domain and of the representative elementary
volume (REV) is associated with each modeling
approach. Differences are mainly due to the scale
at which the interfacial heat and mass transfers are
applied and the corresponding geometrical
approximations. In this article, they are distin-
guished as three main approaches schematized
in Fig. 1.
The first approach is referred to as direct

modeling of the dendritic structure. It starts
with a thorough physical representation and,
as an output, directly simulates the dynamics
of the development of the solid phase from
the liquid phase, the resulting destabilization
of the interface and, eventually, the dendritic
structure (Fig. 1a). By assigning the interface
between the solid and liquid being considered
with an a priori thickness, an approximation
for the spatial distribution of the phases within
the interface is introduced. The drawback of
such modeling is the limited domain size that
can be simulated. It is typically limited to one
or only a few crystals. No direct modeling of
the entire volume of a casting is permitted.
Even the solidification structure of a spherical
particle produced by gas atomization of a liquid
alloy, as small as 100 mm in diameter, can
hardly be quantitatively simulated with such
modeling approaches.
For this reason, a method of averaged mod-

eling of the grain structure has been developed
(Ref 6 to 10) and applied to ingot solidification
(Ref 11 to 15). This second approach is referred
to as indirect modeling of the grain structure.
The goal is to predict the average grain size
and volume fraction of the phases, while the
solid phase is not topologically described
(Fig. 1c). As a consequence, and unlike the pre-
vious type of model, no direct visualization of
the dendritic structure is accessible with this
approach, because the grains are not tracked

individually. Coupling with modeling of the
casting process becomes feasible, and one can
produce maps of the grain density, n, in cast
parts as a result of local cooling rate and solid
and liquid flows, as well as the variation of
composition. As such, this indirect modeling
of the grain structure can be seen as an exten-
sion of classical segregation models based on
mass balances on an isolated representative
volume of the structure found in text books
(Ref 16). Indeed, both the dendrite arm spacing
and the grain size are described concomitantly.
However, approximations concerning the grain
shape are rough (e.g., spherical grain for
equiaxed solidification, cylindrical primary
dendrite as constitutive geometrical element
for columnar grain solidification). The latter
is assumed a priori, and no possibilities for its
evolution as a function of the local time evolu-
tion of the heat and solute flows have been
implemented so far. As a consequence, compe-
tition between columnar and equiaxed grains,
and the possible texture evolution that accom-
panies dendritic solidification, are difficult to
model.
Thus, an intermediate type of model was

introduced to achieve a direct representation
of the grain structure only, while still simplify-
ing the description of the topology of the solid
phase (Fig. 1b). This third approach is referred
to as direct modeling of the grain structure.
Such models describe the development of the
boundary between the envelope of the dendritic
grains and the liquid melt. This envelope con-
tains the mushy zone made of the mixture of
the dendritic structure and the interdendritic liq-
uid and is delimited by the tips of the dendrites
growing into the undercooled melt. Using a
growth model that mimics the preferential
growth directions of the dendrite trunks and
arms, the development of the grain envelope
can be computed, resulting in columnar or
equiaxed, textured or isotropic, dendritic grain
structures. Similar segregation models as those
developed by the indirect averaging modeling
approaches are coupled for the prediction of
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the space distribution of the fraction of solid
within the envelope of the grains.
The three modeling approaches are hereafter

named direct modeling of the dendritic struc-
ture, based on tracking of the solid-liquid inter-
face (Fig. 1a); direct modeling of the grain
structure, based on tracking of the mushy
zone-liquid boundary (Fig. 1b); and indirect
modeling of the grain structure, based on aver-
aged grain structure (Fig. 1c). Their description
is successively given in this article. Applica-
tions are proposed in the article “Formation of
Microstructures, Grain Textures, and Defects
during Solidification” in this Volume.

Modeling

The mathematical frameworks of heat and
mass conservation for a multiphase system
domain are presented in Ref 16 and 17. The
derivations yield a set of conservation equations
averaged over a REV made of a mixture of
solid and liquid phases. The general approxima-
tion of static phases and a binary system is
made. Additionally, the densities of the solid
and liquid phases are assumed constant and
equal. The system is only made of a binary
mixture of constituents. The objective is to
remain as simple as possible for the sake of
comparing the several modeling approaches. It
is also assumed that neither heat production
nor mass production takes place in the domain.
As mentioned in the introduction, the scale of
the structure at which information is desired
defines the REV to be used in order to apply
the general formulation of the average equa-
tions. In the following, three REVs are
described with the goal of tracking the solid-
liquid interface (Fig. 1a), tracking the mushy
zone-liquid boundary (Fig. 1b), and modeling
the grain structure by means of average quanti-
ties (Fig. 1c).

Direct Modeling of the Dendritic
Structure

In this modeling approach, the objective is to
perform a direct simulation of the solidification
microstructure in a small region of the casting
(typically 1 mm in size). If the temperature at
the solid-liquid interface is known, the growth
of the primary phase from the liquid can be
described by formulating a solute balance at
the solid-liquid interface (which must include
the departure from thermodynamic equilibrium
due to curvature) and solving the solute diffu-
sion equations in both phases. A direct solution
of this difficult moving boundary problem can
be obtained using the so-called front-tracking
methods (Ref 18). To avoid the difficulty of
evolving meshes, it is generally preferred to
use fixed grid methods such as the pseudo-front
tracking (Ref 4), the level set (Ref 2, 19 to 22),
and finally the phase field (Ref 3, 23 to 31),
which is currently the most widely used

Fig. 1 Schematics of the approximations used to represent the structure of a dendritic alloy solidifying in a given
volume of a casting. The direct modeling approaches are based on tracking methods of (a) the solid-liquid

interface or (b) the mushy zone-liquid boundary, while (c) indirect averaged modeling does not provide a direct
representation of the structure and thus requires the grain density, n, as an additional variable. The squares (shown in
color in the Online Edition) schematize the typical length scale of the representative elementary volume (REV) used
by the three methodologies, with (a) the very small box straddling the dendrite tip, shown within the offset box (red
in the Online Edition), (b) the offset box and its relation to the dendritic structure of Fig. 1(a) (green in the Online
Edition), and (c) the gray-scale region (blue in the Online Edition). Note that the scale of the REV in Fig. 1(a) (red) for
tracking the solid-liquid interface is overestimated in this representation; a better estimation is shown in Fig. 2.
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technique to address this problem. To illustrate
the direct modeling approach of the dendritic
structure, it has been chosen to present here a
level-set method, which has the advantage of
a relatively simple derivation as compared to
the phase field.
Model Formulation. Figure 2(a) introduces

the geometrical description chosen for the dis-
tribution of the solid and liquid phases in order
to reach a direct simulation of the development
of the dendritic structure. The model is based
on the level-set method presented in Ref 19. It
is based on tracking the position with time of
an isopleth of a chosen function. In the present
case, the function is the signed geometric dis-
tance to the solid-liquid interface, and the “0”
isopleth of this function is tracked. For that pur-
pose, an expression of the velocity of the
selected isopleth must be known.
A level-set function, f, is introduced at each

position x of domain O. It is defined by the
signed distance, d(x, g), from the solid-liquid
interface, g:

f ¼ dðx; gÞ for fx 2 �g (Eq 1)

where g = {x 2 O; d(x) = 0}. Isopleth “0” of
function f thus defines the solid-liquid inter-
face, g. The time evolution of the interface
position can be deduced by applying a pure
advection of the level-set function at the veloc-
ity of the solid-liquid interface, vs/l, that is,
solving the equation:

@f
@t

þ vs=l � gradf ¼ 0 (Eq 2)

The solution of Eq 2 deviates from the dis-
tance function given by Eq 1. Initialization of
the level-set function thus must be conducted
after each advection step, the description of
which is given elsewhere (Ref 32). The solid-
liquid interface satisfies the following condition
between its temperature, Ts/l, liquid composi-
tion, wl/s, curvature, K, and normal velocity,
and vs=ln ¼ vs=l � ns=l:
Ts=l ¼ TM þmLw

l=s � �K � 1

mk
vs=ln (Eq 3)

where TM and mL are properties of a linear
binary phase diagram, that is, the melting

temperature of the solvent and the slope of the
liquidus line, respectively. Material properties
are the attachment kinetics coefficient, mk, and
the Gibbs-Thomson coefficient, G. While the
kinetics coefficient is kept constant in the fol-
lowing, the Gibbs-Thomson coefficient, G =
TM (ss/l(y) + d2ss/l/dy2 )/(r △Hf), is the prod-
uct of the free energy of the solid-liquid inter-
face, ss/l(y), and the melting temperature, TM,
divided by the volumetric enthalpy of fusion
(r △Hf). The interface free energy depends on
the orientation of the normal of the solid-liquid
interface with respect to the crystallographic
orientation, y � y0, with y0 being the orienta-
tion of the [10] axis of the crystal, and
y ¼ arctanðns=ly =ns=lx Þ being the angle between
the normal and the horizontal axis. Here, a sim-
ple fourfold anisotropy is considered, ss/l(y) =
s0 [1 + e4 cos(4(y � y0))], where s0 is an aver-
age of the free energy over all directions, and e4
is the strength of the anisotropy. The curvature
of the interface can be directly computed from
the divergence of the normal unit vector to the
solid-liquid interface and thus with the level-
set function:

K ¼ div � ns=l with ns=l ¼ � gradf
jgradfj (Eq 4)

To compute the velocity of the solid-liquid
interface with Eq 3, it is necessary to calculate
the interface composition, wl/s, and temperature,
Ts/l. To do so, the distribution of the solid phase,
gs, and hence of the liquid phase, gl = 1 � gs, are
arbitrarily defined as a sinusoidal function within
an interval of thickness 2W centered on the inter-
face (Fig. 2a):

gs ¼
1 for fx 2 �;f>Wg
1
2
1þ sin �f

2W

� �h i
for fx 2 �;�W<f>Wg

0 for fx 2 �;f <�Wg

8><
>:

(Eq 5)

Further assuming a constant segregation ratio
between the solid and liquid average composi-
tions everywhere within the interface (i.e.,
where a mixture of the solid and liquid phases
coexist), k ¼ hwsi=hwli, mathematical develop-
ments of the average conservation equations
lead to:

@hwi
@t

� div ~D gradhwi� �

� div ~D
ð1� kÞhwi

kgs þ ð1� gsÞ grad gs
� �

¼ 0 (Eq 6)

where ~D ¼ ðk gsDs þ ð1� gsÞDlÞ=ðk gs þ ð1�
gsÞÞ is an average diffusion coefficient for the sol-
ute based on the diffusion coefficients for the solid
and liquid phases, respectivelyDs andDl.
Similarly, assuming a constant enthalpy of

fusion, △Hf, and constant heat capacity in the
solid and liquid phases, Cs

pand Cl
p, the average

enthalpy of the solid phase, Hs ¼ Cs
pT, and of

the liquid phase,Hl ¼ Cl
pT þ�Hf , can be intro-

duced in the average conservation of energy,
leading to:

Fig. 2 Schematic one-dimensional profiles of (a) the solid-liquid interface using a level-set approach (Fig. 1a). The
level-set function, f, is defined by the signed distance from the interface, g, chosen here at x = 0. Within

the interface thickness, 2W, the fraction of solid, gs, continuously increases from 0 in the liquid to 1 in the solid. This
is made possible by the introduction of an arbitrary trigonometric function of the distance to the interface. The half-
interface thickness, W, becomes a parameter of the model that must be studied in order to retrieve correct (b)
composition and (c) temperature profiles in the liquid and solid phases. The width of the narrow vertical rectangle
(red in the Online Edition) in (a) informs on the typical size of a representative elementary volume required for direct
modeling of the solid-liquid interface, that is, smaller than the parameter W. It is added here because the size
provided by the small (red) square in Fig. 1(a) does not give an adequate representation.
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hCpi @T
@t

��Hf

@gs

@t
� div h�igradT½ � ¼ 0 (Eq 7)

with hCpi ¼ gshCs
pis þ glhCl

pil, h�i ¼ gsh�sis
þglh�lil, and where �s and �l are the thermal
conductivities in the solid and liquid phases,
respectively. Finally, the composition and temper-
ature fields are obtained from the solution of Eq 6
and 7. The temperature at the interface, Ts/l, is
takenas the temperatureat the locationof the inter-
face, T(g), and the liquid composition,wl/s, is cho-
sen as the average composition of the liquid at the
interface, hwlilðgÞ. Figures 2(b) and (c) show
schematic representations of the composition and
temperature fields on each side of the interface as
well aswithin the interface. Inpractice, normaliza-
tions are useful prior to solving the aforemen-
tioned equations, an example of which is
available in Ref 29. The normalization exercise
is of little interest and consequently is omitted in
this article. Similarly, various numerical methods
are used in the literature to solve the set of conser-
vation equations derived by themodels. In the fol-
lowing, thefinite-elementmethod isused, together
with mesh adaptation techniques, which are not
explained hereafter.
In the present model, the level-set method is

designed to define and track the interface dynam-
ics by solving Eq 1 to 4, while volume averaging
over a thickness centered on the interface is used
inEq5 to7. The later concept of an interface thick-
ness is the main feature of phase-field modeling
(Ref 29). The present model could thus be consid-
ered as a mixture of the classical level-set method
for tracking the interface during dendritic growth
(Ref 30) combinedwith the phase-field methodol-
ogy, forwhich the evolutionof the fractionof solid
within the interface thickness is prescribed, and
mesh adaptation (Ref 31).
Application. Figure 3 presents the applica-

tion of the level-set model to simulate the
development of an equiaxed dendrite (Ref 22).
The material properties are those of a succino-
nitrile/1.3 wt% acetone alloy. Nucleation takes
place at the bottom left corner of the square
shown in Fig. 3(a). The nucleus chosen is a
quarter solid circle of size 8.65 � 10�6 m. Its ini-
tial temperature and composition are equal to
291.82 K (18.67 �C, or 65.61 �F) and 0.15 wt%
and 268.52 K (�4.63 �C, or 23.67 �F) and
5.146 wt%, respectively, in the solid and in
the liquid. Symmetry conditions are applied at the
left and bottom boundaries of the simulation
domain in Fig. 3(a), explaining the arrangement of
the four representations (a) to (d) in Fig. 3. At the
time chosen for the representation, 0.094 s, the
equiaxed dendrite has only propagated to a small
portion of the domain. In fact, Fig. 3(a) only
displays approximately 1=10 of the 435 � 10�3 �
435 � 10�3m2 simulation domain. This magnifica-
tion permits clear observation of the simulated
structure. The distribution of the solid phase, gs

= 1, and the liquid phase, represented by gs = 1
� gl = 0, are shown in Fig. 3(a), together with
the finite-element mesh. As can be seen, the solid
phase develops with four main trunks and numer-
ous dendrite arms, that is, forming the dendritic

morphology. In addition to the phase distribu-
tions, the composition and temperature are fully
determined as a result of the simulation.
Figure 3(b) displays the temperature field

inside and outside the structure. Because the
latent heat is released upon solidification, the
development of the structure is accompanied by
local heating. This typical thermal signature
observed for equiaxed growth is a result of nucle-
ation and growth of the solid phase in an initially
undercooledmelt with no or shallow temperature
gradient. It is known as recalescence.
The composition field in the liquid phase is

shown in Fig. 3(c). As can be seen, the liquid com-
position (i.e., solute concentration) between the
arms of the dendrite is at its highest and is almost
uniform. The highest composition gradient in the
liquid is found outside the dendritic structure, that
is, outside a fictitious envelope that would be
formed by linking all leading tips of the dendrite
arms and trunks. The inside of such an envelope
would thus contain a mixture of solid plus liquid
phases, knownas themushyzone,while the outside
is fully liquid. Almost the same observation can be
made with the temperature field in Fig. 3(b),
although the gradient is not as steep. The reason
for this difference is the ratio existing between the

thermal and chemical diffusivities, ð�l=Cl
pÞ=Dl,

known as the Lewis number. For the present alloy,
its value is equal to 50. Consequently, the diffusion
length that characterizes heat diffusion is much
larger than for solute diffusion in the liquid. This
is the reason why the size of the mesh shown in
Fig. 3(a) has been adaptedwith respect to the solute
field rather than the temperature field.
However, it should be noted that in the case

of a pure alloy, the solute field does not exist
anymore, and the mesh size should follow the
temperature gradient only. Hence, a criterion
for mesh adaptation based on a combination
of the composition and temperature fields is
required in order to track correctly the composi-
tion and temperature gradients. It can also be
shown that a correct composition profile in the
solid and liquid phases is only reached when
the interface thickness, W, is small enough
and when the number of meshes within the
interface is sufficient. Thus, the smallest mesh
size is defined as a fraction of the interface
thickness. In this way, segregation of solute
between solid and liquid can be computed as
shown in Fig. 3(d). The ratio between the solute
diffusion in the liquid and in the solid, Dl/Ds, is
of the order of 103. Because diffusion in the

Fig. 3 Direct modeling of solidification dendritic structure is characterized by full access to the topology of the
phases. This is possible by using a representative elementary volume smaller than the interface thickness

(Fig. 2). As a result of simulation, the detailed distributions of (a) the solid and liquid phases, (b) the temperature, and
(c) the solute composition can be computed. Among other advantages, it is also possible to extract the dendrite tip
growth kinetics, the characteristic dendrite arm spacing, the shape of the grain envelope, as well as the solute flow
inside and outside the grain envelope—information that are inputs to more approximate modeling approaches. The
main drawback is the excessively high computational resources required, which prevents utilization for practical
applications to casting technologies. Current research in the field deals with (a) automatic remeshing of the domain
in which the solution is computed. Source: Ref 22
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solid is thus much smaller than in the liquid and
because the size of the dendrite arms is also
small, correct description of the solid phase
requires keeping track of its history in a precise
manner. For this reason, a fine mesh must be
kept in the solid during the entire simulation.
This is also required in order to compute the
interface curvature via Eq 4 and hence the vari-
ation of composition in the liquid that dictates
coarsening between the dendrite arms.
Despite the powerful methods developed

for direct modeling of the dendritic structure,
one must realize that no direct application to
industrial solidification processes has been
achieved yet. Indeed, the typical simulation time
for the dendritic structure shown in Fig. 3 is sev-
eral hours, while the simulated domain is only
435 � 10�3 � 435 � 10�3 m2, even though two-
dimensional and for a simple binary alloy. Com-
putation of the dendritic structure with as much
detail as in Fig. 3 for an industrial casting will
remain unrealistic for several decades. In fact,
this level of detail is normally not necessary
for the design and optimization of casting pro-
cesses. For these reasons, other modeling meth-
odologies have been proposed, two of them
being presented hereafter.

Indirect Modeling of the Grain
Structure

Model Formulation. As explained previ-
ously from the observations of the simulation
results shown in Fig. 3, the composition field
in the liquid is almost uniform in between the
dendrite arms. Oppositely, liquid composition
is not uniform outside the envelope of the grain.
Also recall that the slowest diffusion process
takes place in the solid phase. In the case of
metals, the Lewis number is typically higher
than 300, while only a ratio equal to 50 was
used in the simulation shown in Fig. 3. The
temperature is thus approximately uniform at
the scale of the entire grain and its surround-
ings. For these reasons, simplifications have
been proposed to describe the dendritic grain
structure, which are presented in Fig. 4. The
nucleation event of the solid phase takes place
at the center of the domain at a defined under-
cooling, △TN, below the equilibrium tempera-
ture of the alloy, TL. The solid structure
propagates from the center of the domain in
the radial direction. After nucleation, the grain
envelope is assumed to develop with the veloc-
ity of the tips of the dendritic structure, vsn, with
a predefined morphology that can be as simple
as a sphere in the case of an equiaxed grain.
This is schematized in Fig. 4(a). Inside the
grain envelope, the internal dendritic structure
is not modeled directly. It is replaced by a
uniform volume fraction of the solid phase, gs,
and an average dendrite arm spacing, l2. The
purpose of these approximations is to permit
one-dimensional geometrical approximations
for the diffusion processes. This is shown in
Fig. 4(b) by sketching the diffusion profile in

the extradendritic liquid, l, from positions Rs

and up to the limit of the grain, Rl, the latter
being linked to the final grain density, n, using
the relationship Rl ¼ ½ð4=3Þ�n��1=3

.
Similarly, Fig. 4(c) shows the approximation

of a diffusion profile in the solid phase, s, within
a fraction of half the dendrite arm spacing,
½gs=ðgs þ gdÞ� � ½l2=2�. The composition of the
liquid located within the grain envelope, or
interdendritic liquid, d, is uniform, as shown in
Fig. 4(b) and (c). The ratio ½gs=ðgs þ gdÞ� corre-
sponds to the internal fraction of solid in the
mushy zone, that is, the actual volume fraction
of solid in the domain delimited by Rl divided
by the volume fraction of the mushy zone,
ðgs þ gdÞ. With such approximations, only the
diffusion fluxes in the solid and the extradendri-
tic liquid, both connected with the interdendritic
liquid, are considered.
This modeling approach started with the

work of Rappaz and Thévoz (Ref 6). It was
enhanced to account for diffusion in the solid
(Ref 7, 8) and peritectic and eutectic transfor-
mations (Ref 9, 10). It consists of solving the
following set of equations to determine the time
evolution of the volume fraction of the phases,
g, and their average composition, <w>:

@

@t
ðgs <ws>sÞ ¼ Ss=dws=d v

s=d
n þ Ss=d

Ds

ls=d
ðws=d

� <ws>sÞ
(Eq 8)

@

@t
ðgd <wd>dÞ ¼ � Ss=dws=d v

s=d
n � Sl=dwl=d v

l=d
n

� Ss=d
Ds

ls=d
ðws=d� <ws>sÞ

� Sl=d
Dl

ll=d
ðwl=d� <wl>lÞ

(Eq 9)

@

@t
ðgl<wl>lÞ ¼ Sl=dwl=dv

l=d
n þ Sl=d

Dl

ll=d
ðwl=d �<wl>lÞ

(Eq 10)

where ws=d is the average composition of the
solid phase at the s/d interface, and wl=d is the
average composition of the liquid phase at the
l/d interface. Mass exchanges are considered
between the solid phase and the interdendritic
liquid phase through the interfacial area con-
centration, Ss=d, as well as between the extra-
dendritic liquid phase and the interdendritic
liquid phase through the interfacial area con-
centration, Sl=d, while the mass exchange
between the solid phase and the extradendritic
liquid phase is neglected. Solute profiles are
assumed in the solid phase and the extradendri-
tic liquid phase, respectively, characterized by
the diffusion lengths ls=d and ll=d. Such lengths
are schematized in Fig. 4(b) in the extradendri-
tic liquid from the interdendritic liquid/extra-
dendritic liquid boundary, ll=d, and in Fig. 4(c)
in the solid from the solid/interdendritic liquid
interface, ls=d. The expressions for the interfa-
cial area concentrations and the diffusion

lengths, derived with the same assumptions as
in the appendices of Ref 7 and 33, are provided
in Ref 34. Complete mixing of the interdendri-
tic liquid composition and continuity of the
composition at interface l/d are assumed,

Fig. 4 Schematic one-dimensional representation of a
dendritic grain envelope used for indirect

averaged modeling (Fig. 1c). The complex geometry of the
dendritic structure is not directly modeled. Instead, the
dendritic grain envelope is described as (a) a mushy zone,
m, made of a mixture of the solid phase, s, plus an
interdendritic liquid phase, d. Its position, Rs, is deduced by
time integration of the dendrite tip growth kinetics, �sn . The
mushy zone develops in an extradendritic liquid phase, l,
that extends up to Rl. The grain density, n, being
proportional to ½ð4=3ÞpðRlÞ3��1 , evaluation of Rl can be
deduced from time integration of a nucleation kinetics of
new grains. Composition profiles (plain lines) and average
compositions, <w> (dashed lines), in the solid and the
liquid phases are shown (b) along the direction of the
propagation of the structure limited by the final grain size
and (c) in a representative elementary volume pertinent to
model interdendritic segregation, that is, with a typical
length scale proportional to the secondary dendrite arm
spacing, l2. Mass balances are developed that link the
velocity of the solid-liquid interface, �s=ln , to the other
variable introduced. The outputs of the present model are
the volume fractions of each phase and their average
composition. The lengths ls/d and ll/d sketch the diffusion
fluxes in the solid and the extradendritic liquid, respectively.
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wl=d ¼<wd>d, together with equilibrium at the
s/d interface. Thus, at temperature T, readings
of the liquidus and solidus curves of the equi-
librium phase diagram, respectively, give
<wd>d and ws=d. With k the partition ratio,
one can also write ws=d ¼ kwl=d.
The time derivative of the volume fraction of

the solid phase s, @gs/@t, can be written as a
function of its interfacial area concentration,

Ss=d, and the normal velocity of the s/d inter-

face, v
s=d
n , as Ss=dv

s=d
n ¼ @gs=@t ¼ �@gd=@t.

Similarly, one can write Sl=dv
l=d
n ¼

@gl=@t ¼ �@gm=@t. The volume fraction of
the interdendritic liquid phase and the external
liquid phase are respectively defined and com-
puted as gd = gm � gs and gl = 1 � gm. The
growth rate of the mushy zone, @gm/@t, is cal-
culated with a dendrite tip growth kinetics
model (Ref 35):

vs=ln ¼ 4s�DlmLðk � 1Þwl=s

�
Iv�1ð�Þ� 	2

(Eq 11)

� ¼ wl=s � wl;1

wl=sð1� kÞ (Eq 12)

where G is the Gibbs-Thomson coefficient, Iv�1

is the inverse of the Ivantsov function (Ref 36),
s� is a stability constant taken equal to 1/(4p2)
(Ref 35), mL is the liquidus slope of the phase
diagram, and � is the local supersaturation
defined at the tip of a growing dendrite located
at the growth front, that is, between the mushy
zone and the extradendritic liquid. The local
supersaturation in Eq 12 is defined as the devi-
ation of the liquid composition at the dendrite
tip, wl/s, from the composition far away from
the dendrite tip, wl,1, that is, in the extradendri-
tic liquid, normalized by the composition jump
between the liquid phase and the solid phase,
wl/s (1�k). The curvature undercooling is taken
into account by adding its contribution to the
solutal undercooling and assuming local equi-
librium at the dendrite tip for the calculation
of the liquid composition, wl/s (Ref 37, 38).
Dendrite tip models assume steady-state

growth of the structure in an undercooled liquid
with an initial uniform composition taken equal
to the nominal alloy composition, wl,1 = w0.
However, to account for the solutal interactions
between grain boundaries, Wang and Becker-
mann (Ref 7) andMartorano et al. (Ref 33) choose
to use the value of the liquid composition aver-
aged over the extradendritic domain that remains
in the predefined grain envelop, hwlil (Ref 7, 33).
While the two strategies have been used in the lit-
erature, the choice was made to use wl,1 = w0 for
comparison with other numerical results made
available in the literature (Ref 39).
Globular growth may occur if solidification

leads to a fraction of solid inside the grain
envelope that is greater than unity. In such a
case, the approach proposed in Ref 33 and 40
applied. The growth velocity of the mushy zone

is adapted to find a solution while constraining
the system to reach an internal solid fraction
equal to one in the mushy zone. The velocity
of the expanding mushy zone is then directly
derived from the formation of the internal solid
phase, and Eq 11 and 12 are no longer used.
The enthalpy of fusion per unit volume, △Hf,

and the heat capacity per unit volume, Cp, being
assumed constant, the uniform temperature con-
dition leads to a global heat balance:

Cp

@T

@t
��Hf

@gs

@t
¼ 3

Rl
hextðT � TextÞ (Eq 13)

where T is the time-dependent temperature of
the system, and gs is the fraction of solid. The
external temperature, Text, and the heat-transfer
coefficient, hext, are chosen constant over time.
Heat exchange occurs at the outer boundary of
the domain with a heat extraction rate,
_qext ¼ hextðT � TextÞ. Equations 8 to 13 form a
system of partial differential equations solved
using an iterative method. When the prescribed
growth temperature of the eutectic structure is
reached, a simple isothermal transformation is
assumed in order to transform the remaining
liquid phase, (1 � gs), into a volume fraction
of eutectic, gE. During the formation of the
eutectic, only Eq 13 is solved, considering no
temperature variation over time, and calculating
the total fraction of solid from the variation of
enthalpy until completion of solidification (Ref
37, 39).
Application. Figure 5 presents the applica-

tion of indirect modeling of the grain structure
to simulate the development of a single
equiaxed dendritic grain with a given final
radius, R = 125 � 10�6 m. This situation corre-
sponds to the simulation of the formation of a
single crystal in a droplet. It can also represent
a typical grain at a given location in a casting.
The material properties are those of the Al-
10wt%Cu alloy: G = 2.41 � 10�7 K m, Cp = 3
� 106 J m�3 K�1, △Hf = 9.5 � 108 J m�3, Dl =
4.37 � 10�9 m2 s�1, Ds = 0 m2 s�1. Nucleation
takes place at a given value of the nucleation
undercooling, △TN = 30 �C (54 �F). A Fourier
boundary condition is applied on the spherical
boundary of the droplet using a constant heat-
transfer coefficient, hext = 490 W m�2 �C�1,
and a constant external temperature, Text =
373 K (100 �C, or 212 �F). The phase diagram
is simplified by linear monovariant lines
defined by a liquidus slope, mL = �3.37 wt%
K�1; a segregation coefficient, k = 0.17; a
eutectic temperature, TE = 817.74 K (544.59 �C,
or 1012.26 �F); a eutectic composition, wE =
34.38 wt%; and the liquidus temperature
of the alloys, TL = 899.9 K (626.8 �C, or
1160.2 �F), for the alloy composition, w0 = 10
wt%. The initial temperature of the system is
uniform and equal to 900.9 K (627.8 �C, or
1162.0 �F). Note that these approximations fol-
low the study by Heringer et al. (Ref 39), while
a reasonable value for the diffusion of
copper in the primary aluminum phase would
be Ds = 5 � 10�13 m2 s�1 (Ref 40).

Typical results of such indirect modeling of
the grain structure are the temperature and
phase volume fraction histories shown by the
thick gray curves in Fig. 5(a) and (b), respec-
tively. The initial temperature is above the
liquidus temperature, TL (i.e., the equilibrium
temperature at which the solid and liquid
phases can start to coexist). Upon heat extrac-
tion, the system first cools down while staying
in the liquid state. When the nucleation temper-
ature is reached, that is, TL � △TN, the solid
starts to grow, thus increasing the size of the
grain envelope and hence the volume fraction
of the mushy zone, gm, as well the fraction of
solid, gs. The ratio gsm = gs/gm, known as the
internal fraction of solid, is at first very high,
that is, close to unity. It progressively decreases
proportionate to the development of the mushy
zone. This corresponds to an increased growth
rate of the solid fraction large enough to reheat
the system, as is shown by the recalescence in
Fig. 5(a). It is thus the same phenomenon
described in Fig. 3.
After the recalescence, the grain envelope

becomes fully developed, gm reaches unity,
and no more extradendritic liquid remains.
Then, the latent heat is released only by the
solidification of the interdendritic liquid, which
is not sufficient to maintain the recalescence.
As a consequence, solidification is accompa-
nied by a temperature reduction. Such progres-
sions are confirmed but described in better
detail by Heringer et al. (Ref 39). These authors
have proposed a one-dimensional mushy zone
front-tracking (1-D MZFT) model that can also
predict the local solidification evolution inside
the grain envelope. It is based on a one-dimen-
sional numerical solution of the averaged con-
servation equations for heat and solute mass.
The finite volume method and fixed grid is
used; tracking of the boundary between the
mushy zone and the liquid melt is achieved by
a time integration of Eq 11 and 12.
Comparison of this numerical solution with

the prediction of the indirect grain structure
simulation is also possible by considering a
volume averaging over the one-dimensional
spherical domain of the temperature and vol-
ume fractions with time. The results of such
averaging are also shown in Fig. 5. Very good
agreement is reached, thus validating the
approximations and solutions made by indirect
grain structure modeling. However, the 1-D
MZFT model also shows that, on recalescence,
the internal structure remelts, thus explaining
the decrease of gsm predicted in Fig. 5(b). The
reason why the total fraction of solid, gs, still
increases in Fig. 5(b) is because of the develop-
ment of the mushy zone that transforms the
extradendritic liquid into solid by growing the
grain envelope.
At this stage, it is interesting to point out that

only time evolutions of the average composi-
tions in the solid and liquid phases normally
are predicted by indirect modeling of the grain
structure. As a consequence, a composition pro-
file inside the envelope of the grain is not
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available. This is yet a direct output of the 1-D
MZFT model, as shown in Fig. 5(c), thus iden-
tifying a main difference compared to direct
modeling. However, coupling of indirect mod-
eling of grain structure for simulation of solidi-
fication processes has been demonstrated in the
past, examples of which are available in Ref 11
to 15. The average composition profile can then
be predicted at a scale that is larger than the
grain size. It must be underlined that the set of
equations presented for indirect modeling have
also been extended to model columnar struc-
tures (Ref 7). Geometrical approximation must
be changed to an a priori unit columnar den-
drite shape for the description of mass
exchange, for example, a cylinder of radius
given by the primary dendrite arm spacing
instead of the sphere for the equiaxed grain.
The main variables to be adapted are then the
interfacial area concentrations and the diffusion
lengths. Coupling of the geometric descriptions
is also possible for the prediction of the colum-
nar-to-equiaxed transition, a well-known fea-
ture of casting that is illustrated later in this
article.
As illustrated and explained, numerous lim-

itations are found when using indirect grain
structure modeling. Yet, this approach remains
the only possible way to achieve a practical
simulation of the structure at the scale of a large
casting, such as forge ingots corresponding to
several tons of steels. For smaller castings,
however, an alternative way has been devel-
oped, which is described next. It permits direct
modeling of the grain structure.

Direct Modeling of the Grain Structure

Model Formulation. Direct modeling of the
grain structure presented in this section is based
on coupling a cellular automaton (CA) method
and a finite-element (FE) method. Other variants
of a CA method have been proposed (Ref 5).
However, their objective was to solve both the
heat and solute diffusion fields while tracking
the solid-liquid interface, which has not yet been
achieved realistically compared to phase-field or
level-set tracking methods. Instead, the present
CA method only tracks the boundary between
the mushy zone and the liquid, as explained in
the introduction. This boundary represents the
envelope of the dendritic grains. Two other
methods have also been proposed, based on a
mesoscopic phase-field method (Ref 41) and a
front-tracking method (Ref 42).
Figure 6(a) gives a schematic presentation of

the tessellations using the FE and CA methods.
The continuous domain is divided into an FE
mesh using coarse triangles “F” defined by nodes
ni
F (i = [1, 3]). A regular lattice of fine squares

defining the cells of the CA grid is superimposed
onto the FE mesh. Each cell n located in an ele-
ment “F” is defined by the coordinates of its cen-
ter, Cn. Linear interpolation coefficients are
defined between a node ni

F (i = [1, 3]) and the cell
n. A variable defined at the FE nodes can thus be

Fig. 5 Predicted solidification for a spherical grain solidified by radial growth for an Al-10wt%Cu alloy. The
prediction by indirect modeling of the grain structure (thick gray curves) (Ref 9) is compared with a

one-dimensional mushy zone front-tracking (1-D MZFT) solution (open symbols) for the solidification of a
single equiaxed grain (Ref 39). The curves show the time evolution of (a) the temperature and (b) the fraction
of solid, gs, the fraction of mushy zone, gm, and the internal fraction of solid, gsm = gs/gm. Note that (c) the
composition profile within the grain is not directly predicted by indirect modeling of the grain structure, and
comparison with the prediction of the 1-D MZFT model only is possible with the CAFE simulation presented
later in Fig. 7. The composition profile within the grain is not yet available with direct modeling for the
dendritic structure of Fig. 3.
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interpolated at a given CA cell. Similarly, infor-
mation computed onto the CA grid can be
summed up and projected onto the FE mesh (Ref
37, 43 to 46). The averaged equations derived
for a mixture of the solid and liquid phases are
combined in the following way:

@ <H>

@t
� divð<�> gradTÞ ¼ 0 (Eq 14)

The average enthalpy <H> is chosen as the
primary unknown in Eq 14. The solution of this

nonlinear equation is obtained by using a New-
ton-Raphson procedure, which requires calcu-
lating the derivative @ <H>/@T at each node
of the FE mesh (Ref 47). This is done by sum-
ming this quantity over the cells of the CA grid
(Ref 46). Similarly, the averaged equation
becomes:

@ <w>

@t
� divðglDlgrad <wl>lÞ ¼ 0 (Eq 15)

where the term div(gs Ds gradhrswsis) has been
neglected. Indeed, the ratio of the diffusion
coefficient in the primary solid phase, Ds, over
the diffusion coefficient in the liquid phase,
Dl, is typically of the order of 103. This shows
that diffusion in the solid phase can be
neglected at the scale of the casting. The pri-
mary unknown considered in Eq 15 is the aver-
age composition of solute, <w>. The average
composition of the liquid phase is eliminated
following the work by Prakash and Voller,
who introduced a split operator technique with
a Euler backward scheme (Ref 48). Mesh adap-
tation is also used and explained elsewhere (Ref
49 to 52).
Nucleation and growth algorithms previously

designed to track the development of the grain
envelopes are briefly explained hereafter (Ref
37, 46). Each cell, n, has a state index, In,
which is initialized to zero and corresponds to
the liquid state. Upon cooling, when the tem-
perature of a chosen nucleation cell nN, TnN , is
lower than a prescribed nucleation temperature,
TN, the cell state, InN , is changed from liquid,
InN ¼ 0, to mushy, InN ¼ 1, that is, a mixture
of the solid and liquid phases. Propagation of
the solid is realized by the growth algorithm.
An equilateral quadrangular surface is defined
with its center, GnN , located at cell center CnN
(identified by an open circle centered in cell
nN in Fig. 6a) and four perpendicular <10>
lengths, R<10>

nN . The directions of the <10>
lengths are defined by an angle, y, with respect
to the (x, y) frame of coordinates, as illustrated
in Fig. 6(a). For cubic metals, they correspond
to the main growth directions of the dendritic
structure, that is, four of the six <100> crystal-
lographic directions located in a common (100)
plane. In other words, the two other <100>
crystallographic directions are assumed perpen-
dicular to the simulation domain and are not
simulated in a two-dimensional approximation.
This limiting assumption is removed with a
three-dimensional approach (Ref 44, 45). The
lengths of the four <10> directions associated
with the equilateral quadrangular surface cen-
tered in GnN are updated by integration over time
of a dendrite tip growth kinetics,
v<10>
nN ¼ @R<10>

nN =@t, as long as the neighboring
cells are in a liquid state, that is, not yet captured
by the growing cell nN. When the growth shape
of cell nN encompasses the center of one of the
neighboring liquid cells, the capture criterion is
verified. The state of the captured neighboring
liquid cell is then changed from liquid to mushy,
and its growth shape is initialized.

An illustration of the growth shape is given in
Fig. 6(b) for a cell n located at themushy zone/liq-
uid boundary. At the time chosen for the represen-
tation, the neighboring liquid cell m is captured.
Variables Im, Gm, and R<10>

m are initialized or
updated. Note that the growth center G does not
necessarily correspond to the cell center C; the
crystallographic orientation of the nucleation cell
is preserved upon propagation of the mushy zone,
thus propagating the orientation of the grain, and
the capture is only permitted for the first neighbors
of a growing cell. If all its neighboring cells are in
a mushy state, the state index is updated as In =
�1. The latter permits simple identification of
the growing cells located at themushy zone/liquid
boundary by the state index value +1.
A mushy cell n is made of a mixture of the

solid and liquid phases. As mentioned previ-
ously, the liquid entrapped in between the den-
drite arms and more generally inside a fictitious
envelope of the grain, which is defined by the
leading dendrite tips and arms, has an almost
uniform composition. Consequently, the liquid
phase is subdivided into an interdendritic liq-
uid, d, plus an extradendritic liquid phase, l. A
total of three phases is thus considered for mass
balances, as in indirect modeling. A mushy
zone volume fraction assigned to each cell n,
gmn , is defined as the volume fraction of the
solid phase s, gsn, plus the interdendritic liquid
phase d, gdn: g

m
n = gsn + gdn. It is estimated by

an average of the four lengths R<10>
n as

gmn ¼ ð1=4Þ P
<10>

ðR<10>
n =Rf

nÞ2. The final radius

associated with cell n, Rf
n, is defined by the spatial

limit for the growth of the equilateral quadrangle,
which is of the order of several secondary arm spa-
cings. In the case of a dendritic structure, this limit
is chosen proportional to the primary dendrite arm

spacing, Rf
n ¼ l1=2.

To determine the average enthalpy, <Hn>, and
solute composition,<wn>, at the FE node n being
deduced from the solution of Eq 14 and 15, conver-
sions are required into a temperature,Tn, and a frac-
tion of solid, gsn. Instead of applying a solidification
path at the FE nodes (Ref 47, 53), the conversions
are first carried out for each CA cell n to compute
the temperature, Tn, and fraction of solid, g

s
n, from

the interpolated enthalpy, <Hn>, and average
composition, <wn>. The fields at the CA cells are
finally projected back to the FE nodes (Ref 37,
46). Assuming equal and constant densities in all

phases, one can write gsn þ gdn þ gln ¼ 1 and

<wn>¼ gsn <ws
n>

s þgdn <wd
n>

d þgln <wl
n>

l.
A segregation model is required to model the time
evolution of the average volume fraction and com-
position of the solid phase s, gsn < ws

n >
s, the inter-

dendritic liquid phase d, gdn < wd
n >

d, and the

extradendritic liquid phase l, gln < wl
n >

l. This is
done using a modified version of Eq 8 to 10.
Source terms are added in Eq 9 and 10 to

account for the solute mass exchange of the
cell n with its surroundings, respectively _’d

n
and _’l

n. Solute exchange between cells is only
based on diffusion in the liquid, that is,
through the interdendritic liquid phase, d, and

Fig. 6 Schematic two-dimensional geometric descrip-
tion of a dendritic grain using direct modeling

of the grain structure by means of the cellular automaton
(CA) method coupled with the finite-element (FE) method
(Fig. 1b). A representation is given of (a) a unit triangular
mesh used by the FE tessellation, defined by nodes n1 to
n3, on which is superimposed a regular CA grid of square
cells. The cell color corresponds to the value of the state
index: White cells are in the liquid state, and gray cells
are in a mushy state, that is, made of a mixture between
the primary solid dendritic phase and the liquid phase.
The shape of a single grain nucleated at the center of cell
nN is given by the assembly of contiguous gray cells. It
may be compared with the desired grain envelope
provided by the dashed line contour. When nucleated
with selected <10> crystallographic directions (see text),
its development from the center of cell nN is modeled by
the use of (b) a growth algorithm applied to each mushy
cell. For a given mushy cell, n, having at least one neigh-
boring liquid cell, m, it consists of an integration over time
of a dendrite tip growth kinetics in all of its four <10>
directions, vn

<10>, thus defining four apexes Sn
<10> that

delimit a growing shape from its growing center, Gn (only
vn

[10] and Sn
[10] are shown for clarity). When the center of

a neighboring liquid cell, m, is entrapped in the growing
shape, its state index is switched to the mushy state, and
it starts to develop its own growing shape with the same
<10> directions in order to continue propagating the
dendritic grain envelope.
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through the extradendritic liquid phase, l. By
summing up gdn _’

d
n and gln _’

l
n, the equivalent

terms are obtained at the scale of the CA
model of the solute diffusion term in Eq 15,
div(glDl gradhwlil, computed by the FE model
and interpolated at cell n. The relative por-
tions, _’l

n and _’d
n, can be quantified by introdu-

cing a partition ratio for diffusion in the liquid,
eDl ¼ _’l

n= _’
d
n. The following correlation is pro-

posed as a function of the volume fraction of
the interdendritic liquid phase and the extra-
dendritic liquid phase: eDl ¼ gln=ðgln þ gdnÞ.
Hence, terms gdn _’

d
n and gln _’

l
n can be evaluated

from the solution of Eq 15. Finally, with Eq
8 to 12 and a local heat balance for cell n,
@<Hn>/@t = Cp @Tn/@t � �Hf@g

s
n=@t, a com-

plete system of differential equations is
obtained. A splitting scheme is applied to the
differential equations, together with a first-
order Taylor series. An iterative algorithm is
implemented to calculate the solution. More
details are available in Ref 34.
Application. Figure 7 presents the applica-

tion of direct modeling of the grain structure
to simulate the development of a single
equiaxed dendritic grain. It corresponds to the
same problem as the one presented in Fig. 5.
For symmetry reasons, the simulation domain
is limited to a quarter-disk geometry with axi-
symmetrical conditions with respect to its two
perpendicular rectilinear edges. A single grain
nucleation event is imposed at the corner of

the simulation domain. The grain is further
restricted to grow with a spherical shape, also
for comparison purposes. Thus, the value of
all the parameters already has been listed,
except for those added in the caption of Fig.
7. For instance, the primary and secondary den-
drite arm spacings are chosen equal to l1 = l2 =
20 � 10�6 m but have little influence in the pres-
ent set of the parameters because no solid diffu-
sion is assumed.
Figure 7 shows the model predictions when

the volume fraction of the mushy zone in the
droplet has reached 0.64. The triangular ele-
ments are displayed in Fig. 7(a), while the tem-
perature, the volume fraction of solid, and the
average solute composition are displayed in
Fig. 7(b) to (d), respectively. The location
where the fraction of solid drops to zero is
observable in Fig. 7(c). It compares favorably
with the position of the thick black line drawn
on top of the FE mesh in Fig. 7(a), the latter
being deduced from the CA simulation by
drawing the boundary between the growing
mushy cells and the liquid cells. Figure 7(d)
reveals the sudden increase of the average com-
position in the vicinity of the grain envelope,
due to the solute pileup in the liquid ahead of
the growth front. Comparison of Fig. 7(a) and
(d) thus gives an illustration of the method used
to adapt the FE mesh size. Figure 7(b) also
shows the temperature field inside the droplet.
The maximum temperature variation only

reaches a few degrees during the propagation
of the mushy zone and is localized at the grow-
ing interface. This is due to the release of the
latent heat at the grain envelope. The mushy
zone is actually remelting due to the recales-
cence taking place at its boundary (Ref 39).
Finally, as shown in Fig. 5(c), the present
model retrieves the final segregation profile pre-
dicted by Heringer et al. (Ref 39) as well as
time evolutions shown in Fig. 5(a) and (b) for
indirect modeling.
An advanced application of direct modeling

of the grain structure is illustrated in the follow-
ing example for the solidification of a Sn-10wt
%Pb alloy. The experimental setup is designed
for the study of segregation induced by thermo-
solutal buoyancy forces. It is largely inspired
from the previous work proposed by Hebditch
and Hunt (Ref 54). A parallelepiped geometry
is used with dimensions 10 � 6 � 1 cm3 and
is filled with a Sn-10wt%Pb alloy. The smallest
surfaces of the casting, that is, the two opposite
faces with dimension 6 � 1 cm2, are in contact
with temperature-controlled heat exchangers.
Their temperature changes are thus time depen-
dent by imposing either constant heating/cool-
ing rates or holding temperatures. All other
surfaces are made adiabatic, as explained in
detail in Ref 55.
The experiment proceeds by first melting the

ingot and maintaining it in a liquid state, with
sufficient time for temperature homogenization
at 250 �C (480 �F), which is monitored by an
array of thermocouples. A temperature gradient
of 200 Km�1 is then imposed through the liquid
by prescribing a heating rate and a temperature
plateau at 270 �C (518 �F) with the right-side
heat exchanger. After a holding period, an iden-
tical cooling rate of 0.03 K s�1 (0.05 �F s�1) is
imposed on both heat exchangers while main-
taining the initial 20 K (36 �F) temperature dif-
ference between the smallest faces of the
parallelepiped geometry, thus leading to solidi-
fication of the alloy. An array of 50 thermocou-
ples is used to record the temperature during
the experiment. It consists of five rows with ten
thermocouples, each thermocouple being dis-
tant from its neighbor by 1 cm in both the vertical
and horizontal directions. This grid of thermo-
couples is used to measure the evolution of
experimental temperature maps at the surface
of one of the 10 � 6 cm2 faces. Careful analysis
of the flow within the thickness of the ingot (1
cm) shows almost no temperature gradient in
the transverse direction. The temperature is thus
assumed uniform in the thickness. This assump-
tion is verified using a three-dimensional simu-
lation of the heat flow. Comparison of the grain
structure on the opposite large face of the ingot
also reveals minor differences, as shown in Fig.
8(a). In addition to the in situ measurement of
the temperature maps, the average concentra-
tion of lead has been measured in the as-solidi-
fied sample using the same grid (Ref 55). The
50 values collected are then used to plot the
final average lead concentration, as shown in
Fig. 8(b).

Fig. 7 Direct modeling of solidification of a single equiaxed grain using the cellular automaton (CA) method coupled
with the finite-element (FE) method is a refinement of the indirect modeling approach (Fig. 5). Integration over

time on the geometrical CA grid of kinetics laws for nucleation and growth permits topological description of the
development of the grain envelope. The latter is thus made of an assembly of interconnected CA cells in a mushy
state. Advantages with respect to indirect modeling are direct access to the grain structure, a numerically computed
composition field inside and outside the grain envelope, and no requirement for an a priori shape of the grain
(Fig. 8), possibly accounting for the crystallographic orientation of the grains. The same system as in Fig. 5 is used.
Simulation is carried out using an axisymmetrical coordinate representation of a spherical domain. The present
drawing shows (a) the FE mesh and the CA growth front (thick black line), (b) the temperature field, (c) the volume
fraction of solid phase, and (d) the average composition field. CA cell size: 10 � 10�6 m; minimum FE mesh: 30 �
10�6 m; maximum FE mesh: 200 � 10�6 m; objective relative error on <w>: 10�4
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A two-dimensional Cartesian CAFE simula-
tion has been performed, the results of which
are presented in Fig. 8. Values for the para-
meters and materials properties are available
in Ref 56. Unlike previous simulations pre-
sented in this article, segregation is caused
mainly by thermosolutal convection. This
means that advection terms are added in the
conservation Eq 14 and 15 (Ref 37, 46). Upon
solidification, the liquid is cooled down and
enriched with lead, thus generating buoyancy
forces caused by the density variation with

temperature and composition. Note that the
calculation still considers diffusion in both
the solid and liquid phases, although these
effects are not the main mechanisms to
explain the final segregation map shown in
Fig. 8. Similarities exist with the simulated
segregation in other tin-lead alloys (Ref 57)
and gallium-indium alloys (Ref 58) also using
rectangular castings. Unlike previous alumi-
num-silicon alloys, properties are not well
known for tin-lead alloys. Comparison
between measurement and simulation could

only be reached by adjusting the thermal
expansion coefficient.
The simulated grain structure shown in Fig. 8

(a) appears much coarser than the experimental
grain structure. The main reason for this differ-
ence is the absence of grain sedimentation in
the present simulation. In the simulated grain
structure, after nucleation in the undercooled
liquid, grains remain fixed in space and can
only grow. This was already shown to be a pri-
mary limitation if one wishes to compare grain
structure and segregation (Ref 57).
An interesting feature is the peculiar shape of

the grains that are seen at the bottom part of the
ingot. These grains were not nucleated at themold
wall but grew from the inside of the casting
toward the mold wall. The reason is understood
easily when considering the average composition
map shown in Fig. 8(b). A large zone enriched in
lead forms at the bottom part of the ingot, which is
seen in both the experimental and simulation
results. This zone is the last to solidify because
the local liquidus temperature is lower. Conse-
quently, this pocket of liquid is solidified by
growth of existing grains from the inside of the
ingot toward the bottom, explaining the elongated
shape of the grains in this area.

Model Comparison and Summary

Table 1 presents a partial summary of the
main inputs and outputs of the three modeling
approaches presented in this article, so that the
methods can be compared concisely. As imme-
diately seen in the table, the fewer the inputs,
the larger the output, and vice versa. Direct
modeling of the dendritic structure is thus, in
principle, preferred. However, applying it to
casting is totally out of reach because of the
required computational resources, thus fully
justifying the other modeling approaches.
Direct modeling of the dendritic structure

based on the level-set method is shown to

Fig. 8 CAFE predictions (Ref 56) versus measurements (Ref 20) of the final distributions of (a) the grain structure and
(b) the lead composition (labeled in wt%) on solidification of a Sn-10wt%Pb alloy in a 10 cm wide � 6 cm

high � 1 cm thick rectangular cavity. Heat extraction only takes place from the left-side, vertical limit of the domain;
all other boundaries are insulated. Upon cooling and solidification, buoyancy forces act on the melt due to density
variation of the liquid phase with temperature and lead concentration. As a result, the mushy zone forming from the
left side of the casting is washed away by a solute-driven, counterclockwise, natural convection flow, thus forming
the final segregation pattern shown. The size of the representation in (b) corresponds to that of the dashed boxes
displayed in (a).

Table 1 Comparison of the main inputs/outputs, approximations, numerical methods, kinetics laws, and applications for the three
approaches to modeling of dendritic grain solidification presented in this article

Modeling approach Dendritic structure Direct grain structure Indirect grain structure

Domain size, m 10�6 to10�3 10�4 to10�1 10�3 to1
Solidification time, s 10�3 to102 10�1 to104 1 to106

Methods(a) Level set Cellular automaton Global averaging
Inputs Material properties Material properties Material properties

Nucleation kinetics Nucleation kinetics Nucleation kinetics
Crystal orientation Crystal orientation Growth kinetics for the mushy zone/liquid boundary
Distribution of phases within the interface
thickness

Dendrite tip growth kinetics for the mushy zone/liquid
boundary

Diffusion length and area concentration for mass exchange at
the phases interface

Diffusion length and area concentration for mass
exchanges at interfaces and boundaries

Grain envelope morphology

Outputs Space distribution (morphology) of phases Space distribution of the mushy zone and of its internal
fraction of phases

Space distribution of the mushy zone

Space distribution of crystal orientation
and possible texture for a few grains

Space distribution of crystal orientation and possible
texture for a large population of grains

Internal average fraction of phases within the mushy zone

Space distribution of species in phases Space distribution of species in the liquid and in the
mushy zone

Space distribution of species in the liquid

Space distribution of temperature Space distribution of temperature Internal average composition of species within the mushy zone
Kinetics of the phase transformation
(including dendrite tip growth kinetics)

(a) Presented in this article (see text for references to other methods)
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capture the development of a solid-liquid
interface. As a consequence, it provides infor-
mation, as illustrated in Fig. 3—composition
and temperature fields in each phase, and
kinetics everywhere at the solid-liquid inter-
face. The latter means that not only is the den-
drite tip growth computed but also the
coarsening of the dendritic structure. The tex-
ture of a grain structure when the development
of several grains is considered can also be pre-
dicted, as described in the article “Formation
of Microstructures, Grain Textures, and
Defects during Solidification” in this Volume.
With such a detailed approach, the dynamic of
a mushy zone could, in principle, also be
extracted. However, it usually is not done for
computational time reasons. The main draw-
back of such an approach is the difficulty of
dealing with the scale of cast parts. For this
reason, alternative methods have been
developed.
Direct modeling of the grain structure is

presented using a cellular automaton approach.
The objective is not to model the dendritic
structure anymore but rather the development
of the grain envelope, that is, of the mushy
zone/liquid boundary. The solid-liquid inter-
face is not directly modeled; thus, another
model is required to compute the growth
velocity of the grain envelopes. This is possi-
ble by using approximate dendrite tip kinetics
models, which has been well developed in
the literature. Similarly, because the topologi-
cal description of the solid phase in the mushy
zone is not made, an average fraction of the
phases must be determined. This is done by
considering segregation models based on mass
balances at interfaces, requiring approxima-
tions with respect to the diffusion profile in
each phase. Similarly, only the average com-
positions in each phase of the mushy zone
are predicted. Typical outputs have been pre-
sented in Fig. 7 and 8. As is further developed
in the article “Formation of Microstructures,
Grain Textures, and Defects during Solidifica-
tion” in this Volume, application to an entire
cast part is possible. It is still limited to
small-volume castings.
Averaging can be applied at the scale of a

grain. This indirect modeling approach requires
assuming an a priori grain morphology. While
the outputs of indirect approaches do not
directly give access to a grain structure, maps
of average grain size can be shown. The grain
structure can be quantitatively calculated with
indirect modeling and compared with direct
modeling of the grain structure, as shown in
Fig. 5. Comparison with direct modeling of
the dendritic structure remains qualitative, how-
ever, with the latter still requiring too much
computational resources to reach that scale in
a quantitative way.
Reading the article “Formation of Microstruc-

tures, Grain Textures, andDefects during Solidifi-
cation” in this Volume and “Direct Modeling of
Structure Formation” in Casting, Volume 15
of ASM Handbook (Ref 59), is recommended for

further examples and comparison of modeling
methods for the prediction of solidification
structures.
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A. Roósz et al., Ed., Trans Tech
Publications

57. G. Guillemot, Ch.-A. Gandin, and H. Com-
beau, ISIJ Int., Vol 46, 2006, p 880

58. G. Guillemot, Ch.-A. Gandin, and
M.Bellet, J. Cryst. Growth, Vol 303,
2007, p 58

59. Ch.-A. Gandin and I. Steinback, Direct
Modeling of Structure Formation, Casting,
Vol 15, ASM Handbook, ASM Interna-
tional, 2008

Modeling of Dendritic Grain Solidification / 239

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



Modeling of Laser-Additive
Manufacturing Processes
Anil Chaudhary, Applied Optimization, Inc.

ADDITIVE MANUFACTURING produces
change in the shape of a substrate by adding
material progressively. This addition of material
can be as a solid, liquid, or a mixture thereof. For
example, in laser and electron beam deposition,
the incoming material can be powder or wire,
which is melted by the energy of the beam. The
material enters into a melt pool, which solidifies
to fuse with the substrate when the beam moves
away. In spray forming, a thin stream of molten
metal is broken into droplets by gas jets, which
impinge on the substrate in a semisolid state,
solidify fully, and bond. In ultrasonic-additive
manufacturing, the material is added as solid.
The force and vibration caused by the ultrasonic
energy causes the new material to fuse with the
substrate. A common feature of these processes
is that, at any time, the joining of new material
occurs over a region that is small compared to
the substrate dimensions. This region moves in
tandem with the input energy source. Within this
region, the substrate and the material deposit
experience intensely nonlinear thermal and
mechanical behavior. Control of this behavior
to within a desired thermomechanical window
is fundamental to defect-free additive
manufacturing. Online closed-loop control is
increasingly being used for this purpose. It tunes
the process parameters in real-time on the basis
of thermal imaging data. However, there is a
physical limit to which online control can correct
the process, because the material temperatures
cannot be changed instantaneously, and timely
initiation of corrective action to avoid incipient
flaws may not always be possible. Process simu-
lation is fundamental to overcome this limita-
tion. It is useful to discover a feasible process
path a priori, which can then be monitored and
controlled in situ. Also, the process may be
designed to be robust with respect to perturba-
tions in material and process parameters, such
that the 100th deposit is the same as the first
one. This is the basic theme for the process sim-
ulation procedures in this article. The concepts
are described by considering laser deposition as
an example. Modeling and simulation of other
additive manufacturing processes (e.g., electron

beam and spray forming processes) are briefly
reviewed relative to modeling of laser-additive
processes.

Laser Deposition

Laser deposition manifests a collection of ther-
momechanical phenomena that are driven by the
interaction between the laser energy, additive
material, and the substrate. Their occurrence is
intense in a small region in the proximity of the
laser, and it is milder elsewhere. Some of the phe-
nomena are unique to laser deposition (e.g., pow-
der flow driven by the gas, convective flow in the
melt pool), while others are similar to traditional
manufacturing processes. Thus, to simulate laser
deposition is to orchestrate multiple simulation
components automatically such that each compo-
nent emulates a single aspect of the laser deposi-
tion physics. There is a significant body of
literature on such individual simulation methods
and components. There are detailed, intricate
methods reported in the literature that delve deep
into the physics and can require input data on
material constitutive properties that are not read-
ily available. There also are methods that make
simplifying assumptions on the material and/or
process behavior and provide a quicker, rougher
result. A rule of thumb is to choose a simulation
method for which the required input data are
either available, can be generated, or calibrated
at the desired level of accuracy. Datum that is
essential to the simulation yet not easily available
is the temperature dependence of laser absorp-
tance. Indeed, the error in the simulation is pro-
portional to the error in these data. Thus, the
following description includes a method to cali-
brate laser absorptance and a process simulation
that requires thermophysical property data that
are commonly available. These methods aid in
problem solving in a way that the time and
expense needed for the simulation and the fidelity
of its answers is on par with the level of accuracy
that is commonly attainable in the process-moni-
toring sensors, and its return-on-investment calcu-
lation is simple.

The addition (or deposition) of material on a
substrate is performed in accordance with a path
specified in computer-aided design. At the start
of deposit, the substrate is at ambient tempera-
ture. The substrate temperature rises as material
continues to be deposited. This increase in tem-
perature depends on the thickness andheat capac-
ity of the substrate material. For a thin substrate,
if the beam energy is kept constant, the melt pool
size can increase progressively. This is undesir-
able because it changes the solidification condi-
tions significantly in the deposit from one
location to another and can increase variability
in the microstructure and mechanical properties.
A larger melt pool also causes deeper remelting
in the preceding layer and higher temperature
oscillations in the lower layers. This affects the
distribution and character of the residual stresses
and the solid-state microstructure transforma-
tions in the lower layers. Occurrence of such var-
iable melt pool conditions gives rise to several
hard-to-answer questions. How and where are
the test samples chosen to characterize the
deposit material? How much of the testing must
be repeated for a different deposit and substrate?
How are confidence intervals established? How
is the material qualified? The use of simulation
minimizes such questions by creating the ability
to predict the process parameters that result in
consistent solidification conditions. These condi-
tions are a function of numerous factors, such as
the deposit path and geometry, substrate geome-
try, material thermophysical properties, additive
process parameters, and so on. Process simula-
tion can unravel the confounding of these factors
and illuminate a feasible solution.

Fundamentals of Process Modeling

The principal thermomechanical phenomena
during the laser deposition process are:

� Absorption of laser radiation
� Heat conduction, convection, and phase

change
� Elastic-plastic deformation
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The absorption of laser radiation drives the heat
transfer, which in turn results in residual stress
and deformations. The governing equations of
thermal and mechanical phenomena are univer-
sal; only their application is different in ways that
are manifested by the initial and boundary condi-
tions during laser deposition. These boundary
conditions are governed by the process para-
meters (Fig. 1). In general, they change with time
no matter if the model was developed in a fixed or
moving reference frame (i.e., if the model was
Lagrangian or Eulerian), because the laser moves
and mass is added on a path that traces the desired
deposition geometry on a substrate that can be of
any shape. This makes it difficult to obtain exact
analytical solutions for thermomechanical phe-
nomena in laser deposition.

Modeling of Laser Energy Absorption

Fundamentals of modeling of laser energy
absorption are at the heart of process modeling.
It governs how fast a given laser can travel
without compromising the balance between
the competing thermal and mechanical phe-
nomena in a way that results in relatively
steady-state melt pool conditions, irrespective
of the location in the deposit. A thermal balance
is attained when the absorbed laser energy is
apportioned between the additive material and
the wetting depth on the substrate, such that
both reach the desired melt pool temperature
simultaneously. A certain percentage of energy
is conducted away in the substrate when the
wetting depth is generated. This energy blends
with the energy from the previously solidified
deposit. Upon combining both, a mechanical
balance is attained when the thermal gradients

in the solidifying deposit and around it in the
substrate are such that the material plastic
deformation and the resulting residual stresses
are maintained below acceptable limits.
Absorptance is the complement of reflec-

tance. It is a measure of interaction between
the laser beam photons and the free and bound
electrons in the irradiated surface materials.
This interaction results in heat generation in a
very thin surface layer. Typically, absorptance
increases with the surface material temperature
and its roughness. It decreases with the laser
wavelength. Consequently, absorptance is diffi-
cult to measure accurately. Four examples of
the difficulty are as follows:

� When a laser is incident on a rough surface,
a part of the reflected energy is trapped by
the surface asperities, which results in a
higher value of absorptance.

� When a laser is incident upon a cluster of
powder particles, the energy incident on
each particle is partly absorbed, and the bal-
ance is reflected or scattered. This energy is
intercepted by particles in the vicinity, and
the process repeats until such time that the
scattered energy escapes away from the sub-
strate and the additive material. This results
in a higher value of absorptance.

� The re-reflection also occurs between the
substrate surface and the powder particles.
The laser spot is occluded by the particles
in the power jet prior to reaching the sub-
strate surface. A part of the laser energy is
reflected by the substrate, which is inter-
cepted by the powder jet particles. The pro-
cess repeats until the reflected energy
escapes the deposit region.

� When material absorbs laser energy, its tem-
perature rises, which increases absorptance.
Thus, absorption measurement data need care-
ful deconvolution to solve for absorptance.

The controlling parameter for heat flow is the
net rate of energy input, which equals the product
of laser power and net absorptance. The power
input per unit area, or the power density, is the
ratio of this net rate of energy input to the area
swept by the laser spot per second (i.e., the prod-
uct of laser spot diameter and travel speed). The
power density value must be tuned to match the
process parameters for powder and substrate
(Fig. 1). This is because the timing of temperature
rise for the substrate and powder material must
match each other, such that the molten material
can blend together consistently. This is attained
when the heating of the powder material prior to
reaching the substrate complements the substrate
wetting depth, its area, and superheat. This
involves a chain of synchronized events. Specifi-
cally, the powder particles plunge into a super-
heated molten metal wetting pool. The mass flux
of the plunging powder is the feed rate. Upon
plunge, the particles melt and blend into the pool.
This lowers the superheat of the molten metal just
as it creates a melt pool bead that rises above the
substrate. The time it takes to create a melt pool
bead of desired size, thickness, and a (lower)
superheat temperature is less than or equal to the
time it takes for the laser to travel a distance equal
to its spot diameter. All of these are nonlinear
thermal phenomena for which no analytical solu-
tions are available that take into account all of
the nonlinearities. Nevertheless, the classical
Rosenthal solution has proven to be highly useful
for preliminary modeling of laser deposition.

Rosenthal Solution

This solution expresses the temperature dis-
tribution in the substrate due to a moving point
heat source. In laser deposition, the heat source
is the net rate of energy input by the laser. The
solution assumes that the material properties
are independent of temperature and there is no
phase change. Because there is phase change,
it is used by making two substitutions. First,
the material properties are chosen at the tem-
perature of primary interest. For melt pool anal-
ysis, it is the melting temperature. For
determination of temperatures that would be
used for residual-stress calculations, it is a frac-
tion of the melting temperature. Second, the
solution is used in its nondimensional form
(Ref 1–6). The use of such a nondimensional
solution is of fundamental importance because
it allows reuse of experimental observations
data from one set of process parameters to
another set under the conditions of dynamic
similarity. In other words, it becomes feasible
to perform subscale testing of a process. The
subscale process is chosen such that the ratio
of heat flux values at the corresponding loca-
tions in the two processes is constant. Three
variations on the fundamental solution byFig. 1 Schematic of the components, parameters, and outcome of a laser deposition process
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Rosenthal are given in the following sections
(Fig. 2). The first is for an infinitely thick and
wide substrate (i.e., a half-space). The second
is for a thin substrate of infinite width (i.e., a
thin plate). The third is for an infinitely thick
substrate of a small width (i.e., a thin wall).
All three solutions can be computed in a stan-
dard spreadsheet program and are very useful
for a first-cut simulation.
Thick-Plate Solution. The nondimensional

temperature distribution in an infinitely thick
plate subjected to a moving heat source of con-
stant velocity is given by (Ref 2, 6):

2pT� ¼ 1

R� exp �ðx� þ R�Þ=2½ �

T� ¼ ak
fPU

ðT � T0Þ

x� ¼ xU

a
y� ¼ yU

a
z� ¼ zU

a

R� ¼ x�
2 þ y�

2 þ z�
2

� �1=2

where T0 is the ambient temperature of the
substrate, T is the substrate temperature at
position (x, y, z), P is the laser power, U is
the laser velocity, f is the fraction of the laser
energy absorbed by the substrate, a is the

thermal diffusivity, k is the thermal conductiv-
ity, T* is the dimensionless temperature, (x*,
y*, z*) are the dimensionless coordinates, and
R* is the dimensionless distance. The laser
position is at the origin, and it travels along
the +x-direction.
Thin-Plate Solution. The nondimensional

temperature distribution in a thin plate sub-
jected to a moving heat source of constant
velocity is given as follows (Ref 2):

2pT� ¼ expð�x�=2ÞK0ðR�=2Þ
T� ¼ tk

fP
ðT � T0Þ

R� ¼ x�
2 þ y�

2
� �1=2

where t is the plate thickness, and K0 is the
Bessel function of the second kind and zero
order. Note that the expressions for the dimen-
sionless temperature and distance are different
from the case of a thick plate. The laser posi-
tion is at the origin, and it travels along the
+x-direction.
Thin-Wall Solution. The nondimensional

temperature distribution in a thin wall subjected
to a moving heat source of constant velocity is
given as follows (Ref 6):

2pT� ¼ expð�x�=2ÞK0ðR�=2Þ
T� ¼ wk

fP
ðT � T0Þ

R� ¼ x�
2 þ z�

2
� �1=2

where w is the wall thickness. The laser posi-
tion is at the origin, and it travels along the
+x-direction. Note that the dimensionless tem-
perature and distance are defined differently
than the previous two cases. Three ways in
which these Rosenthal solutions can be used
are described next.
A first way is to set the value of parameter f

equal to the net absorptance. The solution then
provides the temperature distribution as a func-
tion of position. Because it does not include the
latent heat effect, the region where the temper-
ature is below the melting point is closer to the
real answer. The locus of all points where the
temperature equals the melting temperature is
postulated as the boundary of the melting pool
(Ref 6). This is a useful approximation because
it provides a quick calculation of melt pool size
as a function of the process parameters, using a
spreadsheet program and making a graph of
temperature versus distance. The values of tem-
perature inside the melt pool will be higher than
the melting temperature. An estimate of the
melt pool temperature can be obtained by cor-
recting the mean temperature of the melt pool
given by the Rosenthal solution to account for
latent heat.
A second way is useful in order to choose a

feed rate for the additive material. An adiabatic
estimate for the energy required to melt the
additive material equals the energy needed to
raise its temperature to the melting temperature
plus the latent heat. The rate of energy input
required to melt the additive material is sub-
tracted from the net energy that will be input
by the laser (i.e., the product of the laser power
and net absorptance). The value of fP is then set
equal to the energy that creates a melt pool
within the substrate material. Once again, the
size and depth of this melt pool can be com-
puted using the Rosenthal solution. This is the
wetting melt pool. The feed rate of the additive
material can be adjusted such that a desired
depth of wetting is attained.
A third way is to make use of the nondimen-

sional form of this solution. For example, in
case of thick plates, for any two processes that
have the same value of the product fPU, the
dimensionless temperature is the same. This
allows transformation of the temperature con-
tours from one process to another, using the for-
mulae for dimensionless coordinates. Also, the
dimensionless temperature is proportional to
the temperature change above the ambient sub-
strate temperature. This is relevant for the situ-
ation when there are repeated passes of laser
deposition, which cause the ambient substrate
temperature to rise progressively. If this rise is
measured with a pyrometer, the Rosenthal solu-
tion can be used to determine the reduced
values of laser power needed to maintain

Fig. 2 Substrate geometry in the three variations of the Rosenthal solution. (a) Thick plate. (b) Thin plate. (c) Thin wall
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consistent melt pool size through the multiple
layers of the deposit.
Due to a variety of nonlinearities that are

present in the laser deposition process, the
computational mechanics-based methods are a
mainstay of its process modeling. These meth-
ods can be based on either the finite-element
method or the finite-volume method. They
may be formulated in a fixed or moving coordi-
nate frame. The fundamental formulation of
these methods remains unchanged from that in
the modeling of more traditional processes,
except that they account for the continuous
change in the boundary conditions and the
corresponding interweaving of thermal and
mechanical phenomena. They use automated
updating of the analysis model as the additive
material continues to be deposited. Indeed, if
any of these automated techniques were absent,
the modeling of laser deposition would be
impractical. The computational methods pro-
vide detailed information on the evolution of
temperature, residual stress, and distortion at
every location in the part. These data serve as
input for the modeling of microstructure and
defect generation, as described in the following
sections.

Fundamentals of Modeling
Microstructure

Consistency of microstructure between the
substrate and the deposit is fundamental in laser
deposition. In this regard, the temperature gra-
dient, G, and solidification velocity, R, at the
onset of solidification are the two most impor-
tant parameters. Their product equals the solid-
ification cooling rate. The G and R parameters
govern the character of grain morphology, grain
size, and texture upon solidification (Ref 7).
The postsolidification cooling rate controls the
character of fine-scale microstructure. A more
detailed evolution of microstructure during
and after solidification can be modeled using
methods such as Monte Carlo simulations, cel-
lular automata, and phase-field simulation. The
effect of G and R on the process outcome is fre-
quently represented as a processing map, and
the simulation results are superimposed on this
map to predict the microstructure characteris-
tics. In this regard, the nondimensional
Rosenthal solution is used for initial modeling
of microstructure. The G and R parameters are
computed using the Rosenthal solution in
accordance with the process parameters, and
their values are interpreted using the processing
maps (Ref 5, 6, 8). This is beneficial for nar-
rowing the choice of process parameters that
can result in a desired microstructure.
Microstructure modeling in laser deposition

is similar to predicting microstructure upon
multiple-pass welding (Ref 9). The welding
joins two pieces using multiple passes by a heat
source that also adds (i.e., fills) material
between the two pieces. Each pass causes a
thermal cycle in the adjoining material, and its

cumulative effect is manifested in the micro-
structure. In laser deposition, multiple layers
are deposited atop the substrate, and each layer
causes a thermal cycle in the adjoining layers
below. In the initial layers, the melt pool ther-
mal energy can diffuse into the substrate, which
acts as an efficient heat sink due to its size. As
the deposit is built up, the new layer is further
removed from the substrate, and the diffusion
of thermal energy is slower. This reduces the
solidification cooling rate. Process simulation
is used to predict the thermal cycling, and these
data are used for microstructure prediction.

Fundamentals of Modeling Defect
Generation

Modeling defect generation in laser deposi-
tion is similar to prediction of defects in cast-
ing. The primary defects in laser deposition
are lack of fusion, shrinkage, porosity, and
cracking. They can be compared with weld-line
defect, shrinkage, porosity, and cracking
defects in casting, respectively, as described
next. Consequently, modeling defect generation
in laser deposition draws upon the corres-
ponding techniques in casting simulation.
A weld-line defect in casting occurs when

two free surfaces meet during mold filling,
and the liquid metal temperature of the two sur-
faces is inadequate to allow formation of a
complete bond between them. Similarly, the
lack-of-fusion defect occurs when the laser
energy is insufficient to melt the incoming
material, melt a small thickness of the substrate,
and create sufficient superheat in the resulting
melt pool to allow a liquid flow front as the
new material joins with the previous deposit
and/or the substrate. This can be a transient
occurrence that results from local geometry
and temperature conditions, such as in the case
of a complex multilayer deposit whose seams
blend into each other. The propensity for a
lack-of-fusion defect can be predicted by track-
ing the superheat of the melt pool, depth of
melting of the substrate, and the time it takes
for the melt pool material to reach the solidus
temperature as the laser moves away.
Shrinkage defects in casting are a result of

competing phenomena, such as progress of the
solidification front, feeding of liquid metal,
and deformation of the solidified material. In
general, shrinkage of the liquid phase must be
compensated, and thus, the last region to solid-
ify is the probable location for occurrence of
shrinkage defects. Gas porosity defects occur
due to entrapped and dissolved gases. In laser
deposition, solidification occurs rapidly, and
an isolated internal region in the melt pool can
be enclosed such that it solidifies last and
results in shrinkage porosity. It also can occur
in cases of deposits with overlapping layers.
Porosity can occur when the material in the
new layer must blend and bond fully with the
previous layers. Gas porosity can occur when
the laser deposit is performed in the presence

of process gases, which are used to control the
solidification rate of the new deposit. The pro-
cess gases can be entrapped due to melt pool
dynamics and deposit geometry. The propensity
for occurrence of these defects can be predicted
from postprocessing of temperature data from
process simulation.
Cracking in casting originates from nonuni-

form cooling and the resulting development of a
thermo-elastic-plastic stress state in the material
because it cannot freely contract upon solidifica-
tion. Cracking occurs if the stress level exceeds
the material ultimate tensile strength. Hot tearing
are cracks that occur during solidification. Cold
cracks occur after the completion of solidification.
The occurrence of cracking in laser deposition has
the same origin. There is nonuniform, constrained
cooling because the melt pool is a small region
and the adjoining substrate is solid. The propen-
sity of occurrence of cracking can be predicted
by postprocessing the thermal and stress data from
process simulation.

Input Data for Modeling and
Simulation

Description of Required Data

Four sets of data are needed, namely, material
constitutive data, solid model, initial and bound-
ary conditions, and laser deposition process para-
meters. These are described in the following.
Material Constitutive Data. Three types of

data are needed:

� Laser absorptance as a function of
temperature

� Thermophysical properties of the additive
material and substrate from room tempera-
ture to the melt pool superheat temperature

� Constitutive model for the elastic-plastic
deformation behavior of the additive mate-
rial and substrate from room temperature to
the mushy zone temperature

Thermophysical data and constitutive models
are available in the technical literature. The
absorptance data, however, are rarely availa-
ble as a function of temperature, and it must
be generated. Thus, a sample procedure is
described in the following.
This procedure uses an insulated cylinder

with an axial hole (Fig. 3). The cylinder is
made of the substrate material, and the axial
hole is for powder placement. The axial hole
has a hemispherical bottom. Figure 3(a) shows
the geometry, which is expressed in terms of
the radius of the axial hole. The cylinder is
instrumented with three thermocouples, which
are located midway through the wall thickness.
Figure 3(b) shows the experimental setup dur-
ing irradiation. The cylinder is wrapped in insu-
lation, except at the opening of the axial hole.
A measured mass of powder is placed in the
axial hole, and a graphite mask with a same-
sized hole in the center is placed on top of the
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cylinder. The powder is then irradiated by the
laser for a measured duration of time, and the
temperature data at the three thermocouples
are logged. All thermocouples register the same
temperature at the beginning, but upon irradia-
tion, the temperatures become different. When
the irradiation is completed, the graphite mask
is replaced with insulation (Fig. 3c). The collec-
tion of thermocouple data is continued until
such time that all thermocouples register the
same temperature. This occurs because the
trapped energy diffuses into the cylinder by
conduction to equalize the temperature at all
thermocouples. The total energy absorbed is
then equal to the energy needed to raise the
temperature of the cylinder and the powder
from its initial value to its final value.
This procedure seeks to create an adiabatic

system that traps the absorbed energy. The
diameter of the axial hole is a few percent
larger than the laser spot size. The graphite
mask is to allow the laser spot to irradiate only
the cross section of the axial hole. When no
powder is placed, the absorptance value is for
the substrate material. The temperature depen-
dence of this absorptance can be determined
by progressively increasing the duration of irra-
diation. A lower-power laser may be used for
this purpose to avoid vaporization of the sur-
face material for longer durations of irradiation.
Similar experiments can be performed with
powder placed in the hole.
The temperature dependence of absorptance

is determined using a small number of such
experiments. The duration of irradiation is pro-
gressively increased so that a higher tempera-
ture is reached in the powder or substrate
material surface in each experiment compared
to the previous one. The data are used to deter-
mine the absorptance in three steps:

1. The total energy absorbed in each experi-
ment is known from the thermocouple data.
Create a graph of values for the total energy
absorbed versus the duration of irradiation,
and fit a polynomial curve through the
points. This may be done using a standard
spreadsheet program. The slope of this poly-
nomial curve is equal to the absorption heat
flux, which is a function of time. The ratio

of absorption heat flux to laser power is
absorptance, which now becomes known as
a function of time.

2. It is necessary to determine the temperature
reached upon irradiation for each experi-
ment. To this end, build a computer model
of the cylinder and the additive material.
Use the absorption heat flux versus time as
the thermal loading, and perform a heat-
transfer simulation. Postprocess the results
to generate the values of temperature at the
irradiated surface versus time.

3. In the table of data for absorptance versus
time, use the computed value of irradiated
surface temperature in place of time for each
data point. This creates data for the tempera-
ture dependence of absorptance.

Solid Model. The solid model for laser depo-
sition is different from the traditional
manufacturing processes in that it must have
the ability to represent the incremental addition
of the deposit material. Its definition depends
on whether it is to be used for a simulation that
makes use of a fixed mesh or one that makes
use of a moving mesh. For a fixed-mesh simula-
tion, the solid model includes the substrate and
the completed deposit as input. The actual,
accumulated deposit shape is computed during
simulation, and the geometry “fills up” with
material as the process continues. In the case
of a moving-mesh simulation, the solid model
begins as a substrate model, and it is progres-
sively augmented as deposit is continued. In
either case, the solid model definition is supple-
mented by information on the deposit sequence.
Initial and Boundary Conditions. Accurate

specification of initial and boundary conditions
is necessary in order to obtain a correct solu-
tion. This is an involved, intricate process that
is typically automated in the modern software
so that it is transparent to the user. The intri-
cacy occurs because the process parameters
manifest themselves as additional time-depen-
dent boundary conditions.
Typically, the initial conditions consist of the

specification of the ambient temperatures of the
environment, substrate, and powder. Thermal
boundary conditions include the convection
and radiation heat loss to the environment and

the moving heat source due to the laser. How-
ever, as the deposit is continued, the old bound-
ary conditions become annihilated on the
substrate surface that gets covered by the new
deposit. Specifically, three salient changes take
effect:

� A new, internal heat flux condition is created
on this covered substrate surface due to the
energy delivered by the laser to the
substrate.

� New boundary conditions come into exis-
tence on the boundary of the new deposit
material for the heat loss to the environment.

� The initial temperature of the incoming
powder is computed based on the absorbed
energy that is apportioned to the powder.
These changes occur continuously and in
tandem with the laser path.

The setting of mechanical boundary condi-
tions can also be quite challenging. This is
because the substrate is typically placed onto a
table and not clamped. Ideally, this can be spe-
cified as a contact boundary condition between
the bottom of the substrate and the table. A con-
tact boundary condition is where the contact
forces can only be compressive. This means
that if the substrate warps upon deposition, a
part of the substrate resting on the table can lift
off. However, it is unknown if or where the
substrate could lift off. Thus, the mechanical
boundary conditions are commonly specified
as a clamping condition on the edges, which
means that the contact force can be compres-
sive or tensile. Care must be taken so that the
mechanical boundary conditions do not impede
substrate distortion due to an artificial clamping
constraint.
Process Parameters. The selection of pro-

cess parameter values that merit further evalua-
tion with a detailed simulation is performed
using processing maps. This is an invaluable
step because it minimizes the simulation effort.
This is described in the next section.

Simulation of Additive
Manufacturing

The purpose of simulation is to reduce trial
and error and thereby reduce cost. Any error
that occurs late in the additive manufacturing
process is difficult to debug by trial and error.
This is because its occurrence is a culmination
of the sequence of thermomechanical events
that have occurred prior to reaching that state.
To fix the error, it is necessary to roll back the
process in time as far as needed and to make
an early change in the process parameters.
The merit of simulation is that it allows an
engineer to see this future in the computer. In
this regard, there are three aspects of simulation
described in the following:

� Simulation for initial selection of process
parameter setup: This is the use of

Fig. 3 (a) Cylinder with an axial hole. (b) Setup during irradiation. (c) Insulation on all sides to trap absorbed heat
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processing maps, which express the histori-
cal data on process success in terms of
dimensionless parameters, such as the
dimensionless beam power and travel speed
(Ref 10). The maps show regions in the non-
dimensional space where the process will
result in heating, melting, or vaporization
of the substrate or additive material. The
maps also superimpose on these regions the
contours of relevant parameters, such as the
constant energy density, wetting depth, and
so on, and delineate zones that are suited
for hardening, cladding, cutting, and so
forth. Maps are reported for a variety of
materials, and they are a trove of well-
organized historical knowledge. They can
be used to select the process parameters by
superimposing on them the parameter win-
dow that is feasible with the equipment to
be used for additive manufacturing. Process
parameters within that window that are suit-
able for deposition represent the available
choice. However, it is important to note that
the parameters change during the deposit,
and there must be sufficient flexibility such
that their values remain in the feasible win-
dow even as they are changed during the
process.

� Simulation for in situ process control: This
is the use of data from a thermal camera,
pyrometer, or thermocouple to adjust the
process parameters from one layer of deposit
to the next. Each layer of deposit changes
the ambient temperature of the substrate,
T0. This can be measured and used as input
to the nondimensional Rosenthal solution to
solve for new values of process parameters
that maintain the consistent size and temper-
ature of the melt pool. It is also useful to
determine if dwell time is necessary between
passes to attain a desired ambient tempera-
ture in the substrate prior to commencement
of the next pass.

� Simulation for ex situ process optimization:
This blends computational mechanics with
multidisciplinary optimization to emulate
the essence of in situ process control in the
computer. It is ex situ because it must be
performed in advance of the deposition due
to its computational needs. The “measure-
ments” are data in the thermomechanics
solution, which represents how the process
wants to evolve under its present parameter
setup (Ref 11–15). The “feedback” is the
correction computed by the optimization
solution, which represents how much the
parameter setup must change to conform to
a performance requirement specified by the
user (Ref 16, 17).

Computational mechanics simulation of laser
deposition consists of three principal thermo-
mechanical phenomena described in the funda-
mentals of process modeling. Among the
three, the mathematics for simulation of phase
change, heat conduction, and convection are
akin to simulation of solidification processes,

while that for elastic-plastic deformation is akin
to simulation of bulk deformation processes.
The mathematics for laser absorption comprise
calculations that are based on the analytical
geometry of occlusion and re-reflection of the
laser by the powder jet and the substrate (Ref
18). A challenge in the simulation is the repre-
sentation of time-evolving boundary conditions
and the accurate modeling of build height and
cross section in complex deposits. This is labo-
rious. Newly available simulations automate
boundary condition generation so that it is
transparent to the user. On the other hand, the
procedures for automated modeling of build
profile and build height in complex deposits
are current areas of active research. This is
because it is intricately tied to melt pool
dynamics and high-temperature material prop-
erties, both of which are difficult to character-
ize. The reported works on the subject to date
are limited to studies on simple, linear geome-
try of deposit.
Simulation of laser deposition is performed

step-by-step (Fig. 4). Each step represents a
small increment in time, △t. To begin, the ini-
tial conditions are given, and so the solution is
“known” at time zero. The first time step com-
putes the solution at time △t. The time value is
updated to △t, and the second step solves for
the solution at 2△t, and so on. Within each time
increment, temperature and deformation solu-
tions are obtained, commonly using a staggered
approach. This has three basic parts:

� The known values of deformations from the
preceding time increment are used to update
the substrate geometry. The laser position is
updated in accordance with its travel veloc-
ity and direction.

� A new increment of deposit is considered to
occur on the updated geometry. The mass of

this deposit is governed by the powder feed
rate. The deposit geometry is automatically
generated and merged with the substrate. A
first estimate of interaction between the laser
and the additive material increment is com-
puted using an analytical model. This pro-
vides a first-principles calculation for the
additive material temperature and the heat
flux apportioned to the substrate. Thermal
and mechanical boundary conditions are
updated to reflect the addition of deposit.

� The thermal solution is computed. The tem-
perature solution is used as initial conditions
for the deformation solution. For each solu-
tion, the governing equations are linearized
about the last known state of the process
and material, and the results are obtained
using a nonlinear iterative procedure. This
procedure repeats for every time increment.

A simulation may consist of hundreds of time
increments, depending on the type and extent
of the deposit. It has now become a practical,
worthwhile endeavor due to automation of the
deposit geometry generation and transfer of
boundary conditions from one time increment
to the next.
Consider a situation when a computational

mechanics solution determines that certain
desired performance criteria are not fulfilled
by the chosen set of process parameters. Exam-
ples of the performance criteria are permissible
range of wetting depth, melt pool size, melt
pool temperature, and so on. They represent
conditions that minimize the propensity of
defect generation while minimizing cost. In
analogy to defects, which are typically not per-
vasive but occur in isolated locations, a loss of
performance occurs locally in a few time incre-
ments. Knowing how to manually correct the
process parameters to mitigate the loss of

Fig. 4 Schematic of computational mechanics solution
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performance locally can be, in the least, a
tough, time-consuming, and error-prone activ-
ity. This is mitigated by the optimization com-
ponent of the solution, which monitors the
performance criteria in each time increment just
as they evolve and alters the process to mitigate
the loss conditions automatically. It seeks to
emulate the in situ process control in the com-
puter. It can be driven by a more complete set
of performance criteria than what is feasible in
an in situ process control. This is because an
optimization solution has access to the full flora
of results of the computed solution. On the con-
trary, in situ process control depends on the
sensor data, which, at best, can provide infor-
mation on the state of the material on the top
surface of the deposit.
Figure 5 illustrates the optimization proce-

dure. Central to this procedure is the specifica-
tion of a performance criterion. In Fig. 5, the
criterion is that the melt pool size and superheat
be within a specific range of values. This range
is defined based on a compilation of collective
knowledge and correlation of how melt pool size
and superheat will manifest themselves in terms
of material properties, defects, and so on. This
is at the heart of optimization, and indeed, it is
reported that developing a meaningful perfor-
mance criterion can take up to half the total effort
needed to optimize a process (Ref 17). Clearly,
while seeking to optimize one aspect of the pro-
cess, it is imperative that any other desirable
attributes of the current or known set of process
parameters not be adversely affected. This may
be constrained by issues such as scatter in the
material properties, equipment capability, pro-
duction throughput, cost of operations, and so
forth. Thus, due diligence in quantifying the
pluses and minuses of the chosen performance
criterion is essential. The criterion itself can be
specified in ways such as “the lower the better,”
“the higher the better,” or “nominal is best”
(Ref 16). For example, optimization of melt pool
size and superheat may be started as “nominal is
best.” The first principal stress component
caused by residual stresses is an example of
“the lower the better,” and so on.
The process simulation begins with user-spe-

cified process parameters and computes a solu-
tion for the first time increment. Acceptance of

this solution is conditional on it fulfilling the per-
formance criterion. If this were not the case, a
best guess for change in the process parameters
is determined using a variety of methods. For
example, it may use analytical solutions to proj-
ect the solution forward or backward. Or, it
may use a search-based technique, such as
golden section, steepest descent, orthogonal pro-
jection, and so on. The time increment is then re-
solved until the performance criterion can be ful-
filled. Such internal embedding of the optimiza-
tion loop is central to minimizing the hours in a
day that an engineer must expend to resolve pro-
cess challenges. Optimization is attained at the
expense of computer time, which can be included
into the process planning, such that it remains a
cost driver no longer but becomes a daemon that
pays for itself by contributing unforeseeable and
actionable information for process development
instead.
The optimization solution has a particularly

salient role during periods of increased tran-
sience of thermomechanical phenomena. Con-
sider, for example, a long line of deposit on a
thick substrate. At the beginning of deposit,
the substrate is cold, and the entire dynamics
of the melt pool must be initiated. The quasi-
steady state of deposit must be attained as
quickly as possible, so that the length of the
end tab, or the region of transient solidification
conditions, is minimized. Toward the end of the
line, the melt pool would be in a quasi-steady
state. Upon reaching the end, if the laser
reverses the travel direction, it will act upon a
hotter substrate than what it encountered during
its way forward. The laser power must be
reduced to maintain the consistency of the melt
pool conditions. This is archetypical optimiza-
tion. Similar examples abound in resolving the
ever-present challenge of control of distortions
caused by residual stresses. Candidate solutions
include alterations in the deposit path and gen-
erating a self-balancing state of residual stress
by making deposits on the top and bottom sides
of the substrate. These are a metaphor of the
classic problem of traveling salesman route
optimization. The desired end result is always
the same: consistency and robustness of deposit
and substrate materials in a way that the part
can be certified for service. In this regard, the

process simulation results serve as input to the
simulation of microstructure and texture, which
is addressed next.

Simulation of Microstructure and
Texture Evolution

The procedures for simulation of microstruc-
ture and texture evolution apply to laser deposi-
tion. Among these methods, the R- and G-based
microstructure prediction is of common interest
in many situations. The R and G values are
obtained by postprocessing the thermal solution,
which can be an analytical solution or a computa-
tionalmechanics solution. The two parameters are
related to microstructure by using processing
maps. For example, see Ref 8 for a Ti-6Al-4V
map. Because R and G are a function of the pro-
cess parameters, the processing-microstructure
relationships can be derived from these maps.
For example, see Ref 19 for such a map, which
was developed for single-crystal laser deposition
of superalloys.

Integration of Modeling and Simulation
with Design

A unique opportunity for integration of model-
ing and simulation (M&S) with design lies in the
ability ofM&S to streamline the component certi-
fication process, which relies on the material
strength specification and its confidence level.
Depending on the application, the A-, B-, or S-
basis material properties may be required. The
M&S can ensure consistency of deposit material
and point to locations where test samples may be
taken in order to span the complete range of con-
ditions that occur during additive manufacturing.
Indeed, ASTM International and the Society
of Manufacturing Engineers have partnered to
form the ASTM Committee F-42 on Additive
Manufacturing Technologies to develop additive
manufacturing technologies standards. One of its
goals is to allow manufacturers to better compare
and contrast the performance of different additive
processes. At a single-component level, the M&S
role is to quantify the similarities and differences
between the various choices for process para-
meters and help the components produced with
the chosen process attain certification.

Computational Mechanics and
Analytical Solutions

Examples of Multiple Concepts

Each of the following examples is presented
to illustrate one or more concepts. All computa-
tional mechanics solutions were obtained using
the SAMP software (Ref 20). It automates the
various components of additive manufacturing
simulation and solves for optimal process
parameter values that can result in consistent
solidification conditions for the melt pool mate-
rial. The analytical solutions were obtainedFig. 5 Ex situ control loop in the optimization solution
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using a Rosenthal solver that implements
the fundamental solution in a generalized man-
ner, such that it can account for the finite size
of the laser spot, heat sinks, and so on (Ref 21).
Single-Line, Multilayer Deposit on a Thick

Plate. The deposition conditions in this exam-
ple are similar to those reported in Ref 9, which
is a doctoral dissertation. One objective in the
dissertation work was to calibrate a thermal
model for certain existing Ti-6Al-4V deposits
for which only the microstructure data were
available. The question was to identify thermal
conditions that would result in the observed
microstructure. A solution was found using the
finite-difference method and by establishing a
correlation between the time-temperature his-
tory and the end microstructure. Because of
the detail to which the dissertation describes
this work, it is a good benchmark about which
process alterations may be explored, and their
effect on the results can be reconciled to create
a better understanding of the process.
The deposit comprises a single pass of laser

glazing followed by eight layers of deposit on a
thick substrate. In each pass, the laser travels in a
straight line from the aft end of the substrate to
its forward end. Upon reaching the forward end,
the laser reverses to the aft end. During the
reverse, its power is off. The resulting interpass
time is 20 s. The initial temperature of the sub-
strate and the environment temperature are 300
K. The process parameters are shown in Fig. 6.
The interface heat-transfer coefficient for free
convection to the environment is 25 W/m�2 �
K�1 and for forced convection to the process
gases is 100 W/m�2 � K�1. The laser absorptance
is 0.19. Or, the net power input by the laser for this
deposit is 19% of 13 kW, or 2.47 kW. This value
of absorptance is too low; it is used to be consis-
tent with Ref 9. A more typical value is 0.39.
Thus, the following results may be interpreted as
the material behavior for a process for which the
net power input is 2.47 kW. The emissivity for
solid- and liquid-phase materials is 0.63. The
powder efficiency is 100%.
Figure 7(a) shows the temperature distribu-

tion midway through each pass. In the glazing
pass, the temperatures in the wake of the laser
drop significantly because the substrate is a
thick plate. The temperature, however, rises
steadily with each pass due to the accumulated
thermal energy, and the high temperature pene-
trates deeper in the substrate. The substrate
temperature is observed to rise by approxi-
mately 300 K due to the glazing and the eight

layers of deposit (Fig. 7b). In the creation of
the melt pool, approximately 7% of the
absorbed laser energy is consumed by the pow-
der jet particles before they plunge in the melt
pool. The laser power, however, is specified to
be constant throughout the process, which
causes the melt pool size to increase, as shown
in Fig. 7(c). This increase in the melt pool size
is predicted to be 23%.
If the Rosenthal solution was to be used for

in situ process control for this process, one
may assume that a thermal imager would
observe the temperature rise in the substrate
and use its value as parameter T0. In this regard,
the solution becomes simpler to use if it is
applied to the locations on the top surface and
along the centerline of the deposit. These loca-
tions are where y* = z* = 0 and x* = R*. For the
present case, the Rosenthal solution predicts the
increase in the melt pool size to be 16%. This is
a useful result, given that it predicts the correct
trend and provides a wealth of insight at virtu-
ally no computational effort. It is useful in the
development of new processes, such that sensor
data may be acquired at the right locations. It
may even be feasible to establish a correlation
between the Rosenthal solution and the compu-
tational solution in a way that the analytical
result, when scaled by a calibration factor, pro-
vides an even better insight in real-time.
Figure 7(d) shows the time-temperature his-

tory at six locations in the deposit. Material is
deposited at location A before location B, and
so on. Thus, the location A thermal history
spans a longer duration than the history at other
locations. It has nine peaks, which correspond
to the glazing and the eight deposit layers.
The temperature at location A exceeds 1923 K
(i.e., the liquidus temperature for Ti-6Al-4V)
during the glazing pass and in the first layer
of deposit. In other words, melting occurs
twice. As a result, the solidification microstruc-
ture at location A is governed by the G and R
parameter values that occur during the last time
solidification occurs at location A. This is the
starting state, which evolves due to the solid-
state microstructure transformations that occur
during the rest of the process. Figure 7(e) shows
a processing-microstructure correlation map
(Ref 8), which shows the relationship between
the solidification microstructures and the R
and G parameter values. The shaded region is
the window where the R and G values predicted
by the simulation reside. These values are when
the material solidifies for the last time.

Single-Line Deposit on a Thick Plate with
Optimization. The process parameters in this
example are adapted and extended from those
reported in Ref 22 to 25, all of which are doctoral
dissertations that provide a wealth of knowledge
in methodical detail on the laser deposition pro-
cess. This example considers a notional clover-
leaf-like deposit on a thick substrate. The deposit
is continuous until eight layers are deposited,
except for an interpass time of 3 s. The cloverleaf
contour meanders on the substrate surface such
that, at times, it is close to the outside boundary
of the substrate, and at other times, it is adjacent
to a recently deposited material. This creates
increased transience in the process. The purpose
of this simulation is to illustrate how laser power
must be reduced progressively in a way that the
melt pool size can remain consistent throughout
the deposit. The initial temperature of the sub-
strate and the environment temperature are 300
K. Just as in the previous example, the substrate
becomes progressively warmer with continued
deposit. The process parameters are given in Fig.
8. The interface heat-transfer coefficient for free
convection to the environment is 13.5 W/m�2 �
K�1 and for forced convection to the process
gases is 135 W m�2 � K�1. The laser absorptance
is 0.39. Or, the net power input by the laser for this
deposit is 39% of 500 W, or 195 W. The appor-
tionment of this energy to the powder and sub-
strate, including the re-reflection considerations,
is succinctly illustrated in Ref 22.
The simulation was set up to control the melt

pool size to be between 4 and 4.5 mm. Figure 9
(a) shows the temperature distribution in each
layer. The first six distributions are for the first
layer. The next three are for layers two, five,
and eight, respectively. The simulation is auto-
matically tuning the laser power such that the
melt pool size remains consistent. It accounts
for the simultaneous occurrence of various ther-
momechanical phenomena and computes the
required change in the process parameters. Fig-
ures 9(b and c) show how the substrate temper-
ature increases with layer number and the
required reduction in laser power to counterbal-
ance the transience. The laser power reduces by
over 50% in eight layers. This is ex situ control,
which provides information a priori so that the
requirements for any in situ control can be less
demanding. Once again, the Rosenthal solution
can be used to support in situ process control.
As the layers are built up, the transience aris-

ing from the proximity of the deposit to the sub-
strate boundary subsides. The power
requirement levels off. The process simulation
can be continued for additional layers only at
the expense of additional computational time.
This is a salient benefit made feasible by the
geometry and boundary condition automation
features in a computational process simulation.
However, with increasing number of layers,
even though the thermal conditions settle, issues
such as the accumulation of residual stresses and
the propensity for distortion or cracking take on
increasing importance. Because the residual
stresses cannot be measured in situ, theFig. 6 Process parameters for the single-line, multilayer deposit
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Fig. 7 (a) Evolution of temperature during glazing followed by deposition of eight layers. (b) Substrate temperature versus layer number. (c) Melt pool size versus layer number. (d)
Peaks in temperature-time history at various locations in the deposit. (e) Correlation of microstructure to solidification rate and thermal gradient during laser deposition
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simulation becomes increasingly useful. In this
regard, the through-thickness thermal gradient
has been observed to correlate with the magni-
tude of residual stress (Ref 5).
Inadequacy in the melt pool thermal condi-

tions has the propensity to initiate a lack-of-
fusion defect, and this is addressed by the ex
situ control simulation. The last region to solid-
ify is of concern due to its propensity to origi-
nate shrinkage defects. In this regard, the
temperature distribution at the end of layer

8 is of interest, because it can be viewed as
the last region to solidify.
Multiline, Multilayer Deposit on a Thin

Plate. The geometry and process parameters
for this process are created to represent a
notional repair of surface scour on a thin plate.
This situation is different from the preceding
two examples in that the substrate has only a
limited heat capacity locally, because of which
it cannot function as an effective heat sink. This
can be represented by the thin-plate Rosenthal

solution. Due to its smaller thickness, the sub-
strate temperature can rise even with a smaller
deposit. This example, like the previous one,
is to control the melt pool size between 10
and 11 mm. The area of repair is rectangular.
Its dimensions are such that it requires multiple
layers of multiple side-by-side passes of deposit
to repair the scour area. There are two layers of
deposit. Upon the second layer of deposit, there
is overbuild. In practice, such overbuild will be
machined off. Process parameters are given in
Fig. 10. The deposit sequence consists of a laser
that travels back and forth to cover the rectan-
gular area with two layers. There are eight lines
of deposit in each layer, for a total of sixteen
lines of deposit.
Figure 11 shows the temperature distribu-

tions for a few lines. Because the substrate is
thin, the role of process simulation is to deter-
mine a workable level of superheat for the melt
pool. The simulation shows that a melt pool
size of 10 to 11 mm and a melt pool tempera-
ture of 2100 K result in acceptable wetting
depth. Figure 12 shows the laser power versus
line number. Within the two layers, the laser
power drops by approximately 40%.
Single-Line, Multilayer Deposit on a Thin

Wall. This is a corollary of the previous exam-
ple. It is edge-replenishment repair instead of
surface-scour repair. The substrate thickness is
the same as in the previous example, but because
the deposit is on its edge, the substrate has the
ability to conduct the heat away from the deposit.
Thus, the temperature rise in the substrate is
smaller. The analytical solution for this case is
the thin-wall Rosenthal solution. Process para-
meters are given in Fig. 13. The temperature dis-
tributions upon each line of deposit are shown in
Fig. 14. They can be contrasted with the results
of the previous example to gain insight on the
effect of substrate orientation. Laser power ver-
sus time is given in Fig. 15.

Modeling and Simulation of Other
Additive Processes

Additive manufacturing is feasible with a
variety of approaches. Although one approach
may manifest itself differently compared to
others, many approaches have much in com-
mon regarding the thermomechanics of the sub-
strate and deposit and their process simulation.
The fundamental components of the simulation
persist between approaches, but the boundary
conditions in each approach are different. This
may leave an engineer in a situation where pro-
cess simulation is available for one approach
but not quite for another. In such a case, nondi-
mensional analysis can be used to draw a meta-
phor between the two approaches, and based on
this, the simulations performed for one
approach can be transposed to represent the
behavior for another approach. This may first
be applied for analytical solutions to confirm
the chosen metaphor. In this regard, the three
variants of the Rosenthal solution presented

Fig. 8 Process parameters for the cloverleaf-shaped deposit on a cylindrical substrate

Fig. 9 (a) Evolution of temperature during eight layers of a cloverleaf-shaped deposit. (b) Increase in substrate
temperature with layer number. (c) Decrease in laser power with layer number
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earlier in this article play a vital, baseline role.
Several additional analytical solutions and cor-
ollaries thereof are given in Ref 26, which are
all useful for the same purpose.
For example, in additive manufacturing using

the electron beam, the value of absorptance is
significantly larger than in laser deposition. It
is �95%, which is more than two times higher

than in laser deposition. Its thermomechanics
are similar to the laser deposition process, but
the process control has additional constraint
for temperature control due to the occurrence
of selective vaporization of the substrate and
deposit materials. For example, in electron
beam deposition of Ti-6Al-4V, selective evapo-
ration of 8 to 10% of the aluminum has been

reported (Ref 27). Thus, the control of the melt
pool temperature is fundamental.
In electron beam deposition, the additive

material can be a wire. The wire melts and joins

Fig. 10 Process parameters and deposit sequence for scour repair on a thin plate

Fig. 11 Temperature distributions for selected lines in the deposit

Fig. 12 Laser power versus line number

Fig. 13 Process parameters for a thin-plate edge repair

Fig. 14 Temperature distributions for selected lines in
the deposit

Fig. 15 Laser power versus line number
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with the substrate. The cross section of the
deposit bears a similarity to the circular cross
section of the wire. It can be more round than
in the case of the cross section obtained with
powder as the additive material. This change
in shape affects the local temperature and resid-
ual-stress values. However, further away, the
thermal and mechanical behavior is governed
by the overall shape and extent of the deposi-
tion process. Thus, the result obtained using a
simplification for the deposit cross section is
generally adequate, and a rectangular cross sec-
tion for the additive material deposit is com-
monly used in process simulation.
A two-part simulation procedure for addi-

tive manufacturing using spray forming is
described in Ref 28. These two parts are
described separately in Ref 29 and 30 by the
same authors. The first part is for simulation
of droplet spray formation, droplet mass and
enthalpy evolution, droplet deposition and
redeposition, and calculation of porosity distri-
bution within the deposit. The second part is
modeling of heat flow and solidification,
which conforms to the boundary conditions
that result from the droplet deposition. In a sit-
uation when the first part of the simulation is
unavailable, the process simulation of spray
forming may be performed by using the
boundary conditions that result from a mean
character of droplet deposition.

Summary

The foregoing discussion was organized as a
précis of this Handbook in that it covered vari-
ous aspects of simulation, such as the funda-
mentals of process modeling, microstructure
and defect generation, input data requirements,
analytical and computational modeling proce-
dures, integration of modeling and simulation
with design, and examples that each illustrated
one or more salient merits of simulation. The
information was presented from the viewpoint
of an engineer in an industrial environment
who seeks to develop or enhance additive
manufacturing processes while operating in a
tight envelope of constraints in schedule, costs,
and productivity. The information is organized
with a central theme that control of the additive
manufacturing process is fundamental to its
success and consequently for component certifi-
cation. The simulation schemes are those that
have matured to a point that they can be used
reliably by an engineer in industry with mini-
mal effort. Clearly, the state-of-the-art for sim-
ulation of additive manufacturing processes
has advanced beyond these methods in aca-
demic or research laboratory environments,
where the principal focus is science. There are
detailed models in the literature that address
the various individual physical phenomena at
great detail, and the technology as a whole is
progressing in leaps and bounds. The use of
electronic databases can locate these works eas-
ily, and the developments therein can be

adapted as applicable. In the years to come,
there will be several additions to the capability
of simulations that can be performed in the
industrial environment. In the coming years,
this will include melt pool fluid flow simulation
and melt pool free-surface tracking and its
interaction with the previously deposited mate-
rial. This will allow the simulation to attain pro-
cess control with greater precision and will
render it ever more irreplaceable for obtaining
insight into the inner workings of additive
manufacturing.
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Modeling of Porosity Formation during
Solidification
Peter D. Lee and Junsheng Wang, Imperial College London

THE SOLIDIFICATION OF CASTING is
normally thought of as a transition from liquid
to solid; however, in most instances a third
gas phase forms, termed porosity. Pores form
due to inadequate feeding of the volumetric
change from liquid to solid and the partitioning
of solutes such as hydrogen, nitrogen, and oxy-
gen. The combination of these two driving
forces means that porosity, both as macro-
shrinkage and microporosity, can be found in
most castings. The presence of porosity can be
highly detrimental to the final mechanical prop-
erties of components ranging from continuous
casting of steel alloys to aluminum alloy sand
castings (Ref 1, 2). Figure 1 shows the strong
influence of pore size on fatigue life, which
decreases by a factor of 8 as the pore size
increases from 100 to 600 mm for a secondary
dendrite arm spacing of 48 þ� 5 mm (Ref 3).
Several studies have concluded that any pores
larger than the secondary dendrite arm spacing
may act as the initiation sites for fatigue failure
(Ref 3–5), as shown by the fractograph inset in
Fig. 1. In summary, the failure of cast
components, such as automotive wheels and
engines, may be dominated by the level of
porosity, especially when they experience
cyclic loading (either mechanically or ther-
mally induced) (Ref 4–7). Therefore, there is a
need for models that predict the percentage
and size of porosity formed during solidifica-
tion in order to effectively predict mechanical
properties.
Simulating porosity first requires the identifica-

tion of themechanisms governing pore nucleation
and growth. Over 50 years ago, Whittenberger
and Rhines classified microporosity according to
the two main driving forces: gas or shrinkage
(Ref 8). Although this article focuses on these
two driving forces, as detailed by Campbell, there
are many other possible reasons for pores to form,
ranging from entrapped air (common in high-
pressure die casting) to thermal stresses opening
up tears (Ref 2). Successive investigations and
advances in the scientific understanding of pore
formation have led to the development of many
different modeling approaches, ranging from
easy-to-implement criteria functions (Ref 9–11),

then analytical solutions (Ref 12), flow simula-
tions (Ref 13), and finally to complex direct simu-
lations of the nucleation of multiple solid and gas
phases coupled to macroscopic shrinkage models
(Ref 14).
The first class of models, criteria functions,

was initiated in 1953 by Pellini (Ref 11), who
presented one of the first predictive criteria relat-
ing the percentage of porosity to the thermal gra-
dient and geometric criteria. Walther et al.

(Ref 12) presented one of the earliest of the
second class of models, analytic solutions, in
1956 by analytically solving for a relationship
between the formation of centerline shrinkage
and the feeding of liquid down a simple cylin-
der. This simple idea formed the basis of almost
all of the current shrinkage-driven models when
it was extended to a bundle of cylinders by
Piwonka and Flemings in 1966 (Ref 15). In
1985, Kubo and Pehlke (Ref 13) initiated the

Fig. 1 Experimentally observed fatigue life as a function of initiating pore length for a secondary arm spacing of 48 þ�
5 mm (St) and 24 þ� 5 mm (Sb). Inset (i): SEM image of an initiating pore. Adapted from Ref 3
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third class of models, thermal/fluid flow simula-
tions, by using Darcy’s law (Ref 16) rather than
analytic solutions for the flow-down cylinders,
such as the Hagen Poiseuille equation. Kubo
and Pehlke (Ref 13) wrote a computer program
to solve a simplified set of transport equations
for interdendritic flow using Darcy’s equation
and then calculated the pressure drop and related
that to conditions under which shrinkage pores
were likely to form.
This third class of models, thermal/fluid flow

models, is perhaps the most popular, with many
showing excellent correlation to experiment in
terms of the predicted percentage porosity
(Ref 17–24). However, the kinetics of porosity
nucleation is usually ignored in these models,
which is very important when predicting not
only the percentage porosity but also pore size.
The size distribution of porosity is essential
for the accurate prediction of fatigue life (Ref
3–5); therefore, the next logical step was the
inclusion of the kinetics governing pore nucle-
ation and growth, forming the fourth class of
models, kinetic/microstructural-based models.
This class of models was initiated in 1995 by
Lee and Hunt (Ref 25), who presented a model
that solved the diffusion of the gas-forming ele-
ments causing pore growth and included the
nucleation kinetics obtained from in situ x-ray
radiography experiments as well as the restric-
tion imposed by the dendrites on pore growth.
Because of the direct coupling of this model
with experiments, it predicted not only percent-
age porosity but also pore size distribution,
although only in two dimensions and for the
limited case of columnar growth.
This article first provides an overview of the

equations governing pore formation and then
reviews the four classes of models, highlighting
both the benefits and drawbacks of each class.
The accurate use of such porosity models has
recently received increasing attention because
of the drive to produce ever higher-performance
components with reduced weight to minimize
energy consumption and hence environmental
concerns (Ref 26). Extensive experimental
studies on pore formation in a range of alloys
have led to ever more complex models that
simulate both the diffusion of gaseous elements
and the feeding of solidification shrinkage in
both simplified and commercial alloys (Ref
14, 27–31). These models are now becoming
more commonly incorporated into commercial
software packages to predict the location, per-
centage, and even size distribution of pores in
industrial castings (Ref 27, 32). Table 1 pro-
vides a list of symbols used in the mathematical
expressions.

Governing Mechanisms

The formation of porosity results from
a combination of inadequate feeding of the
volumetric change and segregation of the dis-
solved gas-forming elements (e.g., hydrogen in

aluminum-base alloys, hydrogen and oxygen
in copper-base alloys, and hydrogen, nitrogen,
and oxygen in steel). Inadequate feeding, com-
bined with solidification shrinkage, leads to a
local reduction in pressure, causing shrinkage
pores to form, normally at a high solid fraction
(�0.9) (Ref 33). However, this reduction in
pressure also causes the solubility of any dis-
solved gases in the liquid to decrease, increas-
ing the supersaturation of that species and
hence serving as the driving force for forming
gas pores. In addition to these two driving
forces, two other mechanisms must also be con-
sidered: pore nucleation and the interfacial
energy between the pore and the surrounding
liquid or solid phases. These various factors
are shown schematically in Fig. 2. Physical
entrapment of gas, such as during mold filling,
is a significant source of gas for porosity forma-
tion but is beyond the scope of this article.
One of the underlying physics principles, the

flow of interdendritic liquid to feed shrinkage,
is governed by Navier-Stokes and continuity
equations, which are detailed in fluid dynamics
textbooks, such as Bird et al. (Ref 34), or met-
allurgically focused texts, such as Szekely and
Thermelis (Ref 35) or Geiger and Poirier (Ref
36). However, in the semisolid region, most
models use the simplified solution postulated
by Darcy that assumes Stoke’s flow, termed
Darcy’s law (Ref 16):

u ¼ �K

m
ðrP� rgÞ (Eq 1)

where u is the superficial velocity (i.e., the aver-
age velocity over both the liquid and solid), K is
the permeability of the porous medium, m is the
viscosity,▽P is the pressure drop, r is the density
of the molten metal, and g is the acceleration due
to gravity. From this simplified convection equa-
tion, the pressure drop due to volumetric shrink-
age, termed Ps, can be evaluated.

The pressure a pore experiences,Pl, is a combi-
nation of the shrinkage pressure together with the
external pressure, Pex (either atmospheric or
applied in the case of low- or high-pressure cast-
ing), together with anymetallostatic pressure, Pm:

Pl ¼ Pex þ Pm þ Ps (Eq 2)

If there are no dissolved gases in the liquid, this
is the full story. However, Whittenberger and
Rhines experimentally demonstrated in a mag-
nesium-aluminum alloy system that even at
extremely high negative pressures in the liquid,
no pores nucleated unless dissolved gases were
present (Ref 8). Therefore, this treatment must
be extended to calculate the influence of any
gas species present. Assuming that a pore
already exists and is in equilibrium with both
the local liquid pressure and temperature (i.e.,
that the ideal gas law holds, and hence, the vol-
ume of the pore, V, is equal to nRT/Pg), the
pressure of gas within needed for pore growth,
Pg, is given by combining Eq 2 with the
Young-Laplace equation (Ref 37):

Pg � Pl þ P� (Eq 3)

where Pg is the pressure due to the formation of
the interface between the gas and liquid phases
(or gas/solid if the pore contacts a dendrite or
other solid). For a simple spherical bubble sur-
rounded by liquid, this is given by:

Pg ¼ 2g
R

(Eq 4)

where g is the gas-liquid interfacial energy, and
R is the radius of the bubble.
Clearly, pore pressure (Pg) varies during

solidification due to the transport of liquid (Pl)
and through the exchange of gaseous species

Table 1 List of symbols

Symbol Definition

%P Percentage porosity
C Concentration
D Diffusion coefficient
f Fraction of a phase (fl, fraction liquid; fs,

fraction solid; etc.)
fH Hydrogen interaction coefficient
fr Friction coefficient
g Gravitational acceleration
G Temperature gradient
K Permeability
L Length of the mushy zone
m Liquidus slope
P Pressure
r Spherical and cylindrical coordinate
R Cooling rate
Req Equivalent pore radius, determined by

calculating the radius of a circle/sphere
of equivalent area/volume to that
measured

RH Hydrogen consumption or generation by
pores in the liquid

S Solubility limit
SSn Supersaturation needed for pore

nucleation
St Time-dependent source term, representing

the rejection of hydrogen into the liquid
phase

t Time
T Temperature
ts Solidification time (liquidus temperature

to the solidus temperature)
V Solidification velocity
a Ideal gas constant
b Volume shrinkage upon solidification
g Surface tension
k Gas partition coefficient
l1 Primary dendrite arm spacing
l2 Secondary dendrite arm spacing
m Viscosity
n Flow velocity
r Density
t Tortuousity factor

Subscript/superscript
a Ambient
avg Average
c Critical
e Eutectic or effective
g Gas phase
H Hydrogen
l Liquid state
m Metallostatic
max Maximum
o Initial condition
P Pore
s Solid state
S Shrinkage
V Vapor
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atoms with the surrounding liquid. The atoms
will enter or leave the pore, depending on the
local supersaturation level. The supersaturation
will depend on the diffusion of solute atoms
partitioned out of the solidifying phases and
the solubility of that species in the liquid.
Therefore, the solubility is a function of many
factors, including the temperature, pressure,
and other solute concentrations (Ref 38, 39).
Although the total number of moles of gas-

eous species in the system is conserved to a first
approximation, the concentration of gas-forming
elements steadily increases due to partitioning
from the solid, where its solubility is an order of
magnitude lower (Ref 38). The rejection of gas-
eous species from the solid phase increases the
concentration in the interdendritic liquid, produc-
ing a concentration gradient, and eventually, a sig-
nificant supersaturation can occur.
When there is sufficient supersaturation, a pore

should nucleate. However, the supersaturations
predicted by classical homogeneous or heteroge-
neous nucleation theory are huge. Jones et al.
(Ref 40) reviewed the theory of nucleation of
gas bubbles in a supersaturated solution, classify-
ing the nucleation mechanisms into four types: I,
classical homogeneous nucleation; II, classical
heterogeneous nucleation; III, pseudoclassical
nucleation; and IV, nonclassical nucleation.
Details are in Ref 40, but, in summary, type III
and IV assume pre-existing sites and hence have
much reduced critical supersaturations. As men-
tioned previously, Whittenberger and Rhines
(Ref 8) experimentally demonstrated that the
actual supersaturation reached upon nucleation
of pores during solidification is orders of magni-
tude less than that predicted by types I or II
nucleation theories. Therefore, either type III
or IV nucleation is most likely happening, as
postulated by many authors, occurring on inclu-
sions or oxide films (Ref 41, 42). Type IV
nucleation of pores is also analogous to the
free growth barrier mechanism proposed by
Greer et al. (Ref 43, 44) for the nucleation of
solid phases.
When nucleated, the pores act as sinks

for gas-forming elements, which, together with

partitioning at the solid-liquid interface, can
further increase the concentration gradient. Dif-
fusion must therefore also be simulated. Diffu-
sion is governed by Fick’s second law (Ref
34, 45):

@

@t
� ðrCgÞ þ r � j ¼ Rg (Eq 5)

where Cg is the concentration of gas-forming
elements (e.g., hydrogen in liquid aluminum),
Rg is the source/sink of that solute per unit vol-
ume, and j is the diffusion or Fickian flux,
given by:

j ¼ �j ¼ �rCg (Eq 6)

Dropping the subscript g and replacing it with
an s or l to denote whether C is in the solid or
liquid, Eq 5 and 6 can be combined to obtain
(Ref 46):

@

@t
� ðrlClfl þ rsCsfsÞ ¼ r � ðrlDerClÞ þ Rg (Eq 7)

where De is the effective diffusivity given as a
function of T and fs. Equation 7 must be solved
together with the appropriate sinking of gaseous
species into nucleated pores to simulate the
driving force generated by dissolved gas-
forming elements on pore formation.
It is useful at this stage to illustrate the rela-

tive importance of these different mechanisms
using a few simplified calculations in a binary
Al-10wt%Cu casting. Assuming that solidifica-
tion follows the Scheil-Gulliver equation and
that the initial hydrogen level is 0.25 mL stan-
dard temperature and pressure (STP)/100 g
and partitions following the Lever rule, the
hydrogen concentration in the interdendritic liq-
uid will be over 10 times the equilibrium con-
centration by the eutectic temperature (Ref
47), more than sufficient for the type III or IV
nucleation of pores.
Looking now at the influence of shrinkage in

this Al-10wt%Cu alloy, the pressure drop can
be approximated by an upper-bound calculation
(Ref 47):

�P ¼ � mbV
K

ZL

0

@x ¼ �mbVL
K

¼ � 1:5� 10�3 � 0:05VL

2:0� 10�12
¼ �3:8� 107 VL

(Eq 8)

where L is the length of the mushy zone
(assumed to be 20 mm), V is the velocity of
the eutectic front (0.5 mm/s), m is the viscosity
(1.5 � 10–3 Pa�s), b is the solidification shrink-
age (5%), and K is the permeability. Using
Eq 8 for Al-10wt%Cu, where the fraction liquid
is approximately 0.23 when the eutectic forms,
the worst-case bound on the pressure drop is
7500 Pa (using Poirier et al.’s K value of
�10�13m2) (Ref 48), or less than 8% of an
atmosphere, an insufficient pressure drop for
even type IV nucleation to occur.
In Al-10wt%Cu, hydrogen is most likely to

be the most important driving force for pore
formation. However, in an Al-4wt%Cu alloy,
where the eutectic forms at a liquid fraction of
�0.05, the permeability is �10�15, giving a
pressure drop of over 7 atm (for the same con-
ditions as mentioned previously)—more than
enough to nucleate and grow pores.
It can also be argued that diffusion is impor-

tant by using a simple characteristic diffusion
length (l) calculation:

l ¼
ffiffiffiffiffi
Dt

p

where D is the diffusivity of hydrogen in liquid
aluminum, 3.18 �10�7 m2/s at 660 �C (1220
�F), and t is time (Ref 49). For a time scale of
1 s, l is �0.5 mm. Therefore, in 1 s, hydrogen
is able to diffuse into pores at the length scale
of the typical grain size in a casting.
These calculations, which roughly match

experimental observations in aluminum-copper
systems (Ref 32), illustrate that both mechan-
isms can be important; further, in most cases,
pore formation is governed by a combination
of these mechanisms.

Porosity Model Types

Having provided an overview of the govern-
ing mechanisms and illustrated that there are
many mechanisms influencing pore formation,
the different types of porosity models are now
grouped into four classes to facilitate discussing
their benefits and drawbacks. These classifica-
tions build on two prior reviews of shrinkage
(Ref 22) and other models (Ref 50):

� Criteria functions
� Analytic models
� Continuum models
� Kinetic models

The evolution of these four categories of mod-
els, together with a selection of representative
papers (the list is far from complete but is
instead meant as a starting guide), is shown
schematically in Fig. 3.

Fig. 2 Schematic diagram of the various physical processes involved in the formation of microporosity
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Criteria Functions

Arguably, Pellini (Ref 11) developed the first
model of pore formation in 1953 when he related
the propensity for pore formation to the thermal
gradient and geometric features. His model can
be classified as a criteria function; that is, it is a
simple quantitative rule based on the local solid-
ification conditions, such as thermal gradient and
cooling velocities. Criteria functions became
popular when Niyama et al. (Ref 9) developed a
simple correlation between the thermal gradient,
G, the cooling rate, R, and the propensity for
shrinkage porosity to form. They suggested that
when:

G=
ffiffiffi
R

p

is greater than an alloy-specific constant,
shrinkage porosity would form. Although the
Niyama criterion is widely used, many studies
have illustrated that it is most applicable to
shrinkage cavities, rather than microporosity
(Ref 10).
Most other criteria functions have also been

based on thermal parameters and hence allow
immediate prediction of the regions of a casting
where pores are likely to occur. Newer criteria
have been developed using extensive statistical
correlations of experimentally measured poros-
ity to thermal parameters, where the latter are
measured with thermocouples or determined
from heat-transfer models (Ref 9, 11, 51–58).
Taylor et al. (Ref 59) and Viswanathan et al.
(Ref 60) have reviewed criteria functions in
detail, and a summary of the key ones is given
in Table 2.
Although these criteria functions benefit

from being easy to implement within heat-
transfer models of castings, they suffer from a
number of significant limitations:

� Most are based on shrinkage mechanisms.
� They are experimentally fit to a particular

alloy and cannot be safely extrapolated to
include even minor alloying changes, for
example, strontium additions in an alumi-
num-silicon alloy (Ref 50).

� Most do not include any influence of proces-
sing conditions beyond thermal control, such
as hydrogen content, grain refining addi-
tions, and so on.

Thus, extensive casting tests are required to
generate enough data to fit constants within a
selected criteria function, and it makes them
expensive to develop and difficult to apply to
new casting techniques, alloys, or even, in some
cases, geometries. Criteria functions still are
being further refined; recently, Carlson and
Beckermann (Ref 61) developed a dimension-
less Niyama criterion that incorporates alloy
properties (e.g., viscosity and volumetric
shrinkage) and microstructural features (e.g.,
secondary dendrite arm spacing), significantly
improving the predictions of percentage shrink-
age porosity.

Analytical Models

Many investigators have shown that by
making a number of assumptions, the complex
interactions of shrinkage and gas can be simpli-
fied sufficiently to allow analytic solutions to be
developed, termed analytic models in this arti-
cle. Most of these solutions have based the the-
oretical analysis on feeding behaviors. The two
primary assumptions frequently made are that
both the thermal gradient and solidification
velocity are constant. Walther et al. (Ref 12)
presented the first such analysis by solving liq-
uid feeding down a long tube solidifying
inward in the radial direction, deriving the pres-
sure drop, △P, as:

DP ¼ fr
g

64B4bL2

r4
1

2
þ bfrL

3r

� �
(Eq 9)

where b is the volumetric change upon solidifi-
cation, B is a constant, L is the length, r is the
radius of the liquid central cylinder, and fr is

the friction factor. Results from this approach
showed a good match with their experiments.
Many other authors (Ref 18, 21, 62–65) have
derived different formulations for the calcula-
tion of pressure drop in the mushy zone. These
models are inherently limited by their simplify-
ing assumptions; however, they form the basis
of the more recent Darcy’s law models, as
described subsequently.

Continuum Models

Darcy Flow Models. Kubo and Pehlke (Ref
13) presented the first comprehensive Darcy
flow continuum model by coupling Darcy’s
law (Eq 1) to the continuity equations, the
Fourier equation for heat transport, and by
calculating the solid fraction using the Scheil-
Gulliver equation. They also included the parti-
tioning of hydrogen between the solid and
liquid phases, although not its diffusion-limited
transport. The resulting model showed good
qualitative agreement to experiment for

Kinetic models
(Fang, Lee, Atwood, and Wang)

Continuum models
(Kubo, Poirier,Zhu, Ampuero, Zou,

Carlson, Requet, Sabau, and Sung)

Analytical models
(Walther, Piwonka, Fleming, and Li)

Criteria functions
(Pellini, Johnson, Rao, Davies, Niyama, Suri, and Shang)

1950

Precision

Shrinkage, %P

Shrinkage
pore

Req, %P, Lmax

Req, %P

1960 1970 1980 1990 2000

Year

2010

Fig. 3 History of the development of model classes and the values they can predict

Table 2 Criteria functions for porosity prediction

Authors Criteria function Alloy Conditions CH0

Pellini 1953 (Ref 11) Thermal gradient: G Al-Si Sand Unknown
Rao et al. 1973 (Ref 52) Feeding index: G/ts Al-Cu-Si

(LM4)
Sand Unknown

Niyama et al. 1982 (Ref 9) Thermal gradient and cooling
rate: G/R1/2

Steel Sand Unknown

Kao et al. 1995 (Ref 56) and
Li et al. 2001 (Ref 57)

Feeding resistance: G�0.38/Vs
1.62 A356 Sand 0.15 þ� 0.005 mL/100 g STP(a)

Shang et al. 2004 (Ref 58) Solidification time and solidus
velocity: ts

1.18/Vs
1.13

A319, A356,
and A332

Low P0 0.20–0.30 mL/100 g STP(a)

(a) STP, standard temperature and pressure
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percentage porosity. An interesting feature of
their model is that the majority of the pore
growth occurred during the last 20% of solidifi-
cation as the permeability decreased by several
orders of magnitude, as shown in Fig. 4. This is
a common feature of all the Darcy flow-based
models, but it is in conflict with in situ experi-
mental observations made by Lee et al. (Ref
47) in both aluminum-copper and aluminum-
silicon alloys, where the pores were observed
to grow over a much wider range of solid frac-
tion, as shown in Fig. 5, noting that a solid frac-
tion of 80% is not reached until a temperature
of 550 �C (1020 �F) for the Al-10Cu alloy
shown. Further, in Fig. 5, most of the growth
was experimentally observed to occur above a
temperature of 600 �C, when the fraction of
solid is less than 0.6 (Ref 47). Although many
investigators (Ref 18, 21, 28, 29, 62–65) have
developed more complex models of flow
through the semisolid region, removing many
aspects of the assumptions made by Kubo and
Pehlke (Ref 13), the lack of experimental corre-
lation in terms of kinetics has led to the devel-
opment of models that combine the influence
of gas diffusion and segregation together with
shrinkage effects.

Continuum Flow Models Including the
Influence of Gas. The continuum flow models
of Kubo and Pehlke (Ref 13) and many later
authors typically solve the energy and momen-
tum equations (i.e., the Fourier and Navier-
Stokes equations; see standard fluid dynamics
texts for details, e.g., Ref 34). These solutions
were extended to include mass transport for sol-
ute, with the formulations of Poirier and coau-
thors (e.g., Ref 18, 21, 62) typifying the
methodology. In 1987, Poirier et al. (Ref 18)
published one of the first continuum flow mod-
els to incorporate gas concentration, although
not its diffusion. They tracked the partitioning
of hydrogen between the liquid and solid, cal-
culating its supersaturation and using nucle-
ation criteria based on the secondary arm
spacing to determine when microporosity
would form. As shown in Fig. 6, this model
illustrated the importance of initial gas concen-
tration as well as shrinkage.
More recently, Poirier and coauthors (Ref 19,

21, 62) have significantly expanded this model
to calculate the pressure and redistribution of
gas-forming elements in multicomponent sys-
tems (ranging from aluminum alloys to steels
and nickel superalloys) during solidification.

Their methodology is based on a volume aver-
aging of the liquid, solid, and gas within each
element, allowing the momentum equation to
be reformulated for the mushy zone (assuming
it is a porous medium), as:

fl
@

@t

u

fl

� �
þ u � r u

fl

� �
¼ � fl

rl
rPþ m

rl
r2u� m

rl

fl
K
u

þ mb
3rl

r @fl
@t

� �
þ rfl

rl
g

(Eq 10)

where b is the solidification shrinkage, which is
defined as b = (rs � rl)/rl, and K is the perme-
ability in the equiaxed structure. Solute conser-
vation is determined using:

@C
j

@t
þ u � rCj

l ¼ �r � jj � b
@fl
@t

Cj
l (Eq 11)

with

j ¼ �rlflDlrCl � rsfsDsrCs (Eq 12)

Their most recent application of the model
was for AISI 8620 steel castings, where they
used Eq 10 to 12 combined with a model of
the thermodynamics of gas-forming elements
(both nitrogen and hydrogen as well as nitrogen
interaction with titanium in the melt). This
allowed them to predict the gas supersaturation
and, via Sievert’s law, estimate the pressure.
This was then compared with the local inter-
dendritic pressure, assuming shrinkage, to pre-
dict the pressure difference, or potential for
pore formation, as shown in Fig. 7(a). By alter-
ing the initial nitrogen and hydrogen concentra-
tions, a process map can be produced for each
individual casting shape/condition, to predict
how well the initial gas concentration must be
controlled to prevent pore formation (Fig. 7b).
Unfortunately, this model still does not predict
the size of the pores. Further, the initial gas
concentrations (predicted in Fig. 7a) are
impractically low. Note that in steels, Poirier
et al. illustrated that the effect of nitrogen is
effectively mitigated by the common practice
of adding titanium, the dashed line in Fig. 7(b).
Several other groups have also published

similar models, each with different extensions/
additions. Sabau and Viswanathan (Ref 67)
used a drag coefficient to account for the
momentum loss due to the flow around and
through the dendrite structures instead of a
direct source term for the Darcy flow. This
allowed them to add in higher flow velocity
terms in addition to the Darcy flow resistance
for situations such as squeeze casting. How-
ever, this was found not to be important under
normal casting conditions. They improved upon
the solution method by applying a variable pro-
jection method to give more stable solutions for
larger time steps, particularly when incorporat-
ing the effect of pore growth on reducing liquid
flow. They are one of the few investigators
to present the pressure calculations including
pore growth, which significantly reduces the
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pressure drop in the mushy zone at high solid
fractions, as shown in Fig. 8. When no pores
form (solid line in Fig. 8), the pressure drops
quickly as the fraction liquid approaches zero.
However, when there is significant hydrogen
present (>0.2 mL/100 g STP), the pressure only
drops to approximately 0.2 atm. The authors
explain that microporosity partially compen-
sates for the solidification shrinkage, reducing
the feeding demand and leading to a lower pres-
sure drop. Very few other models incorporate
the feedback effect of microporosity on the
fluid flow, despite this work demonstrating its
need when developing an accurate model of
porosity formation.
Zhu, Cockcroft, and Maijer (Ref 28, 29) have

also developed a continuum heat-transfer and
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Darcy flow model. They first solve the thermal
problem in a commercial code and then use
the same mesh to solve the pressure drop and
hydrogen partitioning in the mushy zone, using
their own code. Using this framework, they
tested the influence of the nucleation supersatu-
ration on the percentage porosity, concluding
that the final amount of porosity was indepen-
dent of the nucleation supersaturation. How-
ever, altering the nucleation supersaturation
alters the average distance between pores. In
their first publication (Ref 28), they used a cri-
terion-based correlation between local pressure
and pore formation, which they improved upon
in their later publication (Ref 29), where they
show an excellent correlation between pre-
dicted and measured percentage porosity for
directionally solidified plates of A356 alloy
(Fig. 9).
Most of the models reviewed in the previous

three sections are based on the assumption that
the main driving force for pore formation is the
inadequate feeding of volumetric shrinkage,
inducing a local pressure drop. Although some
of the studies reviewed solved for gas partition-
ing and hence incorporate the effect of initial
gas content on the predicted percentage poros-
ity, only a few used a microstructural feature
criterion to relate the local pressure and hence
gas supersaturation to pore size. The next sec-
tion examines those models that have concen-
trated on gas evolution and those that try to
combine multiple driving forces via direct sim-
ulation at a microstructural level.

Kinetic Models

In the previous sections, most models were
formulated with the premise that shrinkage is
the main driving force for microporosity; how-
ever, there is a separate class of models based
on the premise that the diffusion-limited trans-
port of gas is equally important. Because the
diffusivity of the soluble gas atom (e.g., hydro-
gen in aluminum) is very dependent on the state
of the alloy (i.e., solid or liquid), these gas dif-
fusion models are frequently combined with
grain nucleation and growth models. By com-
bining microstructure, gas, and shrinkage, such

models predict not only the percentage porosity
but also the pore size distribution and morphol-
ogy (Ref 25, 66, 68–70), which can be critical
for fatigue predictions (Ref 3, 71).
Gas-Controlled Growth Models. Fang and

Granger (Ref 72, 73) developed one of the ear-
liest pore growth models based on gas concen-
tration. They separated pore growth into three
stages:

1. Between the liquidus and eutectic tempera-
ture, the pore was assumed to grow spheri-
cally, based on the amount of excess
hydrogen rejected as solidification pro-
gresses, assuming isolated spherical pockets
of alloy.

2. When the eutectic temperature is reached,
the pores are allowed to grow isothermally,
assuming partitioned hydrogen contributes
to pore growth.

3. After a set eutectic fraction has evolved, it is
assumed that feeding is completely cut off,
and the pore volume is increased by the frac-
tion of shrinkage of the residual eutectic
phase.

This methodology gave a good correlation in
final average pore size to that measured experi-
mentally in A356 but was very dependent on
the ad hoc size of isolated spherical pockets
selected, which effectively controlled the size.
Physically, each pocket represents a region in
the melt where the hydrogen diffusion fields
interact and, in effect, acts as a fitting
parameter.
Stochastic Nucleation and Diffusion-

Controlled Growth Models. Based on in situ
experimental observations of the kinetic pore
nucleation and growth in aluminum-copper
alloys using an x-ray temperature gradient
stage, Lee and Hunt (Ref 47) concluded that,

for a small mushy zone, microporosity forma-
tion is controlled primarily by gas diffusion.
Accordingly, they developed the first stochastic
model to simulate the porosity formation in
directional solidification of aluminum-copper
alloys, which includes the nucleation kinetics
by stochastic functions and incorporates growth
using a finite-difference solution of gas diffu-
sion in two dimensions (Ref 66), calculating
the hydrogen concentration in the liquid, Cl,
from Fick’s second law:

@

@t
½Clðrlfl þ kPHrsfsÞ	 ¼ r � ðrlDerClÞ þ QH

(Eq 13)

where kPH is the hydrogen partition coefficient,
QH is a source term representing the generation
or consumption of hydrogen by the pores from
the metal, and De is the effective diffusion coef-
ficient of hydrogen in the mushy zone. It was
the first model to implement a stochastic pore
nucleation model via assigning each nucleus
with a potential (or activity), based on experi-
mentally measured values.
Based on experimental observations during

columnar dendritic growth, the pore morphol-
ogy was simulated as spherical until impinging
on the solid, when they became elongated in the
solidification direction, growing as hemispheri-
cally capped segmented cones, as shown sche-
matically in Fig. 10(a). Although this model
was the first to predict a pore size distribution
and showed good correlation to experimentally
measured values (Ref 66), the growth morphol-
ogy could not be applied to the more commer-
cially important case of equiaxed-dendritic
grains. A later work by Atwood et al. (Ref 74)
developed a very computationally efficient
one-dimensional (in spherical coordinates)
diffusion-limited growth model for pores in
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equiaxed grains, assuming the impingement and
domain shown in Fig. 10(b), but this model suf-
fered the same problem as Fang and Granger’s
(Ref 72, 73): It required the ad hoc selection
of a liquid pocket size.
Huang et al. (Ref 75) also allowed a random

distribution of the location of nuclei for both
pores and grains. They modeled the nucleation
and growth of both grains and pores during
the solidification of A356 alloys using a two-
dimensional cellular automata (CA) model.
Their mechanism for grain nucleation and
growth was similar to that used in the CA mod-
els published by Rappaz and Gandin (Ref 76,
77) but was extended by allowing some cells
to become gaseous in addition to liquid and
solid. The formation of the gaseous cells
(pores) was based on the evolution of hydrogen
gas as it was partitioned and rejected from the
newly formed solid phase. The volume of
porosity was then calculated using the ideal
gas law and across the entire domain, and this
additional volume was randomly added to the
existing pores. The diffusion of hydrogen was
not considered.
Following the methodology of combining

microstructural predictions with pore evolution,
Atwood and Lee (Ref 69) simulated the com-
bined diffusion-controlled growth of both the
primary phase and hydrogen porosity in an
aluminum-silicon alloy using a CA method.
This model extended the finite-difference solu-
tion of hydrogen diffusion-controlled growth
from Lee and Hunt (Ref 66) to simulate the dif-
fusion-controlled growth of the primary phase,
as well as the interaction between phases, all

in three dimensions. The model did not directly
predict shrinkage but instead used a metallo-
static pressure input as a function of time. Both
the a-aluminum grains and pores were ran-
domly nucleated, with the potentials for the
pores obtained from the experiments of Lee
and Hunt (Ref 47). This allowed predictions
of not only the percentage porosity and average
pore size but also the distribution in pore sizes.
The model showed a good qualitative correla-
tion to experimental observations in an Al-7wt
%Si alloy, but quantitative correlations were
dependent on the ad hoc entry of local metallo-
static pressure as a function of time (or temper-
ature). The model has also been applied to
simulate iron-rich intermetallic formation and
investigate its influence on pore nucleation
and growth (Ref 31) as well as multicomponent
(Al-Si-Cu) effects on pore morphology (Ref
68), as shown in Fig. 11.
Multiscale Models. Many separate shrink-

age and gas-dominated models have been
developed and have shown that, in most cases,
both factors control the pore size distribution
and percentage porosity. Experimentally, it has
been shown that both factors must be consid-
ered (e.g., Ref 8). However, hydrogen diffusion
occurs at a relatively small scale (i.e., hundreds
of micrometers), while the mushy zone over
which shrinkage is being fed can be very large
(tens to hundreds of millimeters). To solve
across these two scales, several authors have
implemented multiscale models, where shrink-
age is solved using a macroscopic computa-
tional fluid dynamics (CFD) and heat-transfer
code, while hydrogen diffusion is solved on a

local scale, either using analytic or one-
dimensional, spherical coordinate models (Ref
27, 28, 78) or microstructurally explicit models
(Ref 14, 31, 70).
In 2002, Lee et al. (Ref 70) published the

first multiscale, microstructure-explicit model
of microporosity formation during solidifica-
tion, although it was applied to direct chill cast-
ing rather than shape casting. This model
coupled the thermal and pressure profiles from
a macroscopic CFD code (EKK, MI) into the
local diffusion model of Atwood and Lee (Ref
30). The results showed that for aluminum-
magnesium alloys, it was critical to incorporate
the growth restriction of the pores impinging on
the solid. However, the local hydrogen diffu-
sion and microstructure model was so computa-
tionally costly, it could only be run at a few
locations within the casting.
Later, Lee et al. (Ref 14) further developed

this model, successfully applying it to a com-
plex W319 casting, predicting the maximum
pore size and distribution in an engine block
cast via the Cosworth process, and producing
a good correlation between predictions and
experimental measurements (Fig. 12). How-
ever, this was done by running the micromodel
independently from the macromodel over a
wide range of parameters and regression fitting
a model-based constitutive equation for maxi-
mum pore size prediction, which was a function
of thermal, pressure, and alloy properties. This
methodology had very little computational cost,
but the constitutive equation cannot be used to
extrapolate beyond the parameter space in
which it was derived. Maijer et al. (Ref 7) illu-
strated the potential of coupling such a model-
based pore size constitutive equation into a
through-process model to predict final in-
service fatigue life based on pores formed dur-
ing the solidification of an automotive wheel
casting.
In 2000, Hamilton et al. (Ref 78) developed a

one-dimensional spherical coordinate, micro-
structural-level model of the local diffusion
around a pore and coupled it into a macroscopic
CFD code (CAPFLOW, EKK, MI), producing a
multiscale model that could predict pore forma-
tion everywhere in a large casting. Unfortu-
nately, this model had restrictions similar to
Fang and Granger’s (Ref 73) and required the
number density of pores to be input. Further,
the coupling was limited to temperature and
did not include pressure, a major limitation.
Carlson et al. (Ref 27) developed an approx-

imate one-dimensional spherical solution of the
diffusion of hydrogen and implemented this
using a volume-averaged technique within a
macroscopic code. This allows solution of the
local hydrogen diffusion around an average
pore to be tracked (and this technique has been
shown to be extensible to tracking bins of sizes)
at a microstructural scale with great computa-
tional efficiency within a full macroscopic code
for solving heat, mass, and momentum transfer.
The implementation had some restrictions
requiring fitting to experiment, the main ones
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being that the number (and size, although this
was shown not to be sensitive) of active nuclei
must be specified, and the model does not
directly simulate the pore-dendrite interaction;
hence, highly tortuous pores are not well

described. However, this technique has great
promise in providing computationally efficient
coupling across the scales, demonstrating that
even more accurate models will be developed
in the future.

Conclusions

The modeling of porosity formation during
the solidification of aluminum alloys has
changed tremendously over the past five dec-
ades, ranging from analytic solutions to highly
complex simulations of evolving the kinetics
of porosity and microstructure with stochastic
nucleation and growth.
Each of the four types of models reviewed

has limitations, such as:

� Analytic solutions are applicable only to
directional solidification.

� Criteria functions cannot be extrapolated to
new alloys or processes.

� Thermal/fluid flow models only show a good
correlation to experiment for percentage
porosity, not pore morphology.

� Continuum kinetic models (which predict the
distribution of porosity and maximum pore
size) are computationally very expensive.

An ideal model would correct these limita-
tions; however, because of the vast number of
material properties and boundary conditions
required, an “ideal” model may be too complex
to be industrially viable. Several techniques are

Fig. 12 Application of multiscale model to an industrial automotive components application, predicting the
percentage porosity and maximum pore length in a V2.3L engine block cast via the Cosworth process.

(a) CH = 0.1 mL/100 g. (b) CH = 0.2 mL/100 g. Source: Ref 14

Fig. 11 Comparisons of multiscale simulations of pore morphology with three wedge casting experiments. (a), (b), and (c) are x-ray tomography images of pores in Al-4Cu, Al-7Si,
and Al-7.5Si-3.5Cu, respectively. (d), (e), and (f) are simulated pores in these three alloys. Source: Ref 68
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being developed to span the scales from micro-
structure to macroscopic heat transfer and fluid
flow, and the next generation of models will
most likely use these techniques. Coupled with
parallelized solvers, the limitations in computa-
tional speed may well be overcome.
Together with the development of new mod-

els, a greater understanding of the physical pro-
cesses that govern the formation of porosity
and its interaction with the developing micro-
structure is required. This insight will only be
obtained by parallel development of careful
experimental investigations and simulations.
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Finite Element Method Applications in
Bulk Forming*
Soo-Ik Oh, John Walters, and Wei-Tsu Wu

METALWORKING, with its thousands of
years of history, is one of the oldest and most
importantmaterials processing technologies.Dur-
ing the last 30 years, with the continuous improve-
ment of computing technology and the finite
element method (FEM) as well as the competition
for a lower-cost and better-quality product, metal-
working has evolved rapidly. This article gives a
summary of overall development of the FEM
and its contribution to thematerials forming indus-
try. Because significant efforts were carried out
with great success by many universities and
research institutes with a similar objective and
application, this article is focused on the overall
philosophy and evolution of the FEM for solving
bulk forming issues. The program used to demon-
strate this success is the commercial code named
DEFORM (Scientific Forming Technologies
Corp.). A number of examples of the application
of FEM to various bulk forming processes are also
summarized.
This article provides an overview of FEM

applications. In this section, a number of appli-
cations of FEM are presented in the order they
would be used in a typical manufacturing pro-
cess sequence: primary materials processing,
hot forging and cold forming, and product
assembly. Material fracture and die stress anal-
ysis are covered, and optimization of the design
of forming processes is also reviewed.

Historical Overview

Lee and Kobayashi first introduced the rigid-
plastic formulation in the 1970s (Ref 1). This for-
mulation neglects the elastic response of deforma-
tion calculations. In the late 1970s and early
1980s, a processing science program (Ref 2)
funded by the United States Air Force was per-
formed at the Battelle Memorial Institute Colum-
bus Laboratories to develop a process model for
the forging of dual-property titaniumengine disks.
These disks are required to have excellent creep
and high stress-rupture properties in the rim and
high fatigue strength in the bore region. A FEM-

based code, ALPID (Ref 3), was developed under
this program. Thermo-viscoplastic FEM analyses
(Ref4)werealsoperformed to investigate the tem-
perature variation during hot-die disk-forging pro-
cesses. The flow stress of thermo-rigid-
viscoplastic material is a function of temperature,
strain, and strain rate. Approximately five aero-
spacemanufacturers pioneered theuseof the code.
Based on the same foundation, DEFORM was
developed for two-dimensional applications in
1986. Due to the large deformation in the metal-
forming application, the updated Lagrangian
method always suffers from mesh distortion and
consequently requires many remeshings to com-
plete one simulation. Two-dimensional metal-
forming procedures became practical for
industrial use when automated remeshing became
available in 1990 (Ref 5). In the beginning of the
1980s, the PDP11 and the CDC/IBM mainframe
computers were used. In the mid-1980s, the
VAX workstation became the dominant machine
for running the simulations. In the late 1980s,
UNIX workstations became the primary comput-
ing facility.
Unfortunately, the majority of the metalwork-

ing processes are three-dimensional (3-D), where
a two-dimensional (2-D) approach cannot approx-
imate reality satisfactorily. The initial 3-D code
development began in the mid-1980s (Ref 6).
One simulation with backward extrusion in a
square container was reported to take 152 central
processing unit (CPU) hours on a VAX-11/750.
In addition to the need for remeshing, amore com-
plicated process was estimated to take several
weeks. Due to the lack of computing speed in the
1980s for 3-D applications, the actual develop-
ment was delayed until the 1990s (Ref 7). Since
then, many ideas to develop a practical 3-D
numerical toolwere evaluated and tested. The suc-
cessful ones were finally implemented. After the
mid-1990s, significant computing speed improve-
mentwas seen in personal computer (PC) technol-
ogy, coupled with a lower price as compared to
UNIX-based machines. For this reason, the PC
has become the dominant computing platform.
Due to the competition for better product quality

at a lower production cost, processmodeling grad-
uallybecameanecessity rather thana researchand
development tool in the production environment.
Although FEM programs were initially deve-

loped for metalworking processes, it was soon
realized that metalworking is just one of the
many operations before the part is finally
installed. Prior to forging, the billet is made
by primary forming processes, such as cogging
or bar rolling from a cast ingot. After forging,
the part is heat treated, rough machined, and
finish machined. The microstructure of the part
continuously evolves together with the shape.
The residual stress within the part and the asso-
ciated distortion are also changing with time.
To really understand product behavior during
the service, it is essential to connect all the
missing links, not only the metalworking. In
the mid-1990s, a small business innovative
research program was awarded by the U.S. Air
Force and the U.S. Navy to develop a capability
for heat treatment and machining (Ref 8). To
track the residual-stress distribution, elastoplas-
tic and elastoviscoplastic formulations were
used. Microstructural evolution, including
phase transformation and grain-size evolution,
was implemented. Distortion during heat treat-
ment and material removal during machining
processes can thus be predicted.
During the 1990s, most efforts were focused

on the development of the FEM for computer-
aided engineering applications. However, the
engineer’s experience still plays a major role
in achieving a solution to either solving a pro-
duction problem or reaching a better process
design. The FEM solution-convergence speed
depends highly on the engineer’s experience,
and the interpretation of the results requires
complete understanding of the process. As the
computing power continues to improve, optimi-
zation using systematic search becomes more
and more attractive (Ref 9).
In the following sections, a brief overview of

the methodologies and some selected represen-
tative applications focusing on the bulk forming
process are given.
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Methodologies

To account for the complicated thermal-
mechanical responses to the manufacturing pro-
cess, four FEM modules, as shown in Fig. 1, are
loosely coupled. They are the deformation
model, the heat-transfer model, the microstruc-
tural model, and, in the case of steel, a carbon
diffusion model.

Thermalmechanical Models

Deformation Model. For metalworking
applications, the formulation must take into
account the large plastic deformation, incom-
pressibility, material-tool contact, and (when
necessary) temperature coupling. To avoid
deformation locking under material incompres-
sibility, the penalty method and selective inte-
gration method are usually used for the 2-D
quadrilateral element and 3-D brick element,
while the mixed formulation for the 3-D tetra-
hedral element is employed. It is generally
agreed that the quadrilateral element and brick
element are preferred in FEM applications.
Due to the difficulty in both remeshing and (fre-
quently) the initial meshing with a brick mesh
in most forming applications, a tetrahedral
mesh is generally used.
Due to its simplicity and fast convergence, the

rigid-plastic and rigid-viscoplastic formulations
are used primarily for processes when residual
stress is negligible. The elastoplastic and elasto-
viscoplastic formulations are important for calcu-
lating residual stress, such as in heat treatment
and machining applications. However, it is very
difficult to accurately characterize residual-stress
evolution for forming at an elevated temperature,
especially when there is significant microstructural
changes, including phase transformation, precipita-
tion, recrystallization, texture changes, and so on.
Because metalforming processes are transient,

the updated Lagrangian method has been the
primary FEM method for metalforming

applications. Using this method for certain
steady-state processes such as extrusion, shape
rolling, and rotary tube piercing, however, may
not be computationally efficient. In these special
applications, the arbitrary Lagrangian Eulerian
(ALE) method recently has been used with great
success.
Heat-Transfer Model. The heat-transfer

model solves the energy balance equation. The
three major modes of heat transfer are conduc-
tion, convection, and radiation. Conduction is
the transfer of heat through a solid material or
from one material to another by direct contact.
Generally speaking, below 540 �C (1000 �F),
convection has a much more pronounced effect
than radiation. Above 1090 �C (2000 �F), how-
ever, radiation becomes the dominant mode of
heat transfer, and convection can essentially
be considered a second-order effect. Between
these temperatures, both convection and radia-
tion play an important role.
In order to predict the temperature evolution

accurately during metalworking processes, sev-
eral important thermal boundary conditions
must be considered:

� Radiation heat with view factor to the sur-
rounding environment

� Convection heat to/from the surrounding
environment, including the tool contact, free
air, fan cool, water or oil quench

� Friction heat between two contacting bodies. It
is also noted that friction heating is the primary
heat source in the friction-stir welding process.

� Deformation, latent heat, and eddy current
are the primary volume heat sources. Defor-
mation heat is important for large, localized
deformation and fast processes, because the
adiabatic heat will increase the local temper-
ature quickly, and material is likely to
behave differently at elevated temperatures.
It plays an important role in metalworking,
inertial welding, translational friction weld-
ing, and the cutting process. The latent heat
comes from the phase transformation or

phase change, and eddy-current heat is gen-
erated by electromagnetic fields.

Microstructural Model. Grain size is an
important microstructural feature that affects
mechanical properties. For example, a fine grain
size is desirable to resist crack initiation, while a
larger grain size is preferred for creep resistance.
To obtain optimal mechanical properties, precise
control of the grain size is crucial. In order to
achieve a desirable microstructural distribution,
as-cast materials usually undergo multiple stages
of forming, such as billet conversion and closed-
die forging, and multiple heat treatment steps,
such as solution heat treating and aging.
During thermomechanical processing, a dis-

location substructure is developed as deforma-
tion is imposed. The stored energy can
provide the driving force for various restorative
processes, such as dynamic recovery or recrys-
tallization. On the completion of recrystalliza-
tion, the energy can be further reduced by
grain growth, in which grain-boundary area is
reduced. The kinetics of recrystallization and
grain-growth processes are complex. In order
to predict the grain-size distribution in finished
components, a basic understanding of the evo-
lution of microstructural evolution during com-
plex manufacturing sequences, including the
primary working processes (ingot breakdown,
rolling, or extrusion), final forging, and heat
treatment, must be obtained. Hence, the devel-
opment of microstructural evolution models
has received considerable attention in recent
years. Recrystallization behavior can be classi-
fied into three broad categories: static, metady-
namic, and dynamic recrystallization (Ref 10).
The description of each recrystallization mode

as well as static grain growth is well documented
(Ref 11). Sellars’ model has been used for static
and metadynamic recrystallization, and the
Yamadamodel has been used for dynamic recrys-
tallization. Microstructural evolution in superal-
loys is complicated by the precipitation of g0, g00,
and d phases (Ref 8). However, the present phe-
nomenological approach neglects the specific
effect that such phases have on the mechanisms
of microstructural evolution.
Phase transformation is also another important

aspect for material modeling (Ref 12). It is not
only critical to achieve desirable mechanical
properties but also to better understand the resid-
ual stress and the associated distortion. Phase
transformation can be classified into two cate-
gories: diffusional and martensitic. Using carbon
steel as an example, the austenite-ferrite and aus-
tenite-pearlite structure transformations are gov-
erned by diffusional-type transformations. The
transformation is driven by a diffusion process
depending on the temperature, stress history, and
carbon content and is often represented by the
Johnson-Mehl equation:

� ¼ 1� expð�bt00Þ

where F is the fraction transformed as a func-
tion of time, t, and b and n are material

Thermal stress

Heat generation
due to deformation

C

s, e

m

T

Temperature-dependent
phase transformation

Stress-induced
transformation

Latent heat due
to phase transformation

Transformation stress and
transformation plasticity

Fig. 1 View of the various coupled phenomena within metalforming
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coefficients. The diffusionless transformation
from austenite to martensite usually depends
on temperature, stress, and carbon content.

Primary Materials Processing
Applications

Cogging

Ingot conversion, also known as cogging, is one
of the most common processes used to break
down the coarse, cast micro-structure of superal-
loy ingots. As shown in Fig. 2, the ingot is held
by a pair of manipulators at one of the two ends
and is forged between two dies during the conver-
sion process. The primary objective of the conver-
sion process is to produce a fine grain structure for
subsequent secondary forging operations. In
essence, the process consists of multiple open-
die forging (and reheating) operations in which
the ingot diameter is reduced and its length is
increased. Excessive furnace heating may pro-
mote undesirable grain growth. On the other hand,
insufficient heating or excessive forging timemay
result in cracking. Control of the forging tempera-
ture, the amount of deformation, the forging time,
and the precipitation of second phases is espe-
cially important for producing a desirable grain
structure. Modeling the microstructural evolution
of the ingot during the cogging process has been
of great interest in recent years.
In the following example (Ref 13), the billet

material was assumed to be nickel alloy 718 with
an initial grain size of 250 mm (10 mils) (ASTM
1). The workpiece was taken to be octagonal in
cross section (with a breadth of 380 mm, or 15
in., across the flat faces) and 2 m (7 ft) in length.
Typical industrial processing conditions were
applied. One deformation sequence comprising
four passes without reheating was simulated.
Figure 3(a) shows the average grain size at

the end of the fourth pass, as predicted by
FEM. Predicted microstructures at approxi-
mately one-quarter of the workpiece length are
shown in Fig. 3(b) to (e). After four passes,
the simulation predicted that recrystallization
would be rather inhomogeneous, and a number
of dead zones would have developed near the

surface. These trends are consistent with indus-
trial observations.

Rotary Tube Piercing

Tube piercing modeling (Ref 14) illustrates
the use of the ALE technique. The rotary pierc-
ing of a solid bar into a seamless tube, also
known as the Mannesmann process, is a very
fast rolling process. In the process, the pre-
heated billet is cross rolled between two bar-
rel-shaped rolls at a high speed, as shown in

Fig. 4. The updated Lagrangian approach was
first used in the investigation. Due to the domi-
nantly rotational velocity field, the time-step
size is limited to a small value, and the whole
part must be modeled for better solution accu-
racy. It therefore increases the computing
effort. To reduce the CPU time, a new method
with the Eulerian approach was developed.
Geometry updating is carried out in the feeding
direction, while the nodal coordinates in the
hoop direction remain unchanged. With this
approach and the rotational symmetry treatment,

Fig. 2 Meshes used for finite element method simula-
tion of the cogging process
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only half of the model is simulated, due to the sym-
metry condition.
During the process, tensile stress is created

within theworkpiece near the plug tip, and fracture
continuously takes place to make the hole as the
solid cylinder/tube is pulled through the rollers.
The relative plug position with respect to the roll-
ers is an import process design variable that will
affect the occurrence of the rear-end defect. Fig-
ures 5(a) and (b) show the backend defect of a tube
from experiment and simulation, respectively.

Rolling

The following are application examples in shape
rolling and FEM evaluation of roll deflection.
Tram Rail Shape Rolling. Voestalpine

Schienen GmbH simulated the multipass rolling
of a rail section (Ref 15). This type of rail was
used for the public tramways in many European
cities. There were several passes making up the
processing route of this rail section, but the first
few were not considered critical. The final four
roll passes were simulated.
A 76 cm (30 in.) length of the rail was mod-

eled and initially contained 60,000 elements.
After numerous automatic remeshings over the
course of the simulations, the mesh had
increased to approximately 75,000 elements.
All simulations were carried out in nonisother-
mal mode to allow accurate modeling of any

roll chilling and deformation heating effects
on the predicted material flow.
Snapshots of the final four passes are shown

in Fig. 6 to 9. The actual guide vanes for main-
taining rail straightness were included in the
simulations as rigid bodies. Without these guide
vanes, the rail section could distort quite signif-
icantly. In addition, a pusher was applied to
obtain the initial feeding of the rail into the roll
gap. In all of these figures, the rolls are shown
as semitransparent, and the guide vanes and
pusher were omitted for clarity. The final two
passes included side rolls and can be seen in
Fig. 8 and 9. The predicted rail geometry after
all rolling operations is shown exiting the final
pass rolls in Fig. 9.
The purpose of the side roll in the second-

from-last pass was to form the groove in the
head of the rail. This was the critical rolling
pass. The material flow had to be optimized
to give approximately the same pressure or
load on the upper and lower faces of the side
roll. If this was not achieved, cracking would
result in the side roll after a very short ser-
vice life. Figure 10 shows an end-on view
of the groove being formed in the head of
the rail.
Elastic Roll Deflection. During flat rolling

operations, it is not uncommon to obtain rolled
sheet or plate having greater thickness in the
center as compared to the edges. This is due

to the problem of roll deformation. The mate-
rial being rolled exerts a reaction force on the
rolls. The reaction force bends the rolls, which
are supported by bearings at their ends (Fig.
11), and flattens the roll locally due to the con-
tact pressure. The rolls are elastically deformed,
and there is less plastic deformation being
imparted to the workpiece, resulting in a rolled
stock of greater thickness than intended. In
order to compensate for the roll deformation
and obtain the desired workpiece dimensions,
crowned rolls, as shown in Fig. 11, are often
used to reduce this effect.
An elastic roll analysis was carried out in a

FEM simulation. The analysis was of the ALE
type (Ref 14), with a rigid-plastic, aluminum
1100-series alloy rolling stock. The analysis
accounted for thermal effects also. The roll
was set to a temperature of 425 �C (800 �F),
and the roll stock was set to 540 �C (1000
�F). The roll speed was 15 rpm. Half-symmetry
was applied, and the rolling configuration is
shown in Fig. 12. Figure 12 also shows the pre-
dicted roll deformation deflection along its
length. The deflection was determined from
the brick element nodal coordinates.

(a) (b)

Fig. 5 Backend defect of 26.7 cm (10.5 in.) diameter billet. (a) Experimental. (b) Predicted. Source: Ref 14

Fig. 7 Rail section exiting the third-from-last pass
Fig. 10 End-on view of the rail section being rolled in

the second-from-last passFig. 6 Rail section existing the fourth-from-last pass

Fig. 8 Rail section exiting the second-from-last pass

Fig. 9 Rail section existing the final pass
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The predicted elastic roll stress is shown in
Fig. 13. The roll is shown sectioned, having
been sliced at half-length with contours of y-
component stress. The stress at point P1 (Fig.
13) evolves and converges to a steady state, as
illustrated in this figure.

Shape Drawing

While material being formed always follows
the path of least resistance, that path is not always
intuitive. Process simulation is a powerful tool in
the prediction of material flow, especially in 3-D

processes. One such process is shape drawing.
When drawing a shape, there are several potential
defects. These include die underfill, bending, duc-
tile fracture, peeling at the die entry, and necking
after the die exit. To illustrate the capability, a
drawing process was analyzed using three input
shapes into a shaped-draw die. The process is per-
formed at room temperature. The goal of this pro-
cess is to draw a shape that matches the exit cross
section of the die. The first simulation used a
round input material. The result was an underfill
on the outside features (Fig. 14). This did not sat-
isfy the final shape requirements of this case. The
second simulation used a larger-diameter round
input. The result was unstable flow, resulting in
peeling (Fig. 15). Peeling is an undesirable effect
where material is scraped off the wire into long
slivers before entering the input port of the draw
die. Because material follows the path of least
resistance, it was clear that the round input stock
was less than optimal. Finally, a shaped input
was simulated with good results (Fig. 16). The
hex-shaped initial shape placed more material
where it was required to fill the exit cross section.
In a process such as drawing, it is difficult to deter-
mine whether the input shape will yield a success-
ful output, because the material has several
competing directions to flow. Several process
parameters, such as friction and temperature, can
affect this result. Simulation can give insight into
such a process before prototyping a die set.

Hot Forging Applications

Billet-Heating Processes

Billet heating is an important process in hot
forging and heat treatment. The heating time
and heat rate are the typical control process
parameters. Cracking can occur when an exces-
sive heating rate is used. Long heating time
wastes energy and may result in poor micro-
structural properties. Insufficient heating time
can result in high forming load, poor material

Fig. 11 Crowned rolls (left) to compensate for bending, and uncrowned rolls (right) that may lead to thickness vari-
ation in rolled stock
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Fig. 14 Drawing the initial round input shape resulted in an underfill on the outside features. The die contact can be
seen through the transparent die by dark areas representing die contact (left). A cross-sectional slice also

clearly shows the underfill (right)
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flow, and fracture. It is therefore important to
understand the temperature evolution within
the workpiece during the heating process. The
most frequently used heating methods are
induction heating and furnace heating.
In addition to thermal, mechanical, and micro-

structural models, an electromagnetic model is

needed to analyze the induction heating process.
The electromagnetic model is first conducted to
compute the magnetic field intensity and the
eddy-current density. The heat generation based
on the ohmic loss is then used to compute the
temperature field. Microstructural and deforma-
tion information can be computed if necessary.
This method has been successfully applied to

heating titanium billets and induction hardening
of steel bearings (Ref 16). A scanning induction
process (Ref 17, 18) is given to illustrate the
methodology. In this process, approximately
300 mm (12 in.) of a 440 mm (17 in.) long,
23 mm (0.9 in.) diameter SAE 1055 steel shaft
is induction hardened by moving it through a
system comprising a two-turn 20 kHz induction
heating coil and a water quench ring.
The FEM model used in the simulation is

shown in Fig. 17. Induction heating was applied
from the start of the simulation, but there was
no cooling or relative movement between the
induction unit and the workpiece for the first
2 s. Subsequently, the heating/cooling assembly
moved a distance of 300 mm (12 in.) upward
with a constant speed of 10 mm/s (0.4 in./s).
The workpiece was then allowed to cool to
room temperature, specified as 20 �C (70 �F).
In practice, the shaft moves, and the induction
unit remains stationary; however, in the simula-
tion, it remained fixed, and the coil and quench
ring moved upward.
A power of 15 kW was assumed for heating

the workpiece, operating at a frequency of 20
kHz in order to concentrate the heating at the
surface. A heat-transfer cooling window, repre-
senting the quench ring, was specified a temper-
ature of 20 �C (70 �F) and a convection
coefficient of 20 kW/m2 � K, which are repre-
sentative of a water quench. The predicted tem-
perature field is shown in Fig. 18. It is noted

that the shaft surface temperature is highest
(represented by the square symbol) near the coils.
Downward along the shaft surface, the tempera-
ture reaches its lowest point due to the water
quench. Further down, the temperature increased
again due to heat conduction from the hotter
interior.
Full details of the overall methodology for induc-

tion heating/hardening are contained in Ref 16.
For furnace heating, radiation heat dominates

the temperature distribution of the workpiece.
Radiative heat energy emitted by a body depends
on the emissivity of the body surface. This emis-
sivity depends on thematerial type and the surface
condition, and its value ranges from 0 to 1. For
example, the emissivity of a black body (absorbs
all energy incident on it) is 1, while the emissivity
of aluminum and carbon steel is 0.1 and 0.4,
respectively. If multiple bodies are involved, the
net radiant exchange between the bodies depends
on the geometry and orientation of the parts as
well as the relative distance between the bodies.
This net radiant exchange between the multiple
bodies is represented by the view factor, F1–2.
Modeling radiation with view factor is imperative
to achieve accurate simulation results for high-
temperature heating and cooling processes.
As an example of this dependence on part

geometry and orientation, the heating of nine bil-
lets (15 cm diameter by 30 cm high, or 6 in. diam-
eter by 12 in. high) in a 1095 �C (2000 �F)
furnace was modeled (Fig. 19). The billets were
loaded in three rows and spaced 8 cm (3 in.)
apart from each other. From the predicted tem-
perature distribution in the billets, the effect of
radiation shadowing can easily be seen. The
influence of shadowing can be analyzed through
the use of a radiation view factor in the Stephan-
Boltzmann equation. The slower heating rate of
the center billet can be seen by comparing a plot

Fig. 15 A larger-diameter wire resulted in unstable
flow and subsequent peeling

Fig. 16 A hex-shaped input stock resulted in good die
contact (top) and no underfill (bottom)
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Fig. 17 Mesh illustration of workpiece and heating coils
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of temperature versus time for a point sampled
with this effect on and off (Fig. 20). If view factor
radiation had not been considered in the simula-
tion, all of the billets would have heated the
same. Because view factor was incorporated,
the difference in temperature between the billets
in the corner and in the center of the loading pat-
tern was realistically predicted.

Axle-Beam Forging

A major commercial vehicle part manufac-
turer discovered a problem with an axle-beam

forging. A forming lap or fold defect was evident
on the finish-forged product, as seen in Fig. 21.
History and experience guided the designers to
concentrate their efforts on the blocker and fin-
isher stages of manufacture. However, changes
to these did not eliminate the lap.
The manufacturing process was simulated.

Four discrete operations were involved: roll for-
mer, bender, blocker, and finisher operations, as
seen in Fig. 22. Because the material behavior
can be highly temperature sensitive in a hot
forming process, all stages of the process were
modeled with full thermal coupling. Also

included were intermediate operations, such as
transfer times from the furnace to the press
and times when the forging was resting on rela-
tively cool dies. In this approach, surface chill-
ing of the workpiece was accounted for.
The simulation results highlighted the fold

occurring during the bender operation, as seen in
Fig. 23. The defect was carried through to the fin-
ish-forged axle beam. After reviewing the simula-
tion result, the designers were able to locate the
defect on the actual part, as seen in Fig. 24. The
designers modified the pads on the bottom die to
revise material flow and eliminate the lap.
In addition to overcoming the forming defect,

the bender die-pad modifications resulted in a
reduced forging load in the bender, blocker, and
finisher operations. The production trials correlated
very well with the simulations, which also pre-
dicted lower forging loads with the modified pads.
After forging is completed and the flash is

removed, the axle beam is heat treated to provide
mechanical properties required for its service life.
The axle beams are heat treated in batches and
are supported on their pads; that is, they are heat
treated upside down relative to the orientation on
the truck. Distortion during the quenching opera-
tion is undesirable. In any case, distortion does
occur due to the volume increase associated with
the austenite-to-martensite phase transformation.
Figure 25 illustrates the comparison between the
as-forged and asquenched axle-beam predictions,
both at room temperature. The as-forged part is
shown in the foreground, and the same part after
quenching is shown in the background. Both are
at room temperature. Note how the heat treated
beam is noticeably longer than the original forging.

Knee-Joint Forging

The forging industry continues to expand with
the rest of innovation and often finds new and
interesting applications. One such application is
the medical implant industry. In this case, an arti-
ficial knee implant is considered. The orthopedic
surgeon can remove the patella (kneecap), shave
the heads of the femur and tibia, and implant the
prosthesis. Special bone cement is used for suit-
able adhesion, and the implants can be seen in
their locations in Fig. 26.
An analysis was carried out on the hot

forging operations of the tibial part of the Ti-
6A1-4V knee-joint prosthetic device. In this
case, there were three operations: blocker, fin-
isher, and restrike operation. Each of the three
operations consisted of a furnace heat, forming
operation, and flash trim. Different friction con-
ditions were applied for the extruded part and
the coined portion of the prosthesis. This was
important because, in practice, only the
extruded part of the dies is lubricated; the
coined section is formed dry. Figure 27 shows
the tibial part at the end of the blocker, finisher,
and restrike simulations.
Furnace temperatures were specified as 940 �C

(1725 �F) for the blocker and 925 �C
(1700 �F) for the finisher and restrike operations.
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Fig. 18 Steady-state temperature distribution in workpiece 25.4 s into the simulation
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Fig. 19 Temperature of nine billets (eight are shown) in a 1095 �C (2000 �F) furnance. Note that the proximity
between the parts affects the temperature
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A rigid-plastic workpiece and rigid dies were
used in this analysis. After the blocker-operation
simulation, the workpiece was trimmed, as
shown in Fig. 28.

The surface curvature weighting was set high
in this analysis. As a consequence, the tighter
radii of the webs and ribs received a finer element
size, whereas the larger, flatter surfaces were

assigned coarser elements. This is illustrated
clearly in Fig. 29.

Cold Forming Applications

Cold-Formed Copper Welding Tip

Multiple folds were observed during the pro-
duction of a copper welding electrode, as seen
in Fig. 30. The cause of the defects was not
entirely understood. The entire forming process
was simulated to gain a better understanding of
why the folds were developing (Ref 19).
The actual part underwent a total of five

operations to form the finished electrode:

Fig. 21 Noticeable fold on a finished axle-beam
forging
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Fig. 20 Temperature plot comparing a point on a billet considering and not considering view factor radiation effects

Fig. 22 The four operations in the process are initial perform in the forming rolls, after bending (shown in bottom
die), after blocker operation (shown in bottom die), and the finished axle beam after flash removal

Fold

Fig. 23 Simulation predicted the fold occurring during
the bender operation, as shown

Fig. 24 Once the fold location was established from
simulation, the defect was identified on the

actual axle beam after bending (location shown by chalk)

Fig. 26 After surgery, the femoral and tibial prosthetic
parts are in position, securely adhered with

bone cement

Fig. 25 The as-forged shape is shown in the front
(lighter color), with the heat treated shape

behind (sliced and darker color). The phase transforma-
tion was the key reason for this distortion
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shearing, squareup, preform, backward extru-
sion, and final forming (Fig. 31). The sheared
rectangular slug was assumed to be the starting
material for the simulations, and therefore, the
shear and squareup were not simulated. The
preform and backward extrusion operations
were axisymmetric in nature and were therefore
simulated in two dimensions. When the 2-D

backward extrusion was finished, the final oper-
ation was simulated in three dimensions.
During the preform operation, a stepped die

was used to distribute the volume. This sharp
step then gets pushed into the tapered die dur-
ing the backward extrusion, creating a fold on
the exterior of the part. The fold develops mid-
stroke and moves upward as the extrusion pro-
gresses. The location of this external lap
predicted in the simulation is identical to that
seen on the actual formed electrode.
The final operation involves piercing the

extruded slug with a splined punch. At this
stage, the outside of the part is close to finish
shape, and the punch is used to form the intri-
cate cooling fins on the inside of the electrode.

Midway through the finish operation, it is seen
that quite a few defects are being formed by the
punch (Fig. 32). Simultaneously, folds are created
from material smearing onto the interior wall,
peeling and eventually smearing onto the bottom
internal surface (Fig. 33, 34), and lapping on the
inside tip and faces of the cooling fins.
All of the defects observed in the simulations

correlated very well with those seen on the
actual formed electrodes. The results of the
simulations proved invaluable in determining
why the various defects occurred.

Pipe-TypeDefects in Aluminum
Components

A 6061 aluminum suspension component
was simulated as an impact extrusion. The
part was formed in one operation on a mechan-
ical press. The simulation was performed to test
the feasibility of producing a defect-free part in
one forming operation. The simulation predicted
a pipe-type defect prior to the dies being manu-
factured. The actual part produced can be seen in

Fig. 27 Shape and finite element method mesh from
the tibial knee-joint forming simulations.

From top to bottom: at the end of the blocker, finisher,
and restrike operations

Fig. 28 Simulated tibial knee forging implant after
trimming in between the blocker and finisher

operations

Fig. 29 Finite element method mesh after the final
operation. Note how the finer elements are

concentrated in locations of smaller features
Fig. 30 Arrows highlight the defects observed after

forming the electrode

Fig. 31 The progression is shown on the top from left to right. In the bottom center, the punch is shown positioned
prior to the final forming operation. The fold created during extrusion is circled
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Fig. 35. This piping or “suck” defect occurs due to
volume deficiency. As the section between the
punch and die becomes thin, an inadequate vol-
ume of material is available to feed the extrusion.
When this occurs, longitudinal tensile stresses
form under the nose of the punch. At that time,
surface material is pulled into a cavity as it forms.
This defect is shown in Fig. 36.
Another casewhere a pipe-type defect occurs is

in the forward extrusion of a pressure valve (Fig.
37). Although the process is 3-D, the problem
was successfully simulated assuming plane-strain
deformation (Ref 20) during the late 1980s. In the
following discussion, a true 3-D model was used.
The material for the pressure valve is alu-

minum alloy 6062. Because of symmetry,
only one-fourth of the part was simulated.
For better resolution of the defect, more ele-

ments were placed near the center of the
part. The predicted part geometry at different
stages of the extrusion process is shown in
Fig. 38. From these figures, the defect starts
at the center of the part and propagates in
the transverse direction where the part is
being extruded. This behavior is seen in the
flow lines of the extrusion process (Fig.
39). A striking similarity between the pre-
dicted flow lines (Fig. 39) and the actual
part (Fig. 37) can also be observed.

Fastener Forming

In the development of metalforming pro-
cesses, designers balance many complex para-
meters to accomplish a workable progression

design. These parameters include the number
of intended operations, required volumetric dis-
placements, final part geometry, starting mate-
rial size, available forming equipment, and the
material behavior of the workpiece. Frequently,
variations have existed between the designer’s
concept of the progression and the actual shop
trial. When unexpected metal flow occurs, a
part with underfill, excessive loads, die break-
age, laps, or other production problems can
result.

Fig. 32 Early stage of tooth forming. At this stage, the
initial defect formations are clear

Fig. 33 As the teeth continue to form, the smearing of
the material above the teeth is visible Fig. 34 Material peeling down as the teeth are formed

Fig. 35 Aluminum impact extrusion

Fig. 36 Predicted geometry at different stages of the extrusion process

Fig. 37 Pressure valve extrusion showing pipe-type
defect in the center

Fig. 38 Predicted geometry at different stages of the
extrusion process Fig. 39 Flow lines of the pressure valve extrusion
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In one case (Ref 21), a fastener manufacturer
noted a small defect during the shop trial of an
automotive part (Fig. 40). The forming process
was simulated, and the simulation reproduced
this superficial defect and helped the manufac-
turer to understand the root cause. Additionally,
the simulation (Fig. 41) revealed a severe lap
that had originally been overlooked. When the
trial parts were cut up, this defect was present
as predicted. In this case, the cause of the lap
was apparent from the simulation. Each station
of a redesigned process was analyzed prior to
shop trials. This approach resulted in a lap-free
part (Fig. 41).

Bevel-Gear Forging

Bevel gears are important components in the
automotive industry, such as in transmission dif-
ferentials. Many of these components are forged
at a hot temperature to minimize the amount of
load required to form the part. This creates a part
as seen in Fig. 42.
There has been some interest in forming these

parts at room temperature for a better net shape
and an improved surface finish. To study this as
a 2-D process, an axisymmetric assumption is
used. One tooth is isolated, and the circumferen-
tial flow is neglected. The radius of the tooth was
specified to consider the volume of the actual
part. The flow is seen in Fig. 43 in the case where
the top and bottom die move together at the same
speed. The flownet result can be compared to dif-
ferent movement conditions, such as when only
the top die moves downward, as seen in Fig. 44,
or in the case where only the bottom die moves,
as seen in Fig. 45. Note that the filling of the
material occurs well in the cases where the dies
moved together and in the case where the bottom
moves upward, but there was folding predicted in
the case where only the top die moved down-
ward. In each case, there is a marked difference
in the grain orientation after forging, which can
be seen from the flow lines. A similar study was
performed as a comparison of simulation to plas-
ticine deformation, and it was shown that the
simulation was very accurate in predicting the
material flow (Ref 22).

Fracture Prediction

Chevron Cracks

Forward extrusion is a process used exten-
sively in the automotive manufacturing industry.

Certain extruded components, such as axle
shafts, are considered critical for safe operation
of the vehicle and must be free of defects. Dur-
ing the mid-1960s, automotive companies
encountered severe axleshaft breakage problems.
In addition to the obvious visible external

Fig. 41 The top four images show a lap formation on the inside diameter of the head region on a cold-formed auto-
motive part. The bottom four images show the redesign with no lap

Fig. 43 Two-dimensional flownet of a single tooth in a bevel-gear forming process. The top and bottom dies move
together

Fig. 42 Hot forging of a bevel gear from a round billet to the final shape

Fig. 40 Fastener showing a lap

Finite Element Method Applications in Bulk Forming / 277

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



defects, internal chevron cracks were also pres-
ent (Ref 23). The problem was so serious that a
number of manufacturers adopted 100% ultra-
sonic testing procedures, with automatic rejec-
tion of suspect shafts.
To avoid 100% inspection, in the early 1970s,

the Chrysler Corporation developed conserva-
tive guidelines for forward extrusion in conical
dies, guaranteeing chevron-free parts (Ref 23).
Upper-bound methodologies were used to deter-
mine the conditions under which chevrons would
form. Based on die-cone angle, process reduc-
tion, and friction conditions, Avitzur derived
mathematical expressions to describe the central
bursting phenomenon during the wire drawing or
extrusion of a non-strain-hardening material
(Ref 24). To validate this work, experiments
were carried out at Lehigh University on AISI
1024 plain carbon steel bars. Drawing was car-
ried out in dies having an 8� semicone angle,
with greater than 22% reduction, that is, in the
safe region of Avitzur’s curves. No central bursts
were reported (Ref 24).

Avitzur derived similar criteria for central
bursting in strain-hardening materials (Ref 25)
that were later validated by Zimerman and
Avitzur (Ref 26). Experimental results are
shown (Fig. 46) where it is clear that no central
bursting occurred in the safe zone. This work
also illustrates the die angles and drawing
forces where central bursting occurs. This
is overlaid on a schematic of the drawing condi-
tions providing sound flow, dead-zone forma-
tion, and shaving (Fig. 47) (Ref 26).
DaimlerChrysler implemented Avitzur’s curves
in the early 1970s, and the chevron cracking
problems were no longer troublesome.
More recently, work has been carried out

using FEM in conjunction with ductile fracture
criteria to determine the occurrence of central
bursting. The parameter damage is a cumulative
measure of the deformation under tensile stress
and has been associated with chevron cracking.
Researchers have evaluated seven different
damage or ductile fracture criteria (Ref 27).
The various criteria express ductile fracture as

a function of the plastic deformation of themate-
rial, taking into account the geometry, damage
value, stresses, and strain within the workpiece.
When the maximum damage value (MDV) of the
material exceeds the critical damage value
(CDV), crack formation is expected.
A specific damage model proposed by Cock-

croft and Latham states that fracture occurs
when the cumulative energy density due to the
maximum tensile stress exceeds a certain value.
This criterion has provided good agreement at
predicting the location of the MDV. The Cock-
croft and Latham criterion is shown as follows
in both dimensional and nondimensional forms:

Zef
s�de ¼ Ca

Ze
s�

s
de ¼ Cb

where s*is the principal (maximum tensile)
stress, s is the effective stress, de is the incre-
ment of effective strain, and Ca and Cb are con-
stant values.
Under ideal drawing or extrusion conditions,

the strain distribution across the component
cross section would be uniform. However, the
occurrence of subsurface redundant deformation
causes the strain distribution to become nonuni-
form. The amount of redundant deformation
increases with increasing die angle and can
cause extremely high tensile stresses. These
internal tensile stresses can in turn lead to micro-
voiding and ultimately to cracking (Ref 28). If
the die angle/draw reduction combination cannot
maintain compressive axial stresses in the drawn
component, the center portion will be stretched,
and the tensile stress may increase to a level
where bursting occurs (Fig. 48). In the first form-
ing operation for a component, the stresses in the
component may be high, but the damage will
still be quite low because the damage accumu-
lates with deformation. For this reason, fracture
does not generally occur until the second or third
draw or extrusion operation. A triple extrusion
(last image in Fig. 48) was simulated to demon-
strate this phenomenon. It is clear that in this
case, chevrons do not form until the third
reduction.
One method to determine the CDV of a

material is to perform poorly lubricated com-
pression and notched tension tests until crack-
ing is detected. After testing, simulations can
be performed, matching the geometry and pro-
cess conditions of the experimental tests, to cal-
culate damage values. The predicted MDV at
the instant of fracture is a good representation
of the CDV of the material. Because the crack
is not visible until after it has formed in the ten-
sile test, a higher estimation of the CDV is
likely. Averaging the CDVs calculated from
the compression and notched tensile tests is a
reasonable approach.
A comparison was made between two auto-

motive shaft designs manufactured using a

Fig. 45 Two-dimensional flownet of a single tooth in a bevel-gear forming process. The bottom die moves in an
upward direction

Fig. 44 Two-dimensional flownet of a single tooth in a bevel-gear forming process. Only the top die moves in a
downward direction
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double extrusion. The only parameter changed
was the die semicone angle for the minor diam-
eter. Five-hundred steel shafts (AISI 1024)
were produced with a nominal 22.5� extrusion
die angle, and 500 were produced with a 5�
die angle. Chevron cracks were observed on
1.2% of the shafts made from the 22.5� die,
but none were observed in the product pro-
duced using the 5� angle.
Process simulation was used to analyze both

processes. The simulation indicated a higher dam-
age value for the product extruded with the 22.5�
die angle than for the parts produced with the 5�
angle. The high damage value correlated well
with the location of the chevron cracks (Fig. 49).
When damage levels are very high, fracture

will occur consistently. When processes are well
below the ductility limit, fractures are not
expected to occur. A narrow range exists in
between these two regions where the chance of
cracking is probabilistic and a higher damage
prediction can be interpreted as a greater chance
of fracture. Because the damage is cumulative in
nature, the prior working history of the wire or
workpiece is an important factor to be consid-
ered for the likelihood of fracture occurrence.

Fracture during Cold Forming

During an initial trial of a cylindrical cold-
formed part (Fig. 50), the manufacturer
observed a severe fracture originating in the

inside diameter of the part after the second
operation. There was also a die underfill in
the area of the fracture. The defect was
observed after the end of the forming opera-
tion, as shown in Fig. 51. As seen in Fig. 51,
the flowlines during the two operations show
the grain orientation of the part after forming.
Also seen in Fig. 51 are the underfill at both
the inner and outer diameters. A plot of dam-
age versus time is shown in Fig. 52, where
the separation and contact of the sampled
points have been highlighted in the plot. It
can be noted that the damage at point 2 remains
0 during the first operation and starts to
increase in the second operation. As shown in
Fig. 51, in the second operation, point 2 origi-
nally resides underneath the punch. The point
contacts the punch and moves outward as the
punch moves downward. As the material is
backward extruded, this point moves upward
and loses contact with the punch. The separa-
tion between the material and the punch forms
an underfill on the part inside diameter surface.
The predicted damage value continues to
increase, as shown in Fig. 52, when point
2 passed the punch corner, backward extruded,
and separated from the punch. At point 1, the
damage increases when the material is back-
ward extruded and separated from the bottom
die. The damage value at point 1 is signifi-
cantly lower than point 2.
In order to manufacture this part,

subsequent analysis revealed that the damage

factor could be reduced. Analysis was used
in conjunction with shop trials to eliminate
the fracture and die underfill in this part
(Fig. 53).

Die Stress Analysis

Four Common Modes of Die Failure

The four common modes of die failure are
catastrophic fracture, plastic deformation, low-
cycle fatigue, and wear.
Catastrophic failure occurs when a die is

loaded to stress levels that exceed the ultimate
strength at temperature of the die material. This
can occur due to gross overloading of the die
structure, inadequate support to transmit the
load to an adjoining component, or a stress con-
centration at a sharp feature. Dies that fail in
this mode can release enormous amounts of
energy, resulting in a serious safety hazard.
Plastic deformation occurs when the stress

on a die exceeds the yield strength at the
operating temperature. Plastic deformation can
occur as a localized effect or a widespread con-
dition. Examples of a localized effect are roll-
ing the corner of a punch or the initial
yielding in a stress concentration prior to a
fatigue failure. In these cases, the overall die
dimensions do not change. Large-scale yielding
occurs when a bolster plate is dished or the
entire inside diameter of a shrink ring becomes
oversized.
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Low-cycle fatigue is a process that can occur
when a mechanical or thermal tensile stress is
cyclically applied to a die as each part is pro-
duced. If the stress intensity or number of cycles
is sufficient, a very small crack can initiate. After
crack initiation, the crack propagates with each
additional cycle. As the defect grows, the die
structure weakens, which results in higher stress
concentrations and an increased crack growth
rate. Eventually, the die fails due to a cata-
strophic fracture, although the energy released
during final fracture is generally small relative
to a single-cycle catastrophic failure. Low-cycle
fatigue is well understood by the manufacturers
of automobiles, aircraft engines, and other criti-
cal service systems. Materials used in these
applications can be characterized by stress-num-
ber of cycles curves that relate the fatigue life to
cycles to failure. Typically, these data are very
expensive to obtain. Thus, it is extremely rare
to find fatigue data for forging or cold heading
dies in the literature.
Die stress analysis is used to determine the

stress level on a die during service. More than
one stress state may be significant. Initially,
the effective stress is used to understand the
magnitude of stress on the tool. Ideally, the
stress should be well below the yield strength
at the local service temperature of the die.
Additionally, maximum principal stress is used
to determine the tensile component of this
stress. This can be used to predict the likelihood
of a fatigue failure. Stress components are used
to quantify the direction of stress. A clear
understanding of the stress direction is required
to ensure that the correct solution is developed.
Die wear is also a frequent topic of discus-

sion related to coatings, die materials, and
lubricants. Considerable research is being per-
formed on the topic of wear relative to a wide
range of manufacturing processes.

Die-Insert Fracture

A multistation cold heading process was used
to produce a high-volume automotive part from
AISI 4037 steel wire. The process involved
extruding the body, upsetting, and back extrud-
ing the flange area of the part. Piercing out the
center finished the part. While this part was
not completely axisymmetric, the deviations
from this were subtle; thus, using a 2-D analysis
was reasonable and very fast (Ref 29).
The first station was primarily a squareup of the

cutoff, with a relatively small amount of forward
extrusion. The second station was a finished for-
ward extrusion coupled with a small amount of
backward extrusion around the punch pin. The
third (final) station was a backward extrusion
around the punch, combined with upsetting in
the flange area. With the deformation analysis
results completed, the interface pressure values
were interpolated along the tooling surfaces to
perform a decoupled-die stress analysis.
This part was run several times in production

prior to the investigation. History showed that
the die insert was breaking prematurely in the

first and third stations, as shown in Fig. 54.
Additionally, the punch was failing in the sec-
ond station, and other tooling components were
failing in the piercing station. While all stations
were analyzed, the first station is summarized
here.
It has been learned that to accurately ana-

lyze die stresses, complete tooling geometry
must be used, including shrink rings and
mounting dies. Analyzing a single die in isola-
tion does not provide meaningful results in
cases such as the die insert, where the

interaction with the shrink ring is critical. In
the present example, the dies were analyzed
as elastic bodies during the analysis. In the
case of the steel tools, the effective stress
was used as a yield criterion, but in the carbide
components, maximum and minimum princi-
pal stresses were used, along with their com-
ponents. These low-cycle fatigue failures in
the carbide inserts indicated tensile stresses
in the crack-initiation site, even though the
maximum principal stresses were less than
690 MPa (100 ksi).

Fig. 48 A computer simulation demonstrates the formation of chevron cracks. The dark colors represent higher
values of damage

Fractured process Crack free process Damage
Obj 1
A = 0.000

0.5

0.4

0.3

0.2

0.1

0.0

B = 0.100
C = 0.200
D = 0.300
E = 0.400
F = 0.500

Fig. 49 Contours of damage are shown for the fractured and the crack-free processes. The 22.5� die angle (left) exhi-
bits chevron cracking due to high damage. The 5� die angle (right) has lower damage, and no central

bursting was observed
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Results for the first station tooling assembly
can be seen in Fig. 55 and 56. This assembly
shows the punch (D40), the insert (D70), and
the shrink ring/sleeve assembly (S7 and M300).
The ring/sleeve assembly did not indicate any
overstress condition and performed well in field
service. The insert did indicate a positive maxi-
mum principal stress in the region where the
fracture was observed. The principal stress direc-
tion was predominantly axial. After carefully
studying the simulations, it was decided to
run a simulation with a two-piece insert, as
shown in Fig. 57. The analysis indicated a signif-
icantly lower stress in the region of the fracture.
The tooling was modified based on the simu-

lation results. The insert in the first station
was split into two components. This resulted
in a 550% life improvement. Other tooling

modifications resulted in similar improvements
in other stations of the process.
Secondary effects influenced tool life on

the other components as a result of the afore-
mentioned modifications. For instance, tool-
ing components that were not modified in
each station also showed substantial improve-
ments, most of which were above a 150%
increase. The net result, based on historical
data, showed a 43% reduction in overall tool-
ing costs and a 54% reduction in downtime
associated with tooling problems on this
product.

Turbine Spool Die Failure

A company was experiencing a dimensional
problem with a hot-forged turbine disk (Ref
30, 31), as shown in Fig. 58. The forging was
undersized on a number of features on an inside
diameter. After an investigation of potential
causes, the dies were thoroughly inspected.
The inside diameter of a die liner and the out-
side container were oversized. This was some-
what surprising, because the outside diameter
of the forging was in tolerance.

A stress analysis indicated that the effective
stress exceeded the yield strength at tempera-
ture in the region where the die had yielded
(Fig. 59). A range of redesign options was
developed and analyzed. The redesign that
was selected involved a thicker die wall (Fig.
60). Criteria for the redesign included cost, ease
of assembly, and structural integrity. It was crit-
ical that the die wall possessed sufficient
strength to avoid plastically deforming during
the forging operation.
This design was successful in that the dimen-

sional deviations were eliminated and there was
a significant reduction in die maintenance cost.
The root cause of this problem was large-scale
plastic deformation. This case is interesting
because the original symptom of a problem
was a dimensional deviation in the forging.
Because this die material was quite ductile, no
fracture was observed. In fact, the inside fea-
tures were actually forged within tolerance,
but the outside was forged oversized. During
the ejection process, the part was essentially
extruded, moving the dimensional deviation
from the outside of the forging to the inside,
as shown in Fig. 61.

Fracture

Underfill on I.D.

Fig. 50 Photograph of the actual part. Note the severe
fracture (dark area) and die underfill (below

dark area) on the inside diameter (ID)

Punch

Die

P.2

P.2 P.2

P.1

P.1

P.1

Fig. 51 Flowlines for the forming of the component. Note that the free surfaces are very clear on both the inner and
outer diameters

Fig. 53 After the redesign, the inside diameter is free
of defects
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Fig. 52 Point tracking the damage factor of two points on the surface of the component
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Product Assembly

Staked Fastener Installation

The development of complex forming pro-
cesses, such as self-penetrating fasteners, staked
studs, and rivets, involves complexities over and
above traditional forming operations due to the
interactions of multiple plastic deforming bodies.
In such cases, fastener installation is influenced by
plastic strain (work hardening) induced during
prior cold forming operations. Therefore, it is
not practical to perform installation trials with
machined blanks. The Fabristeel Corporation
used computer simulation to develop their self-
piercing mechanically staked fasteners for sheet
metal parts (Fig. 62). The patented drawform stud
was fully developed using simulation. The devel-
opment process included forming the stud, the
installation process itself (Fig. 63), and a pullout
test (Fig. 64). Based on damage values in the
sheet, the original design was modified to prevent
fracture in the panel.

Breakaway Lock Development

Recently, process simulation has been used
to develop an aluminum breakaway padlock
(Fig. 65). Pull strength was a critical require-
ment for the intended application. Unlike a typ-
ical keyed padlock, this lock was developed to
be a one-time-use item.
The lock was developed so that during installa-

tion, the bolt is torqued down until the head shears
off at an undersized (recessed) diameter. At the
installation, the end of the bolt should plastically
deform the shackle, resulting in a permanent
installation. The grade of aluminum, heat treat-
ment, and geometry of the lock were the primary
design variables. Common aluminum alloys were
analyzed, including 6061 and 6062, as were dif-
ferent heat treatments for the shackle, bolt, and
body. Shackle diameters of 5 and 6 mm (0.20
and 0.24 in.) weremodeled to determine the effect
of diameter on the pull strength.
The lock shackle was modeled as a rigid-

plastic material, and for this portion of the anal-
ysis, the bolt was considered rigid. The bolt was
twisted and subsequently pushed into the
shackle (rotated and translated inward) until
the tip of the bolt was fully engaged. The

localized deformation can be seen in Fig. 66,
where effective strain is displayed in the
shackle.
The first question for this lock design was the

mode of failure. Localized plastic deformation
at the tip of the bolt could occur, as seen in
Fig. 67, allowing the shackle to become dis-
lodged. Alternatively, the shackle could unbend
or neck, allowing the free end to be pulled out
of the lock body. Because the deformation in
both the bolt and the shackle was needed to
accurately predict the failure, both were ana-
lyzed as plastic objects.
Pull tests were performed by assigning a con-

stant (upward) velocity to a rigid object placed
inside of the shackle. The bottom of the lock
body was fixed using boundary conditions.
The contact between the bolt and the shackle
was considered, as was the interaction between
the shackle and the lock body.
It was shown from the simulations that both

deformation modes (tip deformation and shackle
unbending) occurred during this process. At the
start of the pull test, the tip of the bolt plastically
deformed, as seen in Fig. 67. After this initial
deformation, however, the bolt remained struc-
turally sound, and the shackle started to unbend.
The unbending continued until the free end of
the shackle pulled free from the lock base, as
seen in Fig. 68. This bending was the primary
mode of failure observed in all of the simulated
pull tests, and it matched prototype tests
conducted.
The failuremode and pull strengthwere studied

for each design, as seen in Fig. 69.When using the
same-diameter shackle, the lockmade from 6061-
T6 material demonstrated a higher pull strength

than the lock made from 6062. Likewise, for the
same material, the simulations showed that the
larger the shackle diameter, the higher the pull
strength. After this study, 6061-T6 material and
a 6 mm (0.24 in.) diameter shackle were selected
for the final lock design.
The trend in pull strength that was observed

in the pull tests was quite intuitive. Simulation
was not only able to confirm the trend, but it
was also able to determine the amount of load
that each lock could withstand.
The ability to determine how the lock would

fail was the real strength of the FEM simula-
tions in this example. Depending on the shackle
material and diameter, it was conceivable that
some locks would fail due to bolt tip deforma-
tion, while others would fail due to shackle
unbending. Simulation was able to determine
that for the materials and diameters studied,
all locks would fail the same way.

Solid-State Welding Process

Inertia welding is a solid-state welding pro-
cess in which the energy required for welding is
obtained from a rotating flywheel. The fric-
tional heat developed between the two joining
surfaces rubbing against each other under axial
load produces the joint (Ref 32, 33). One of the
two components is attached to a rotating fly-
wheel, while the other component remains sta-
tionary. During the process, the rotating
component is pushed against the fixed one,
causing heat generation through contact friction
and consequent rise in the interface tempera-
ture. As the temperature increases, the material
starts to soften and deform. At the final stage,

Fig. 54 The failure mode of the die insert in the first
station was a low-cycle fatigue fracture, as

shown

Stress-Max Principal

200

0.0

–200

Fig. 55 The contours of maximum principal stress on the original design are shown, with the dark colors represent-
ing tension and the light colors representing compression. The tensile stress on the inside of the shrink ring is

expected. The tensile stress at the inside corner of the die insert was problematic. This is coincident with the location of
the low-cycle fatigue fracture
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the flywheel stops as the inertial energy decays
to 0, and both sides of the material near the
interface get squeezed out of the original con-
tact position and form a complex-shaped flash,
as shown in Fig. 70. The quality of the welded
joint depends on many process parameters,
including applied pressure, initial rotational
speed and energy, interface temperature, the
amount of upset and flash expelled, and the
residual stresses in the joint. Being able to
accurately model the process is essential to
understand, control, and optimize the process.
After forging and machining, several aircraft
engine disks can be joined together using this
process. Figure 71 shows a cutaway view, with
a close-up view of the weld, for a typical air-
craft engine disk welding.
Atypicalcomparisonofpredictedandmeasured

upset versus time is shown in Fig. 72. From
this figure, it can be seen that the characteristics
of this process include three distinct stages:
the upset rate is 0 at the initial stage; the
upset rate is increasing first and then decreas-
ing in the middle of the process; and the

upset rate approaches 0 at the end of the pro-
cess. In the first stage, the energy is used to
raise the temperature on the contacting sur-
face. The material starts to deform in the sec-
ond stage. As the flash forms, the contacting
surface area increases, the rate of upset starts
to slow down, and the inertial energy is even-
tually consumed in the third stage.
Figure 73 shows a comparison of the pre-

dicted temperature at the end of the weld with
a macrograph of the weld. There is very good
agreement between the predicted temperature
field and the observed heat-affected zone and
also the flash shape and thickness.
It is an added challenge to weld two dissimi-

lar materials, due to the differences in thermal
as well as deformation behavior over a wide
range of temperature. Proper process welding
conditions are crucial to achieve the desired
weld geometry and properties. As shown in
Fig. 74, a compressor spool of two adjacent
stages made of different materials is joined.
Good agreement between the predicted and
observed weld shapes is observed.

Optimization of Forging Simulations

In the past, FEM has been primarily used as a
numerical tool to analyze forming processes.
Decision-making to optimize a process is
strongly dependent on the designer’s experi-
ence in an actual process and on numerical
modeling. Ultimately, it would be very desir-
able to develop an optimization technique to
achieve an acceptable die shape automatically.
In forging operations, for example, interme-

diate shapes are often used to ensure proper
metal distribution and flow. The design of inter-
mediate shapes, also called blockers and pre-
forms, are of critical importance for the
success of forging processes. In the following
sections, optimization in 2-D and 3-D preform
die design is presented.

Two-Dimensional Case

An axisymmetric example to demonstrate the
potential application of design optimization is
shown in Fig. 75.
In this example, the primary objective was to

completely fill the finishing tools during the last
operation. A numerical measure of this criterion
was obtained by comparing the outline of the
desired part and that of the actual forged part.
It was also important to obtain homogeneous
materials properties within the component; a
homogeneous distribution of effective strain
provided a satisfactory approximate criterion
to achieve this goal.
The shape of a preform die was represented

by B-spline curves. The design variables were
the control points of B-spline or a piecewise
linear curve.
An isothermal forging condition was used in

the simulation. The flow stress of the workpiece
was assumed to be in the form of
s ¼ 100e0:2 _e0:03 (ksi). A constant shear friction
factor of 0.5 was assumed, as well as a billet
radius of 2.5 cm (1.0 in.) and a length of 3.8
cm (1.5 in.). The velocity of both the preform
and the finish dies was 2.5 mm/s (0.1 in./s).
Figure 75(a) shows the forging process with-

out using a preform die, and underfill was

 Radial Stress Hoop Stress Axial Stress

200

0.0

–200

Fig. 56 The component stresses were evaluated on the original design to isolate the root cause of the failure. The
dark colors represent tension and the light colors compression. Hoop and radial stresses (light color) are

essentially compressive. The circle highlights a tensile stress in the axial direction, as shown with the arrows
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Fig. 57 The contours of maximum principal stress on the redesigned insert are shown, with the dark colors repre-
senting tension and the light colors representing compression. This design resulted in an extended die life

due to the carbide insert remaining in a compressive stress state throughout the process

Turbine disk

Undersized ID

OD on size

Fig. 58 The inside features of a turbine disk forging
were undersized. The outside diameter (OD)

was in tolerance. ID, inside diameter
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predicted, as indicated by the arrows. The ini-
tial guess of the preform die shape prior to the
final forging is shown in Fig. 75(b). As indi-
cated in the same figure, an underfill problem
remained. Through the optimization iterations,
the preform die shape evolved, as shown in
Fig. 75(c). It took approximately seven itera-
tions to resolve the underfill problem and to
obtain the homogenized strain distribution, as
shown in Fig. 75(d) Figures 75(e) to (g) show
the distribution of effective plastic strain with-
out preform die, with initial preform die, and
with optimized preform die, respectively. It
can be seen that the distribution of effective
strain became more uniform through the itera-
tive optimization process.

Three-Dimensional Case

Most forming processes are, in fact, 3-D.
Tooling geometry is most likely prepared using
commercially available computer-aided design
(CAD) systems. In the CAD systems, nonuniform
rational B-spline surface is a very popular way of
representing the complex tooling geometry. In the
FEM model, the geometry is generally repre-
sented by a set of polygons. At the current stage,
the stereolithography (STL) representation is
used as a vehicle between CAD and FEM to
transfer the geometry definition. Parametric
design and feature-based representation, which
may be available in the CAD system (dependent
on the methodology of the CAD system) during
the designing process, are unfortunately lost at
the end of the STL transformation. The FEM can
only be used as a numerical tool to evaluate the
given tooling design. Although the CAD and
FEM can conceptually be used as a black box
and integrated by a closed-loop optimization pro-
cedure, numerous 3-D FEM simulations will be
needed to evaluate the sensitivity of design para-
meters. The procedure can be extremely computa-
tional, demanding, and impractical for daily use.
Unlike the 2-D approach, being able to generate
a reasonable initial design in order to facilitate
the design process has been the near-term
objective.
In a recent approach, preform design based

on the so-called filtering method was used to
determine an initial preform shape. For a given
final part configuration, there are three steps to
generate an initial preform shape (Ref 34–37):

1. Digitizing process: The final part geometry is
imported into the system as a triangulated sur-
face, in STL or other format. The digitizing
procedure is first performed to convert the tri-
angulated surface into a point cloud array.

2. Filtering process: The resulting surface will
be passed through a filtering procedure to
produce a smoothed shape. In the filtering
procedure, the geometric domain will be
converted into a frequency domain by using
a Fourier transformation (Ref 38–40). By
using the filtering function, high-frequency
regions (sharp corners, edges, or small

Stress-Effective

200

100

0.0

Fig. 60 Analysis of new design using the same scale. The effective stress levels are much lower throughout the die
wall. While high stresses were calculated in the workpiece contact zone, this design possessed sufficient

strength to avoid large-scale plastic deformation

ID forged on size
OD forged oversized

ID undersized

OD on size

Fig. 61 The original observation was undersized features on the inside diameter (ID) of the forging. In fact, the out-
side diameter (OD) was forged oversized, as shown on the left. A swaging operation was inadvertently per-

formed while ejecting the part, as shown on the right. This resulted in the initial investigation focusing on the top die
(punch)

Stress-Effective

200

100

0.0

Fig. 59 Analysis of original design. Contours of effective stress depict a very high stress level (darkest contour)
through the die wall in the contact zone. This stress in the die wall exceeded the yield strength of the die

material at the operating temperature, resulting in plastic deformation
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geometric details of a surface) will be
removed. An inverse Fourier transformation
will then be applied to obtain a smoothed
surface.

3. Trimming process: The trimming procedure
is used to control the boundary shape of a
smoothed shape, so as to obtain a realistic
initial preform shape.

An aluminum structural part, as shown in
Fig. 76(a), is used to illustrate the aforemen-

tioned procedure. The overall dimensions of
the part are 61.5 by 16.5 by 9.1 cm (24.2 by
6.5 by 3.6 in.). The filtered smoothed shape is
shown in Fig. 76(b). After trimming, the
designed initial preform is shown in Fig. 76(c).
In order to improve and eventually automate

the design modification procedure, a systematic
method to evaluate the material flow based on
the FEM result must be developed. Because
the material flow history is known from the
FEM simulation, the defect location can be

traced, and modifications can be made accord-
ingly. To illustrate the overall procedure, the
forging of the example part was simulated, as
shown in Fig. 77.
In this simulation, only the upper part was

simulated due to symmetry. Aluminum 6061
was selected as a workpiece material. The ini-
tial temperature was assumed to be 480 �C
(900 �F) for the workpiece and 205 �C (400 �F)
for the die. The total die stroke from the initial
contact to the final position was 3.612 cm
(1.422 in.). A flash thickness of 2.5 mm (0.1
in.) was used. The estimated maximum load
was 6300 klbf. As shown in Fig. 77, the flash
shape was not uniform in the areas indicated by
arrows, and underfill was predicted, indicated
by dashed lines.
To identify the region where modification

was necessary, an ideal forged component with
flash was defined first in order to compare with
the simulation result. At the present stage, the
ideal final forged part is defined in such a way
that it has uniform flash width and does not
have underfill condition. By comparing the
ideal forged shape and the predicted shape at
the reference step, the location of the underfill
defect and the amount of additional volume
can be identified. The material flow history
information from a FEM simulation can be
used to modify the preform shape by adding
volume (if material is not sufficient) or by
removing volume (if excessive flash was

Fig. 64 After the forming and installation are com-
pleted, the pull test is simulated. This figure

shows the process as the stud is breaking out of the plate.
Experimental values matched the simulation results
within 5%

Shackle

Lock body

Bolt

Fig. 65 Aluminum breakaway lock. Courtesy of Her-
cules Industries

Fig. 63 Installation of the drawform stud. The plastic strain is shown as the shaded color

Fig. 62 Front (left) and back (right) view of an installed stud

Fig. 66 Plastic deformation (dark area is higher strain)
after the installation

Fig. 67 Plastic deformation of the bolt at the start of
the pull test
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found). Another filtering procedure will be
applied to obtain a smooth geometry. An exam-
ple to illustrate the procedure is shown in Fig.
78. Figure 78(a) is the ideal forged component
with uniform flash. The flash width is 25.4
mm (1 in.), and the flash thickness is 1.3 mm
(0.05 in.) (upper part only). The predicted shape
from the simulation at a stroke of 35.8 mm
(1.41 in.) is shown in Fig. 78(b). The areas that
need to be modified are shown in Fig. 78(c).
Finally, the modified preform shape is shown
in Fig. 78(d). In this example, an additional
0.6% volume was added to make the modified
preform shape.
To validate the modified preform, another

FEM simulation was performed. The new simu-
lation result is shown in Fig. 79(a). From this
figure, it is clear that the underfill defect is
removed and the flash is more uniform

compared to the initial design. The outer
boundaries of the final product without flash,
the predicted forging using the initial preform,
and the predicted forging using the modified
preform are shown in Fig. 79(b).
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Fig. 69 Load results for various pull tests

Fig. 68 Beginning of the pull test (top). Below,
unbending of the shackle (failure mode)

Fig. 70 Inertia welding of two disk-shaped objects
showing the initial geometry and the tem-

peratures at the completion of weld. Note the flash expul-
sion at both the inside and outside diameters. This is a
two-dimensional model shown in a three-dimensional
view for easy visualization. Source: Ref 33

Fig. 71 Cutaway view of a typical inertia weld of air-
craft engine disks and a close-up view of the

welded region. Source: Ref 33

Fig. 73 Comparison of the predicted temperature
(left) at the completion of the weld with a

macrograph (right) showing the heat-affected zone.
Source: Ref 33

Measured upset
Predicted upset

U
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et

Time

Fig. 72 Measured and predicted upsets as a function
of time for a typical inertia welding process.

Note the good agreement between the predicted and the
measured upset rates. Source: Ref 33
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Conclusion

Growing together with computing power,
FEM has evolved rapidly and is making great
contributions to conventional metalworking
technologies. The thousand-years-old technol-
ogy has quickly evolved in the last 20 years in
such a way that the FEM method is now rou-
tinely and successfully used in a wide range
of bulk forming applications, including material
flow, defect prediction, microstructure/property
predictions, heat transfer, forming equipment
response to the workpiece, die stress and deflec-
tion, and so on. With continuous improvement

in computing resources and demand from
industry, it is expected that future developments
will likely be in the following areas:

� Optimization: Currently, FEM users play an
important role in solving a specific process
design by performing sensitivity analysis of
multiple FEM models. Convergence speed is
highly dependent on the user’s understanding
of the FEM model and the actual process. It
is believed that optimization techniques will
be extremely helpful in finding an optimal
solution systematically and quickly on the
computer. Currently, optimization has been
used with success in conjunction with FEM
to determine not only the heat-transfer coeffi-
cient but also the material parameters and
friction factor, the interface heat-transfer
coefficient between two contact bodies (Ref
41) and in the preform design to remove the
underfill flow defect in 2-D application (Ref
9). In order to carry out the 3-D optimal
shape design, a closer integration of com-
puter-aided design/computer-aided engineer-
ing (FEM) is necessary and is expected in
the near future. For a true optimal product
and process design, the costs that are asso-
ciated with the production process, such as
tooling, material, equipment, heating (when
necessary), inspection, and inventory, should
also be characterized and considered in the
model.

� Computer modeling of microstructural fea-
tures: Much work has been carried out to pre-
dict microstructural features, such as grain
size and phase transformation, in the past by
using phenomenological approaches. Texture
is another important microstructural feature
that will affect mechanical properties. Crys-
tal-plasticity modeling has made excellent
progress in predicting texture (Ref 42). As
the computing environment continues to

(a)

(b)

(c)

Fig. 76 Example of the design of initial preform.
(a) Final product shape. (b) Filtered smoothed

shape. (c) Designed initial preform shape
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Fig. 75 An example of optimal preform design in two-dimensional application. (a) Final forging shape without preform
die. (b) Initial preform and final forging shape. (c) Evolved preform die shapes during optimization iteration. (d)

Optimal preform and final forging shape. (e) Effective plastic strain distribution without preform die. (f) Effective plastic strain
distribution with initial preform die. (g) Effective plastic strain distribution with optimized preform die

Fig. 74 Comparison of actual (left) with predicted (right)
weld shape during the inertiawelding of two dis-

similar materials, as would occur in a compressor spool with
two adjacent stages made of different materials. Due to dif-
fering material characteristics on the two sides of the weld
interface, modeling is crucial in determining the right weld
geometry and parameters. Source: Ref 33
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improve, the crystal-plasticity method cou-
pled with the FEM code (CPFEM) to
describe the texture/anisotropy evolution dur-
ing the forming process will become realistic
and practical. The texture model can be fur-
ther integrated with the microstructural model
so that transformation, grain-size evolution,
and grain-size effects can be taken into
account throughout the various stages of ther-
mal-mechanical processes. The framework
established for CPFEM and the predicted
crystallographic texture will also facilitate
further investigations of mechanical proper-
ties, fracture, and life prediction.

With the continuously improving understand-
ing of material response to thermal-mechanical
changes and proven success in metalforming
applications, it is believed that FEM will make
significant contributions to the postforming
operations, such as heat treatment and machin-
ing. In due time, it should be possible to ana-
lyze the entire manufacturing process, from
the cast ingot, open-die forging, closed-die
forging, heat treatment, and machining. This
will allow designers to include residual stress
and grain flow in their product design and
application analysis. The benefits from this
should include reduced product life-cycle cost
and increased safety margins on critical service
components.
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Sheet Metal Forming Simulation

SOFTWARE PROGRAMS continue to
provide increasingly important tools in com-
puter-aided engineering of metal stamping
operations. With continuing improvements in
the speed and memory of computers, simulation
programs are becoming ever more effective
tools in reducing the need for physical testing
and the avoidance of costly downstream pro-
blems by solving the problems upfront in the
early development stage.
This article provides an overview on metal

stamping simulation based on the finite-
element methods or model (FEM). Although
the term computer-aided engineering may refer
to any number of computer protocols, FEM
technology is increasingly powerful and accu-
rate with improvements in computing power
and supporting technology, such as automatic
mesh generation. Hence, emphasis is given
to software tools using three-dimensional
FEM technology after a brief review of history
and applied analysis of simple forming
operations.
Simulation of sheet metal forming processes

normally also covers a wide range of various
processes, the most common one being stamp-
ing, but other processes such as tube hydro-
forming, stretch forming, superplastic forming,
and so on are also included in the general topic
of sheet metal forming simulation. This article
concentrates on the most common techniques
used, keeping in mind that special variation of
processes requires special adjustments to the
input, process setup, and sometimes even the
code used.

Overview on Sheet-Forming
Simulation

Over the years, successful stamping simulation
has helped to considerably reduce the costs and
lead time for the automotive industry, partially
due to the technology growth. The industry appli-
cations of sheet metal forming simulation have
grown enormously in recent years, as process
simulations eliminate or reduce the need for
extensive shop trials.
In the fourth quarter of the 20th century, the

use of the finite-element analysis (FEA) for
sheet metal forming applications created strong
interest for researchers and industry users.
Throughout the 1970s and early 1980s, most

studies were limited to either axisymmetric or
plane-strain problems or to three-dimensional
(3-D) problems with simple geometry, such as
cups. However, these studies only provided
general information on a variety of important
issues on sheet metal forming and were of little
use for the complicated 3-D sheet metal form-
ing problems. Except for can making, the tech-
nology did not offer practical industry
applications (Ref 1).
The technology continued to grow in the

ensuing 10 years, with an emphasis on real
applications and research on studying various
issues related to computer-aided engineering
(CAE) methodology for sheet metal forming.
For example, more practical contact treatments
were developed, and better material models,
such as Barlat’s 1989 and Hill’s 1990 yield
loci, were published (Ref 2, 3). In the 1990s,
more vigorous research and development was
being carried out to improve the reliability
and accuracy of sheet metal forming simula-
tion. Since 1993, the technology has made sig-
nificant and rapid progress in many different
areas. Considerable efforts were made in
improving the challenges for dealing with
complex industrial parts so that more process
details and bigger model sizes can be analyzed.
Several critical technology breakthroughs
occurred in the mid-1990s. Most notable were
the successful development of automatic
meshing for dies and the adaptivity for deform-
able sheet metal. The main emphasis during
that period was focused on formability evalua-
tion from blanking through trimming opera-
tions. Users were looking for answers to
straining, thinning, wrinkling, and failure
predictions.
There were two major breakthroughs in

the next period, beginning in 1999. One was
the improvement of springback prediction, as
a result of several global multiyear consortia.
The most important of these was the Spring-
back Predictability Project, funded by the
National Institute of Standards and Technol-
ogy Advanced Technology Program (NIST-
ATP). Due to the work of this consortium,
the industry finally had a code that could pro-
vide decent springback prediction for some
parts. Another major development was the
emphasis of a user-friendly metal-forming
system that integrated all needed functions,
including some computer-aided design (CAD)

work that used to be done outside of the
system.
The rapid developments of software technol-

ogy and lower-cost computer hardware have
enabled many metal-forming operations to be
modeled cost-effectively. Simulation lead time
has been decreasing significantly since 1990.
Advances in the technology also have moved
beyond discussions on the validity of forming
simulation methods, such as the debate about
implicit versus explicit solution schemes and
comparison or validation of results. The current
focus has been on the drive to simulate the
entire forming process and to provide tolerance
assessments with respect to springback, gage
fit, trimline accuracy, and also surface quality
(Ref 4).
In a typical stamping operation, the entire

line of dies has five basic stages (Ref 1):

1. Blanking
2. Forming
3. Trimming
4. Flanging
5. Trimming, flanging, and restriking

However, a complete stamping simulation
requires more steps:

1. Blanking
2. Gravity loading
3. Binder closure
4. Forming
5. Springback
6. Trimming
7. Springback
8. Flanging
9. Springback

10. Trimming, flanging, and restriking
11. Springback

Simulation and the integrated numerical analy-
sis of all these steps are beyond the scope of
this article. The focus here is just on steps 4
and 5 of forming and its associated springback.
There are many different approaches to ana-

lyzing formability. Before 3-D FEM became
practical, for example, one common method
was length-of-line analysis, which simply cal-
culates the ratio between the final length of a
cut section and its original length. This unbe-
lievably crude method (by current standards)
was even used well into the 1990s before any
computer-aided methods became truly useful.
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Until the mid-1990s, 3-D FEM was not
very practical, and there were two major rea-
sons to use the two-dimensional (2-D)
approach. First, the 2-D approach was much
faster and more stable. Secondly, developing
the die face on the computer was a very slow
process in those days. The 2-D solution
provided some guidelines to the initial die-
face design. Although the technology was
relatively crude compared to a 3-D analysis,
it was better than experience-based die-design
methodology. Two-dimensional solutions
could take care of the challenging sliding
contact problems in an ideal condition. A
more advanced approach was to use shell ele-
ments with additional boundary conditions to
force a 3-D model to behave like a 2-D prob-
lem. The first approach is much faster but has
very limited applications. The shell-model
approach offers more realistic contact, espe-
cially for a more complex section line, but
is much slower compared to other 2-D
methods.
With current analysis tools, the need for 2-D

FEM simulation has diminished tremendously.
There are many technical reasons why 3-D
FEM simulation for metal forming did not
become immediately practical for production
use, compared to other application areas of
computer simulation. To obtain reasonably reli-
able results for real production parts, the fol-
lowing formulation issues for FEM technology
needed to be resolved:

� Large displacement
� Large deformation
� Large rotation
� Large sliding with nonlinear contact
� Efficient and reliable contact treatment
� Element formulation to handle through-

thickness variation in order to model com-
bined stretching and multibending and
unbending

� Advanced material model to handle anisot-
ropy and cyclic loading

� Advanced friction model to capture the sur-
face traction

� Intelligent adaptivity algorithm to refine the
mesh as needed

As noted, significant advancement in this
area began in the early 1990s. The majority of
the issues listed have been overcome with new
technology that was developed and enhanced
between 1990 and 2000. Although most of the
early work was done by academia, codes devel-
oped by some commercial software companies
have been the primary workhorses in real-world
applications. The current market is primarily
dominated by AutoForm of AutoForm Engi-
neering, LS-DYNA of Livermore Software
Technology Corporation, and PAM-STAMP of
ESI Group. They successfully built their own
codes based on early codes from academia.
Over the years, they continuously enhanced
their codes with in-house development or
implementation of published work. Few people

in the industry use codes other than these three
codes.

FEM Simulation of Sheet Forming

Finite-element analysis is a very general tool,
and Ref 5 to 10 are presented in approximate
order of increasing difficulty. In metals forming
analysis, FEA consists of the following steps
(Ref 11):

1. Establish the governing equations: equilib-
rium (or momentum for dynamic cases),
elasticity and plasticity rules, and so on.

2. Discretize the spatially continuous structure
by choosing a mesh and element type.

3. Convert the partial differential equations
representing the continuum motion into
sequential sets of linear equations represent-
ing nodal displacements.

4. Solve the sets of linear equations sequen-
tially, step forward and repeat.

Items 1 and 2 of this list are of particular
importance for springback analysis. For item
1, many choices of material model may be
used, but most forming simulations rely on
two basic governing equations: either static
equilibrium is imposed in a discrete sense
(i.e., at nodes rather than continuous material
points), or else a momentum equation in the
form of F = MA is satisfied for dynamic
approaches. For nearly all commercial codes
used for metal forming, the static equilibrium
solutions are obtained with implicit methods
that solve for equilibrium at each time step
by iteration, starting from a trial solution.
Thus, such programs are often referred to as
static implicit. Examples of static implicit
include ABAQUS Standard and ANSYS.
Forming programs that solve a momentum
equation typically use explicit methods that
convert unbalanced forces at each time incre-
ment into accelerations but do not iterate to
find an assured solution. Examples include
ABAQUS Explicit and LS-DYNA.
The essence of the FEM, as opposed to

other discrete treatments such as the finite-
difference method, lies in an equivalent work
principle. Continuous displacements within
an element are represented by a small number
of nodal displacements (and possibly other
variables) for that element. Similarly, the
work done by the deformation throughout
the element is equated to the work done by
the displacements of the nodes and thus are
defined by equivalent internal forces at these
nodes.
The internal work is computed by integrating

the stress-strain relation over the volume of the
element. This frequently cannot be accom-
plished in closed form, so certain sampling
points, or integration points, inside the element
are chosen to simplify this integration. The
number and location of integration points may
be selected to provide the desired balance

between efficiency and accuracy, or between
locking and hourglassing, as mentioned
subsequently.
For forming and springback analysis, the pro-

cedure consists of applying boundary condi-
tions (i.e., the motion of a punch or die, the
action of draw beads, frictional constraints,
and so on), stopping at the end of the forming
operation, replacing the various contact forces
by fixed external forces (without changing the
shape of the workpiece), and then relaxing the
external forces until they disappear. The last
step (or steps) produces the springback shape.
Because the choices of program, element,

and procedure usually apply to both the form-
ing and springback steps, it is difficult to sepa-
rate discussions of accuracy between the two
stages. The deformation history established in
the forming operation is used in the springback
simulation via the final shape, loads, internal
stresses, and material properties.
Two choices of particular importance in FEA

of sheet forming and springback analysis are:

� Type of solution algorithm/governing
equation

� Type of element

These two aspects are discussed as follows,
followed by an example of FEM calculation
code.

Explicit and Implicit Solution
Algorithms

One of the most important technologies in a
3-D FEM code is the time-integration scheme.
Generally speaking, this can be divided into
two major families: explicit time integration
and implicit time integration. Table 1 lists gen-
eral advantages and disadvantages of the two
methods.
Both algorithms can be applied to either

static or dynamic governing equations. Hence,
there are four possible fundamental formula-
tions used by the FEM codes:

� Static implicit
� Static explicit
� Dynamic implicit
� Dynamic explicit

Among them, the static implicit formulation
is widely used for static or quasi-static pro-
blems such as structural analyses. The dynamic
explicit formulation is widely used for dynamic
problems such as drop tests and vehicle crash
simulations. However, the choice of integration
algorithm for metal-forming applications was
not that obvious in the early years as FEM
started to be used in this field. The majority of
researchers thought static implicit formulation
was more rigorous and suitable for accurate
results for metal-forming simulations.
By 1990, almost all successful sheet metal

forming simulations published in major
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conferences and technical journals used the
static implicit approach, with a few exceptions
using the static explicit formulation. As papers
using dynamic explicit formulations began to
increase throughout the 1990s, the debate about
this issue continued for many years. One major
reason fueling the debate was that the majority,
if not all, of the codes used a single time inte-
gration method. Most debates seemed to focus
on justifying the superiority of their own codes
rather than a fair comparison of the advantages
and disadvantages of each method. With the
realization that both methods have usefulness,
this debate is now moot. Most software vendors
now use both.
Most applied sheet-forming analysis in

industry currently uses dynamic explicit meth-
ods. The complicated die shapes and contact
conditions that occur in complex industrial
forming are more easily handled by the very
small steps required by the dynamic explicit
methods. The stress solutions are of little
importance. Often, even simulations that are
inaccurate in an absolute sense can be used
by experienced die designers to guide sequen-
tial modifications leading to improved dies.
On the other hand, if a certain set of tools can-
not be simulated successfully, that is, with
an implicit method that does not converge,
the die improvement process is stymied
completely.
As discussed in the section “Springback

Analysis” in this article, springback simulation
is much more sensitive to numerical procedure
than forming analysis. The reason is simple:
Springback simulation relies on accurate
knowledge of stresses throughout the part at
the end of the forming operation. Conversely,
forming analysis is primarily concerned with
the distribution of strain within the shape of
the part. The shape of the final part is largely
determined by the shape of the dies because,
near the end of the forming operation, contact
occurs over a large fraction of the workpiece.
Therefore, the oscillatory nature of the stresses
obtained at the end of a dynamic explicit analy-
sis may be unsuited for accurate springback
analysis. Poor and uncertain results have been
reported (Ref 12).
Developments are currently proceeding in

attempts to artificially smooth or damp dynamic
explicit forming solutions in the hope of
providing a stable base for springback calcula-
tions. It is too early to be confident that these
approaches will be successful. Certain isolated
results can appear promising; however, as is
shown later in this section, it is not unusual to
obtain fortuitously accurate results in spring-
back analysis. For this reason, great caution
should be used in drawing conclusions from a
small number of apparently accurate
predictions.
The foregoing refers to the drawbacks of a

dynamic explicit simulation of a forming oper-
ation prior to a springback analysis. The spring-
back simulation itself is also much better suited
to implicit methods because the operation is

dominated by quasi-static elastic deformation
that is computed very inefficiently by dynamic
explicit methods. For this reason, implicit
springback analysis is often favored even after
explicit forming analysis. It is for these two rea-
sons that static implicit methods are better
suited to forming analysis where accurate
springback predictions are required. The obvi-
ous drawback is the uncertain convergence of
current versions of such methods.
Table 2 gives some well-known codes repre-

senting each method. Note that the codes listed
in Table 2 were those popular during that
period. Some of them may not be available
today (2010). SHEET-x represents several
codes from The Ohio State University. The
dynamic implicit method was available as an
option in some dynamic-explicit-based codes.
The static implicit formulation used for

metal-forming simulation is very similar to the
one used for structural analysis. It transforms
all externally applied force (such as the moving
punch) into internal energy, due to the deforma-
tion of the sheet metal. The equilibrium state is
maintained at every state. This method has been
demonstrated to be far superior to other meth-
ods simulating small-scale lab-type parts such
as cups. The drawbacks of the static implicit
method are its storage and central processing
unit (CPU) requirements that grow nearly as a
cubic function of the number of elements. As
the size or the complexity of the geometry
grows, the static implicit approach becomes
less practical. As computer random access
memory price decreases and CPU speed
increases as Moore’s law predicts, this may

become more possible but still less efficient
compared to dynamic explicit codes.
There are other issues that limit the wide-

spread use of static implicit codes in a production
environment. Sheet metal forming is not really a
“pseudostatic” problem. In a typical stamping
operation, the actual forming completes the total
travel of 100 to 150 mm (4 to 6 in.) in 2 to 3 s,
with the peak speed close to 500 mm/s, (20 in./
s). The sheet metal flows in various directions
and changes in the process of forming. Most
areas (nodes in FEA) of the sheet metal have
large displacement and large rotation in addition
to large deformation (in elements). This limits
the step size of static implicit codes in order to
capture the physical behavior of the metal.
The other challenge is that the contact

between the metal and the dies is highly nonlin-
ear. Correctly capturing the contact and calcu-
lating the friction force is not an easy task for
static implicit codes. Capturing the onset of
wrinkling and correctly predicting the actual
formation of wrinkles are also difficult chal-
lenges for static implicit codes. One fundamen-
tal characteristic of the static implicit algorithm
is the need to invert the stiffness matrix. As the
complexity and the size of the problem grow,
convergence slows down tremendously or can-
not be accomplished at all.
AutoForm, from AutoForm Engineering, is a

unique code. Some people classify it as a fast
implicit code. It uses the same governing equa-
tion as the static implicit codes. The major rea-
sons for its fast performance are that it uses
membrane element and some decoupled propri-
etary techniques. Among them, the matrix is

Table 1 Advantages and disadvantages of static implicit and dynamic explicit finite-
element programs

Program type Advantages Disadvantages

Static implicit

� Known accuracy

� Equilibrium satisfied

� Smooth stress variation

� Elastic solutions are possible

� Unconditionally stable

� Solution not always assured

� Complex contact difficult to enforce

� Long computer processing times for complex
contact

Dynamic explicit

� Solution always obtained

� Simple contact

� Short computer processing times with mass
scaling

� Uncertain accuracy

� Equilibrium not satisfied in general

� Mass scaling introduces error in static problems

� Oscillatory stress variation

� Elastic solutions are difficult and slow

� Conditionally stable

Table 2 Summary of metal stamping codes by integration algorithm

Method Code names

Static implicit ABAQUS (standard), ADINA, MARC, INDEED, NIKE, Metalform
Dynamic
explicit

LS-DYNA, PAM-STAMP, OPTRIS, RADIOSS, LLNL-DYNA, ABAQUS/Explicit, DYTRAN,
DYNAMIC

Static explicit ITAS, ROBUST, SHEET-x, Panelform

Note: ABAQUS, ABAQUS, Inc.; ADINA, ADINA R&D, Inc.; NIKE, Lawrence Livermore National Laboratory; LS-DYNA, Livermore Software
Technology Corp.; PAM-STAMP, ESI Group; OPTRIS, Dynamic Software; RADIOSS, Mecalog Group; LLNL-DYNA, Lawrence Livermore
National Laboratory; DYTRAN, MSC Software; SHEET-x, The Ohio State University
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decoupled and simplified. This allows the
matrix to remain small with a high convergence
rate. Although many experts doubt the technical
soundness of some of the techniques used by
AutoForm, the code seems to generate rela-
tively good results in most cases.
Dynamic Explicit Formulation. The basic

governing equation of dynamic explicit codes
has an inertia term similar to the following
equation. Different codes may use different for-
mulations, but the concept of the momentum
equation is the same:

Fintð _uÞ þ cþ m€u ¼ Fext (Eq 1)

where Fint is the internal force, Fext is the exter-
nal force, c is damping, m is mass, u is dis-
placement, _u is velocity, and ü is acceleration.

Critics of dynamic explicit codes argue that
equilibrium is never maintained. This statement
is a little misleading. In dynamic explicit codes,
equilibrium is dynamically balanced. It is true
that the inertia force may be exaggerated,
mostly due to user error. In that case, the qual-
ity of the solution will deteriorate. If a user
chooses a proper setting so that the inertia is
no more than 5%, the solution quality should
be good.
Static explicit codes were presented as tak-

ing the advantages of both static implicit and
dynamic explicit codes. It was actively pro-
moted in the 1990s. The results seem to indi-
cate that static explicit codes have the
weaknesses of both codes. The popularity of
this group greatly diminished in the late 1990s
after the third NUMISHEET conference in
1996.

Elements and Mesh Generation

For the simulation of sheet metal forming
processes, normally FEM is used. All the com-
ponents of a calculation (metal sheet or tube,
tools) are shown as meshes, or a discrete repre-
sentation of the geometry. For nondeformable
tools, the mesh is only a representation of the
geometry, and the finite elements are only
facets to be used for contact description. In con-
trast, for the blank, the tube, or a deformable
tool, the finite elements in the mesh represent

small pieces of the material that deforms with
a prescribed behavior.
The choice of element refers to the number

of nodes per element, the number of degrees
of freedom at each node, and the relationship
with the assumed interior configuration (among
other things) that define the element type. The
nodal displacements are the primary variables
to be solved for. A fixed relationship between
the displacements of points within the finite ele-
ment to the displacements of the nodes is
assumed. In this way, the continuous nature of
the deformation within the element is related
to a small number of variables. Of course, the
distribution in the element may be quite differ-
ent from the continuum solution, but this differ-
ence can often be progressively reduced by
refining the mesh, that is, by choosing finer
and finer elements. By comparing the solutions,
an adequate mesh size can be determined.
Different element types are used for different

calculation purposes. The three main types of
elements are:

� Membrane elements
� Shell elements
� Volume elements

Each of these elements can have a different
number of nodes and different behavior and
element formulations. Some examples of com-
monly used element types are described subse-
quently. More details on element types and
use can be found in the section “The Basis of
Finite Elements” in Materials Selection and
Design, Volume 20 of ASM Handbook (Ref
13).
Elasto-Plastic Shell Elements with three or

four nodes (Fig. 1) have the following
characteristics:

� Midlin-Reissner’s theory: The transverse
shear strain, constant in the thickness, is
taken into account.

� Each node has three degrees of freedom in
translation and three degrees of freedom in
rotation.

� Subintegration: There is only one integration
point on the surface of the element and in its
thickness.

� No transverse shear locking
� Excellent CPU time

Elasto-plastic volume elements (Fig. 2)
have the following characteristics:

� Four to eight nodes per element
� Element C0: trilinear interpolation

polynomials
� Each node has three degrees of freedom in

translation and no degree of freedom in
rotation.

� Subintegration: There is only one integration
point in the element.

Bar elements can be employed to discretize
cables, springs, and trusslike members that are
unable to transmit bending and torsion
moments. In the case of cables, these elements
cannot transmit compression forces. Bar ele-
ments have the following characteristics:

� Each node has three degrees of freedom in
translation.

� No moment is applied to the nodes by the
element.

Bar elements can also be used to model gas
springs within a die. To do this, the compres-
sive behavior of the spring is defined using a
force-versus-displacement curve.
Non-elasto-plastic shell elements with

three or four nodes have the following
characteristics:

� Each node has three degrees of freedom in
translation.

� No stiffness

Tools are normally defined as rigid bodies.
Adaptivity. Proper mesh definition is always

important for all FEM simulation. However, it
is not practical to use fine mesh for the entire
blank from the beginning of a forming opera-
tion due to the high CPU hours needed. Adap-
tivity can intelligently refine the blank mesh
only in the areas needed. Users do not have to
figure out a “smart” mesh pattern to capture
the deformation gradient correctly. It is espe-
cially essential for the deep drawing operation,
when the sheet metal often has large displace-
ment. Adaptivity has been around for many
years but was not popular until 1995, due to
some limitations of earlier adaptive algorithms.
Since 1997, it has become standard practice

among the majority of CAE analysts to use
adaptivity regardless of the software used,
because the technology provides fast and
reliable results. By the late 1990s, all

Fig. 1 Elasto-plastic shell elements Fig. 2 Elasto-plastic volume elements
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metal-forming software also developed intelli-
gent algorithms that can foresee contact pro-
blems and refine the mesh before it is needed.
Although the details of the algorithms may be
different, they are all based on the element nor-
mal differences between adjacent elements in
the approaching tooling mesh.
The algorithms work well in most stamping

cases. However, a different criterion may be
needed in some special cases. It does not work
at all in other types of simulation, such as
crashworthiness. It is desirable to modify the
algorithm to use a different index other than
angle differences. Those indexes may include
thinning, effective stress, or effective strain.
The purpose of adaptivity is to refine the mesh.

There are three fundamentally different
approaches: h-adaptivity, p-adaptivity, and r-
adaptivity. The most common method used by
sheet metal forming software is h-adaptivity. This
method splits the elements when the criterion is
met; hence, it is dubbed as “fission.” Although
there are some variations in h-adaptivity, each ele-
ment is often split into four elements. Adaptive
constraints are applied to middle nodes to take
care of connectivity requirements.

FEM Calculation Code

The mechanical phenomena that occur in a
blank or in a tube are faithfully reproduced using
a large number of these elements. Within reason,
the finer the mesh to be generated, the better the
quality of the results, whereas the higher the
number of elements, the longer the calculation
time. In any simulation, if the detail size is smal-
ler than that of the elements, it cannot be repre-
sented. The size of the elements defines the
precision of the simulation.
A finite element can be a two-node element

(bar), a three-node element (triangle), a four-
node element (quadrangle), or a six- or eight-
node volume element (hexahedron), and it is
constructed from nodes that are defined in its
corners. Each node has two types of degrees
of freedom: translation and rotation. The trans-
lation degree of freedom of a node represents
its ability to move in translation along a direc-
tion, whereas a rotation degree of freedom of
a node represents its ability to rotate about
an axis. A node with three degrees of freedom
in translation and three degrees of freedom in
rotation can move along three axes—X, Y, and
Z—and can rotate about these three axes.
Depending on the calculation type (implicit

or explicit), the calculation is subdivided into
increments or time-steps. Generally, implicit
increments are large with respect to the explicit
time-steps. Positions, velocities, accelerations,
and forces are permanently calculated at the
nodes (Fig. 3), which are points linked to the
material. Within the elements, strains are calcu-
lated from positions.
Corresponding stresses are then obtained,

which result in forces on the nodes. This calcu-
lation is repeated over all the elements for the

entire duration of the calculation. Boundary
conditions are used to remove degrees of free-
dom (locking), while velocities and forces fur-
ther define the kinematic behavior of the
FEM. To describe the actual deformation pro-
cess, material properties and thickness must be
assigned to an element.

Explicit, Implicit, and Advanced
Implicit Algorithms

Algorithms used by the solver of numerical
simulation work step-by-step to find dynamic
equilibrium at each step. Various types of algo-
rithms can be used: explicit, implicit, and
advanced implicit. The main differences are
highlighted through this section. The principle
of the explicit and the implicit time integration
of a one-dimensional (1-D) system with one
degree of freedom can be represented by a lin-
ear spring system (Fig. 4). The spring system
is a linear damped spring system with an equi-
librium equation of:

m � an þ c � vn þ k � xn ¼ fn

where n means the time increment.
Explicit Calculation Type. In the explicit

method, the nodal velocities are written down
at times tn-1/2, tn+1/2 and nodal displacements
and accelerations at times tn-1, tn, tn+1. At time
tn, the nodal displacement xn is known, and the
acceleration an is computed from the internal
and external forces. Nodal velocity, vn-1/2, is

known at time tn-1/2. The algorithm searches for
the nodal velocity vn+1/2 at time tn+1/2 and the
nodal displacement xn+1 at time tn+1.
The application of the central-difference

method gives nodal velocity at time tn+1/2 and
the nodal displacement at time tn+1 (assuming
that △Tn is small):

an ¼ m�1 � ðfnðtÞ � k � xnÞ
in case of no damping applied.

an ¼
Vnþ1=2 � Vn�1=2

ð�Tn�1 þ�TnÞ=2

Vnþ1=2 ¼ Xnþ1 � Xn

�Tn

For complex processes (other than a 1-D sys-
tem), m is a matrix; it is diagonal and can be
immediately calculated without any matrix
inversion. Unfortunately, this method is stable
only if a small time step △Tn is used

Implicit Calculation Type. When using the
implicit method, stamping simulations are con-
sidered as static, using an incremental method
(based on loading or tool kinematics). The
dynamic effects are neglected, and the velocity
and the acceleration are set to zero.
Within one increment, the solver automati-

cally tries to find the solution of a set of nonlin-
ear equations, using linear iterations, also
known as Newton iterations, with convergence
criteria. An example of Newton iterations for
a force (F) as a function of the displacement
variable, u, is illustrated in (Fig. 5). The two
iterations in Fig. 5 are calculated as follows:

Fig. 3 Nodes in a mesh

Fig. 4 Linear spring constant (k) with damping
constant (c) for a mass (m) with position (x),

velocity (v), and acceleration (a) as a function of time, f(t)

Fig. 5 Example of Newton iteration. R is the applied external force (Fext), and F(u) is a function of displacement (u)
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First iteration

FðuÞ ¼ Fð0Þ þ dF=duð0Þdu; with

! du1 ¼ K�1ð0ÞðFext � Fð0ÞÞ
! u1 ¼ du1

where K�1 is a matrix inversion.
Second iteration

FðuÞ ¼ Fðu1Þ þ dF=duðu1Þdu; with

! du2 ¼ K�1ðu1ÞðFext � Fðu1ÞÞ
! u2 ¼ du1 þ du2

In the case of a forming example, the force
function F(u) could represent an external
applied force (Fext), where Fext = 0 in the case
of springback. Total displacement (un) is:

un ¼ du1 þ du2 þ . . .þ dun

and the displacement convergence is reached
when:

jdunj=maxðjduijÞ < Tolerance

In Fig. 5, the solution is R = Fext.
Convergence Criteria. Different conver-

gence criteria can be used. Two typical criteria
that are used to check the convergence of the
solution are:
Displacement convergence tolerance

jdunj=maxðjduijÞ < Told

Energy convergence tolerance

jdEnj=maxðjdEijÞ < TolE

where dEn = dun � (Fext � F(un-1))
The energy convergence tolerance is normally
used for springback simulation.
Matrix Inversion. At each Newton iteration,

there is a matrix inversion, K�1, which can be
done by several methods. Some typical meth-
ods are described as follows.
Direct. The matrix is directly inverted using

the decomposition method of K into two trian-
gular matrices (K = LU).
The preconditioned conjugate gradient

method solves Ku = R with an iterative tech-
nique. With this method, the matrix is not really
inverted. Iterations are performed on vectors ui,
which converge to the solution un = K�1R.
Iterative. The linear system Ku = R is also

solved with an iterative technique. With this
method, the matrix is not really inverted. Itera-
tions are performed on vectors ui, which con-
verge to the solution un = K�1R.
Time-Steps and Increments. Implicit and

explicit integration schemes are the two types
of solvers commonly used. Implicit and explicit
algorithms work step by step to find dynamic or

static equilibrium at each step. While the
explicit integration scheme makes use of time-
steps, the implicit solver uses increments to dis-
cretize the calculation.
Implicit Increments. For implicit calculation,

the equation is not solved using the whole
imposed displacement or load; displacement
and load conditions are broken up into several
steps, called increments. Each step is called a
load increment (Fig. 6). For each increment,
the solution of the sets of nonlinear equations
requires iterations, called Newton iterations. A
convergence criterion is needed to stop the iter-
ation loop.
Explicit Time-Steps. For explicit calculation,

the state of the simulation is not continuously
calculated; the time is broken up into a large
number of steps called cycles, and the state of
the simulation is calculated for each cycle.
The interval between two cycles (Fig. 7) is
called a time-step.
A time-step must be small enough to satisfy

the stability condition of the explicit integration
scheme and to assume small displacement
approximations. A local time-step is associated
with each element. This element time-step,
△Tel, is equal to the time taken by an elastic
wave to pass through the element. Hence, it
depends on the size, density, and elastic modu-
lus of the element. A global time-step, △T, used
for the calculation is computed from these ele-
ment time-steps. Only the time-step of deform-
able elements is used for the calculation of the
global time-step.
Mass Scaling. The purpose of mass scaling is

to reduce CPU time by increasing the time-step.
This increase of the time-step leads to a reduc-
tion of the number of cycles and thus to a
reduction of the CPU time, because the latter
is proportional to the number of cycles. To do
this, the mass of some elements is artificially
increased; thus, the element time-steps are
increased too.
Kinematics and Loading. The kinematics

conditions are attributes applied to an object
to determine its movement conditions (fixing,
imposed velocity, or displacement). When kine-
matics or loadings are applied to an object, they
are applied to all the entities of lower hierarchi-
cal level included in the initial entities. There-
fore, the user should adopt a “physical”
approach rather than a numerical one when
choosing the objects to which kinematics will
be applied. A metal sheet side, for example, is
a set of edges and not a set of nodes. A tool is
a set of elements and not a set of nodes.
Each tool object normally gets one of these

kinematic attributes:

� Cartesian kinematics: Given a coordinate
system, in each direction, a locking condi-
tion, displacement, or velocity can be
defined, also as a curve over time.

� Rotational kinematics: The rotational kine-
matics attribute enables angular velocities
to be imposed for an object. For example,
it is used to model the rotation of the bend-
die object in a tube-forming process.

� Kinematic path: This is a special type of kine-
matics used, for example, in roll-hemming
simulation to move a robot along a 3-D curve.

A tool can also be controlled by loading, which
is a force attribute. Normally, a force is added
in a given direction; this can depend on time.
A force along a curve can also be defined.
Through force special processes, such as hydro-
forming, pressure can be applied directly on the
element normals.
Normally, the blank is deformed and/or kept in

place by tool objects. In addition, boundary condi-
tions can be added directly on the blank; for
example, the nodes on one side can be locked.

Material Yield Criteria

There are different yield criteria used as
models of material deformation, depending on
the type of material that is simulated. The most
commonly used for standard steel is still a pla-
nar-isotropic model developed by Hill in 1948
(Ref 14, 15). However, the different behaviors
of other materials, such as dual-phase steels or
transformation-induced plasticity steels, alumi-
num, titanium, and so on, require special mate-
rial laws adapted to the behavior of that specific
material. While the thinning calculation in
dynamic explicit codes is less dependent on
the stress and material model, it is crucial to
have a good material model and stress calcula-
tion for springback analysis.
There are several important criteria for

choosing a proper model. First, the parameters
needed for the model can be easily acquired
through relatively simple tests. Second, the
model should not create too great a cost penalty
in using it. Third, it should not cause too many
numerical complications that compromise the
accuracy due to approximation or round-off
error. Fourth, it should not involve parameters
that require adjustment from case to case.
Manymore advancedmodels and yield criteria

have been proposed since 1989. However, these
advanced material models, although theoretically
sound, often do not give better springback predic-
tion. The confusing results may be due, in part, to
the stress noise commonly seen in analyses with
dynamic explicit codes. The stress noise is the
result of stress-wave propagation and penalty-
method-based contact algorithm.
The general consensus is that isotropic hard-

ening does not accurately describe the sheet
metal behavior and always notably underpre-
dicts springback. This helped encourage a sub-
stantial amount of work on the kinematic

Fig. 6 Increment used in implicit type of finite-element
analysis calculation

Fig. 7 Time-step in explicit types of finite-element
analysis calculation
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hardening model. However, the results do not
support the theory that kinematic hardening
models are generally superior to isotropic hard-
ening models. Springback calculations using a
kinematic hardening model often (but not
always) overpredict the springback amounts.
The Chaboche model was implemented by
some metal-forming codes. However, the
results in terms of springback prediction are
inconclusive for various reasons. A combina-
tion of isotropic and kinematic hardening mod-
els that account for anisotropic behavior may be
a potential material model to use.

Models Used for Yield Criteria

Hill Yield Criteria. The Hill 1948 yield cri-
terion is an improvement over the von Mises
yield criterion by accounting for normal anisot-
ropy. This planar-isotropic yield criterion for
plane stress is:

�s2 ¼ s2
11 �

2R

ðRþ 1Þs11s22 þ s2
22 þ

2ð2Rþ 1Þ
ðRþ 1Þ s2

12

(Eq 2)

where s is stress, and R is the anisotropy
parameter.
Considering only the principal stresses, this

equation can be simplified as:

�s2 ¼ s2
1 þ s2

2 þ Rðs1 � s2Þ2 (Eq 3)

This yield surface is an improvement over
the Tresca yield surface (an irregular hexagon)
and the von Mises yield surface (an ellipse).
However, it seems to exaggerate the influence
of the anisotropy, especially in the biaxial
stretching quadrant. Hosford proposed a yield
criterion in 1979 that is mathematically similar
but with a high-order exponent (Ref 16):

�s ¼ sm
1 þ sm

2 þ Rðs1 � s2Þm (Eq 4)

where m is a mathematical exponent.
Exponents of m = 6 and m = 8 were proposed

for body-centered cubic materials such as fer-
ritic steel and face-centered cubic metals such
as aluminum, respectively. This locus lies
between the Tresca criterion and Hill’s qua-
dratic form and matches experiments better,
compared to the other three criteria. However,
this minimizes the influence of anisotropy due

to its high exponent, and it does not address
the planar-anisotropy issue. Deep-drawn cups
such as beverage cans made of certain metals
have a strong earing phenomenon. This is due
to the directional anisotropy in the plane of cer-
tain metals, such as the extra-deep-draw-quality
steel. The following equation is a general form
of the aforementioned yield function that con-
siders the anisotropy in both the rolling and
transverse directions:

2�sm ¼ 2

ð1þ r0Þ ½s
m
1 þ ðr0=r90Þsm

2 þ r0ðs1 � s2Þm�
(Eq 5)

where r is the anisotropy parameter, also
known as the Lankford anisotropy coefficients
r0, r45, and r90 along directions 0�, 45�, and
90� with respect to the rolling direction, such
that:

ra ¼ ewðaÞ
etðaÞ

where a is the angle relative to the rolling
direction, ew is the width strain, and et is the
thickness strain. When m = 2, Eq 5 is the same
as the von Mises yield criterion if r0 = r90 = 1,
and it represents Hill’s 1948 quadratic yield
criterion if r0 = r90 = R. It coincides with Hos-
ford’s 1979 yield criterion given in Eq 4 when
r0 = r90 = R. Lankford anisotropy coefficients
must be defined. The need for Lankford’s
coefficients depends on the anisotropic type
used:

� Orthotropic: The anisotropy in three direc-
tions is taken into account, so three values,
r0, r45, and r90, are needed.

� Normal: Only the anisotropy through the
thickness is taken into account, so only one
average value r, independent of the direc-
tion, is needed.

� Isotropic: There is no anisotropy, so there is
no need for Lankford’s coefficient.

A traction test (Fig. 8) is performed on the
test sample, then ew(a) and et(a) are measured.
If Hill’s coefficients are known and not Lank-
ford’s coefficients, it is possible to calculate
them into Lankford’s coefficients.
Barlat-Lian Model. Barlat and Lian pro-

posed a model in 1989 that was developed with
aluminum alloys in mind (Ref 2). This model

offers improved agreement compared to models
using Hill’s 1948 model with planar isotropy. It
is less complex compared to Barlat’s later mod-
els (see the article “Modeling and Simulation of
the Forming of Aluminum Sheet Alloys” in
Metalworking: Sheet Forming, Volume 14B of
ASM Handbook, Ref 17); hence, it is easier
for implementation:

2�sm ¼ afjK1 þ K2jm þ jK1 � K2jmg þ c � j2K2jm
(Eq 6)

where K1, K2, a, c, and h are defined as:

K1 ¼ 1=2ðs1 þ hs2Þ

K2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s1 � hs2

2

� �2

þp2s2
12

s

a ¼ 2 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r0

1þ r0

r90
1þ r90

r� �

c ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r0

1þ r0

r90
1þ r90

r

h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r0

1þ r0

1þ r90
r90

r

(Eq 7)

The variable p does not have a close form solu-
tion, and it is found by an iterative search to
solve g(p):

gðpÞ ¼ ½2m�sm=ð@�=@s1 þ @�=@s2Þ � s45� � 1� r45

(Eq 8)

The Corus-Vegter model is a refined case of
the original Vegter model, and it is essentially a
discrete yield description, derived from several
experimental measurements. This yield model
has the potential to be more accurate in repre-
senting the yield surface and effective in
improving the results of simulations, in both
formability and springback predictions.
The Corus-Vegter model may have some

advantages over the commonly used yield mod-
els. A comparison between Hill 1948, Hill
1990, and Vegter yield loci is shown in Fig. 9.
The Vegter model is constructed through four
points on a quarter of the yield ellipse; both

Fig. 8 Traction test
Fig. 9 Comparison of Hill 1948, Hill 1990, and Vegter

yield ellipses in the 45� direction
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the point and the slope (or tangent) are either
measured or are known. Bezier interpolation
between the points and two symmetry planes
are then used to construct the planar ellipse.
Cosine interpolation between the 0�, 45�, and
90� measurement sets is used to construct the
entire yield surface description.

Contact and Friction
(Adapted from Ref 18)

One of the least understood and most signifi-
cant factors in sheet metal forming is the role of
friction between the sheet metal and the die as
the metal slides across the die face as the part
is being formed. The advent of computer simu-
lation and the future direct-engineering meth-
ods have provided the ability to put the effects
of friction into the part and die designs mathe-
matically. The problem (circa 2006) is that the
effects are not well quantified. The practical
approach has been to adjust a single friction
coefficient used in the analysis until the analy-
sis matches well a known condition, and then
use that coefficient for future analyses. As with
material properties, analysts have tended to err
on the side of conservative friction values.
There are three separate frictional conditions

acting in a draw die. These are:

� Metal passing through a draw bead
� Metal clamped in the binder
� Metal sliding across a die radius while it is

simultaneously changing the wrap angle on
the radius and is being increasingly plasti-
cally strained

The contact and friction are normally defined
simultaneously for each pair of objects by declar-
ing that one of the objects (the master) is impene-
trable by the other (the slave). The contact then
permanently prohibits the nodes of the slave
object, generally the blank, from penetrating the
master object elements, generally the tool.
The most commonly used friction law is the

Coulomb friction:

Ff ¼ mFn

where m is the friction coefficient that must be
defined, depending on the lubricant used.
Examples of Coulomb’s coefficient are:

�0.05 to 0.1 Excellent sliding
�0.1 to 0.15 Conventional values
�0.2 Rough surface

Even though a constant value for Coulomb
friction is the most commonly used, variations
where the friction depends on, for example,
pressure and/or velocity are also used.

Contact Types

Various contact types are used, depending on
the project type and on the kinematics and load-
ing conditions, with typical contact algorithms
being penalty, nonlinear penalty, Lagrangian,

or self-contact. As a sample of contact type,
the penalty contact is described here.
Penalty Contact. This contact type allows

small penetrations between slave and master
objects. The tool geometry is less respected
than in more accurate contact types. The pen-
alty forces are generated in response to existing
or potential penetrations between two objects.
The forces are applied on the nodes of slave
objects penetrating the master.
When the sheet is compressed between two

rigid tools, the normal elasticity provided by
the penalty spring ensures that contact pressure
is distributed over a finite area rather than being
concentrated at a single slave node. The effective
stiffness of contact is a function of the original
slave mesh size, increasing with the fineness of
the slave mesh. Best modeling results are
obtained when this stiffness is equivalent to the
normal elasticity of the physical tools.
Normals of the tool elements must be ori-

ented consistently, such that they define the
contact surfaces of the tools. They must point
toward the blank. This contact type is simple
to use, but the results are not so accurate. On
the other hand, when the quality of the tool
CAD data is not so good, then penalty contact
will still provide a usable contact.

Frictional Conditions
Acting in a Draw Die

The draw bead, illustrated in Fig. 10, has
been the object of the greatest investigative
effort. Several physical draw bead simulators
exist, and many data have been extracted from
them and many papers written on those investi-
gations. However, the draw bead performance
of specific materials with specific lubricants
has not been published as any type of accepted,
and greatly needed, industry standard.
The amount of restraining force generated by

a draw bead is a function of the sheet material
being pulled through it, the lubricant, the die
condition (e.g., material roughness, etc.), and
the dimensions, depth (D) and width (W), of
the bead. For any specific set of material, die
condition, dimension W, and lubricant, the
restraining force as a function of dimension D
can be established in the laboratory by experi-
mentation with a draw bead simulator (DBS).
The results are illustrated in Fig. 11.

The bead restraining force is not used in the
direct engineering of the die design. This analyt-
ical technique inputs (or calculates) the restrain-
ing force. The bead force is used after the design
has been finalized to determine the bead geome-
try that will create the calculated required
restraining force. That geometry is then built
into the CAD data files for the die face.
There are several draw bead computer mod-

els in use today (2010). Some of these are com-
mercially available, and some are proprietary.
These models allow interpolation between,
and extrapolation beyond, actual test data to
provide bead performance data on a wide range
of conditions. For these models to work cor-
rectly, they must be supplied with the bead
geometry, the material performance data (as
described previously), and the friction for the
die, material, and lubricant combination. The
friction values are calculated from the DBS test
data. These friction values represent a complex
and low-pressure condition, and it can be
argued that the values calculated by the normal
methods are not true friction coefficients but
rather some combined friction coefficient and
error correction factor. The use of the friction
coefficients is valid as long as the coefficients
are used for the friction models and are not
used for other conditions (described subse-
quently) that exist in the die.
The binder is that section of the die outside

the part that first clamps the sheet metal before
the punch enters and stretches the sheet metal
into the part shape. The binder serves several
functions. The first is to preform the sheet into
a developable shape that places, to the best pos-
sible extent, the right amounts of material into
the right areas for subsequent forming. The sec-
ond function is to keep the sheet metal within
the binder from wrinkling. The third function is
to create the necessary backforce for properly
forming the part as the punch stretches it into
the desired shape. A part of that third function
is to be the mounting platform for the draw bead.

Fig. 10 Draw bead. The draw bead creates a
restraining force on the metal as it slides

through the binder into the die cavity by bending,
unbending, and friction as it is pulled through three (or
four) radii (R). D, depth; W, width

Restraining
force

D = 2R

Depth (D)

Fig. 11 Effect of depth on draw bead restraining force.
The draw bead restraining force is nearly

proportional to the depth until the maximum depth of
twice the bead radius (R) is approached. As the bead depth
exceeds twice the radius, no additional restraining force is
generated
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As the sheet metal is stretched in the gener-
ally horizontal part area to set the part shape
into the sheet metal, some of the extra metal
(from stretching) will move (displace) into the
more generally vertical stretch or draw wall
between the part area and the binder, as indi-
cated by the diverging arrows in the part area
shown in Fig. 12. Similarly, any metal being
pulled (drawn) from the binder into the stretch
or draw wall will result in hoop compression,
as indicated by the converging arrows in the
binder area shown in Fig. 12. Two elements
of sheet metal in the binder area located at
points A and B, respectively, will move to
points A0 and B0, respectively, causing them to
become closer together. The material between
the two elements must do some combination of:

� Be compressed and thicken
� Become elongated in the direction of the

arrows by having sufficient pulling force in
the direction of the arrows to plastically
deform the material to the uniaxial tension
condition or greater

� Wrinkle

One purpose of the binder is to control the
wrinkling to within some allowable amount
(what is allowable can vary from application
to application) and thereby force some combi-
nation of the other two possibilities into the
sheet metal.
The binder should not actually clamp the

sheet metal. Instead, the binder should be
closed onto blocks outside of the sheet metal
and those blocks hold the binder open from
the sheet metal by approximately one-fourth
of the metal thickness. The binder should be
held onto the blocks with sufficient force that
the metal cannot push it off the blocks as the
metal starts to wrinkle. Although the metal will
wrinkle slightly, it cannot wrinkle as much as
the displacement arrows imply. Hence, the
material must plastically deform.
If that deformation can be represented by a

circle that is deformed into an ellipse, the largest

diameter of the ellipse (the major strain axis) is
aligned in the direction of the displacement
arrow. The plastic deformation of the material
(one can think of this as rearranging the surface
area) requires a pulling force on the metal in the
direction of the displacement arrow that is equal
to a force in the opposite direction restraining
the sliding motion. The slight wrinkling of the
metal creates a normal force on the binder that
is a function of the material internal resistance
to deformation, the material thickness, and the
height of the wrinkle. The friction between the
metal and the binder is small but can still gener-
ate a significant force acting to restrain (but not
stop) the sliding motion of the material through
the binder and toward the part being formed.
The friction-induced restraining force is additive
to the plastic deformation restraining force.
Figure 13 is a view of the section from Fig. 12
and illustrates the wrinkling that occurs as a
result of the converging material displacements
in the binder. When more force is needed to
adequately restrain the sliding motion of the
material, draw beads are added.
The friction coefficients representative of

what is happening in the binder can be
measured by pulling strips of material through
flat plates. Such friction tests are available and
should be used to generate the data. These con-
ditions are very low-pressure situations, and the
data should not be used for the internal areas of
the die where the pressures and the metal strain-
ing conditions are much more severe.
Internal Die Radii. The third and most com-

plex friction condition is where material is slid-
ing across the curved punch and/or die faces
and simultaneously being stretched in plastic
deformation. The condition is illustrated in
Fig. 14. The pressure of the sheet metal against
the die face is a function of the radius and the
stress in the metal and is calculated with the
pressure vessel equation:

Pressure ¼ Instantaneous stress in the metal

� ðMetal thickness=Die radiusÞ

The equation shows frictional restraining
force to be small when the die radius-to-
metal-thickness ratio is large (e.g., >15) but
can be quite large when the radius-to-thickness
ratio is small (e.g., <5).
The actual value of the restraining force is a

function of:

� Die radius
� Included arc angle
� Amount of straining in the sheet metal
� Stress in the sheet metal in the direction of

motion
� Velocity of the sheet metal relative to the die
� Displacement distance (separate from

velocity)
� Die material and coating (e.g., chrome

plating)
� Die surface finish
� Lubricant type
� Lubricant amount

The value also depends on interactions
between these factors. In the late 1990s, a team
at the General Motors Metal Fabricating Divi-
sion created a friction test that captured the
global effects of the conditions by having the
die radius on a separate block resting on load
cells. This work showed the variability of fric-
tion and the ability to accurately measure it at
actual press speeds and with large specimens.
The test equipment, procedure, and results of
that work are included in the final report of
the National Institute of Standards and Technol-
ogy (NIST) Springback Predictability Project
(Ref 19). Such a test measures the combined
effects of friction and the forces necessary to
accomplish the bending and unbending.
To reduce the data to just friction, several

data-processing steps are required. First, the test
must be modeled by the simulation program in
which the test data are going to be used. That
simulation modeling of the test is done with
the friction value set to zero and the simulation
postprocessed to output the same data curves as
derived from the actual test. These curves

Blank

Point A´

Point B´

Binder surface

Cut surface
shown in
Fig. 13

Stretch or draw
wall between
part area and
binder

Point A

Point B

Part
shape

Fig. 12 Effect of a binder on sheet metal behavior. As the sheet metal blank is drawn into a part shape, the material that
forms the part shape is generally stretched outward, and thematerial within the binder slides inward, as indicated

by the arrows. The converging pattern of the inwardly sliding material in the blank implies that the material will try towrinkle

Fig. 13 Detail of binder effect. As the material
wrinkles, it bumps against the binder in this

view of the section cut from Fig. 12. The binder limits
the height of the wrinkle and withstands the force of the
material pushing against it. The force vector diagram
within the material illustrates the force component
pushing on the die
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simulate the zero friction condition, so they
represent what the test data would be if there
was no friction. Thus, these simulations show
what the simulation code would predict for only
the effects of bending and unbending. Then, the
difference between the simulation data curves
and the actual data collected can be mathemati-
cally analyzed to deduce the friction values.
The difference between the simulation and the
test data is a value that includes the friction
and is also a correction for any errors in how
the simulation software computes the bending
contributions.
Because the various simulation software pro-

grams have different methods of computing
bending and different interpretations of how
friction is applied, an adaptation of the test data
must be done for each simulation package. The
results of the test data must be reduced by
regression analysis to coefficients of a basic
equation. The form of the basic equation can
be standardized, and a set of coefficients can
be created for each sheet material, die material,
die coating, and lubricant combination. Such
data should be created and made available as
an industry standard.
The NIST Springback Predictability Project,

completed in 2000, also enhanced the LS-
DYNA (Livermore Software Technology
Corp.) software package to enable the program
to work with the user’s friction models at every
node and time-step, to ensure the use of the cor-
rect friction factor at all times and at all loca-
tions during the simulation.

Sheet-Forming FEA Results

From FEA calculations, a wide range of
results can be obtained. Examples include

contours of variation quantities. Other impor-
tant results in sheet-forming analysis are form-
ing-limit diagrams and forming-limit curves.

Contour Results

A normal and useful option is to display
results as contours onto the part. The most com-
mon contour values are described as follows.
Thickness and thinning for shell elements

of the deformable part (blank or tube) are the
basic result for sheet forming.
Strain contours include:

� The principal major and minor strains are
observed to determine the zones with maxi-
mum traction or compression strains. Visua-
lizing the associated vectors can be very
useful to determine the principal directions.

� The strain mode makes it possible to know
the type of stress (simple traction, biaxial
traction, restrained) to which a zone is
submitted.

� The plastic strains enable the sheet harden-
ing—hence the consolidation of the
blank—to be assessed.

Stresses are essential to analyze the stretch-
ing of the part as well as the risk of wave for-
mation. They usually indicate what will
happen with the springback, especially when
analyzing them on fibers.
Kinematics and Position. These contours

give information on the velocity, displacement,
or positions of the nodes. These contours must
be analyzed on nodes, with smooth display. It
can be used for tools (such as the blank holder)
or for analyzing the springback of the blank.
Mesh Quality and Undercut. All the

contours about mesh quality are useful for

analyzing the quality of the tool mesh, espe-
cially for the use of advanced contact or for
doing an offset.
Draw Depth. This contour is used for

checking the die design and optimizing it.
Distance. This contour is calculated on the

node and is used to check the distance between
the blank and tools or between two blanks. The
second blank can be imported or displayed with
the multistate mode. The distance is calculated
from the node of the first set to the element of
the second set. The signed distance option
enables positive and negative values to be given
by the scalar product between the vector (node/
element) to the oriented normal of the element.
Contact contours help to analyze the con-

tact between the blank and tools or a specific
zone of tools. This is used for external parts that
should not be marked by the radii of the tool, to
avoid shape defect. It can also be interesting
information for tool wear.
Pressure gives numerical information on the

normal and tangential nodal contact between
the blank and tool. The pressure is a nodal pres-
sure, calculated by dividing the contact force
(applied by all the elements that are in contact)
at each node by the average surface of all the
elements to which the node belongs. Using the
mark contour (see the following), the user can
know with which tool the blank is in contact.
Marks give instantaneous or cumulated

information on blank nodes in contact with a
tool (binary information).
Detachment can be used for analyzing sur-

face defects, by checking the loss of contact
between the blank and tools during simulation.
Energy. This group of contours gives the var-

ious energies of the blank (internal, hourglass,
membrane, etc.). It can be used for very specific
processes.

Forming-Limit Curve

During sheet forming, the material experi-
ences stretching in two directions, as the mate-
rial is formed in the die by forces that can pull
or push the material in all three directions. The
forming-limit diagram (FLD) (Fig. 15) is a very
efficient way of describing the biaxial stretch-
ing that can occur during sheet forming. The
diagram is a plot of strains along the major
and minor axes, and the forming limit curve
(FLC) on the FLD is the demarcation of when
cracking or excessive thinning occurs. The
“Stretch” circle in Fig. 15 is the region where
the material experiences stretching in both
directions. Stretching in only one direction is
illustrated by the “Plane strain” circle, while
the “Draw” circle represents stretching in one
direction with a reducing strain in the other
direction. In contrast, the strain path from a ten-
sile test represents a single mode of deforma-
tion of pulling in only one direction while the
thickness and width of the pulled specimen
are unrestrained.
By comparing the FLC/FLD material prop-

erty to FEA-predicted strains, the propensity

Backforce

Die

Final wrap
angle

Sliding motion Friction and bending
restraining force

Die radius

Wrapping
action

Pulling
force

Fig. 14 Force acting to restrain the sliding motion generated by friction and bending as sheet metal slides across a
die face. The magnitude of that force is strongly affected by the radius and wrap angle
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for failure during sheet forming can be
assessed. The FLD enables the user to evaluate
the risks of rupture or necking by comparing
the position of these points to one or several
limit curves (which correspond to necking, rup-
ture, or other curves, taking into account a
safety coefficient). The forming limit shows
the conditions at which the material will start
to neck, after which it will soon fracture. The
FLC shown in Fig. 15 captures the necking fail-
ure limit of the material through all the com-
mon deformation modes.
For most low-carbon sheet steels, the FLC0

point (the lowest point on the FLC) can be cal-
culated from the sheet thickness and n-value.
The shape of the FLC remains the same. It is
moved up or down on the graph to fit to the
FLC0 point. However, that simple relationship
does not hold true for other materials, such as
aluminum and stainless steel, and it may not
hold true for all steels in the emerging range
of new products, such as transformation-
induced plasticity steels.
As part of FEA results, a point in a

bi-dimensional space is associated to each ele-
ment. The abscissa is the minor strain of the
element; the ordinate is the major strain of the
element. All these points constitute the strain
FLD. The FLD is displayed in a 2-D window
and is juxtaposed to the 3-D window, where
the same results are displayed onto the structure
(Fig. 16). The various zones in Fig. 16 are as
follows:

� Zone 1: Cracks. Points located above the FLC
� Zone 2: Marginal zone, excessive thinning.

Points located between the FLC and the
same curve decreased by 10% of the curve
value at x = 0. The percentage can be modi-
fied by the user.

� Zone 3: Safe zone
� Zone 4: Insufficient stretching. Points

located inside the circle, with its center as
the origin and with a radius value of 0.002.
It can be modified by the user.

� Zone 5: Wrinkling trend. Points located
above the straight line of major strain =
minor strain (y = x) and under the line y =
x [(�1 � Rm)/Rm], where Rm is the average
Lankford coefficient

� Zone 6: Strong wrinkling trend. Points
located under the y = �x straight line

The FLC is usually an experimental curve
defined for each material and thickness range.
It is possible to use an approximate FLC calcu-
lated with different models, but in that case, the
results are less precise and must be cautiously
analyzed.
The FLD can be displayed with strains or

with stresses. Usually, strains are used because
it is easier to experimentally define the FLC
for strain than for stress. However, the FLD
by stresses is useful because the analysis
depends less on the path. The FLD is based
on true strains (not engineering strains). The
FLD can be analyzed for each fiber (membrane,
lower and upper) that can be displayed
separately.

Springback Analysis (Adapted from
Ref 20)

As noted, one topic at the forefront of stamp-
ing analysis simulation is springback predic-
tion. Springback is the elastically driven
change-of-shape response that occurs when the
external forming forces are removed. Spring-
back is usually undesirable and can be

compensated for by overbending or by a sec-
ondary operation such as restriking. However,
the design and simulation of proper compensa-
tion requires reliable prediction of springback,
typically expressed as a change of curvature
(that is, the original curvature minus the final
curvature, which is generally greater than 1).
It is crucial to have a good material model

(yield criterion model) and stress calculation
for springback analysis. As the use of alumi-
num and advanced high-strength steel
increases, springback becomes a pronounced
concern. The springback of some ultrahigh-
strength steels can be even greater than the
thickness of the casting in the die face. Accord-
ingly, the accuracy of springback prediction is
vital before it can be minimized. The first step
in solving the problems mathematically is to
obtain accurate stress distribution. To this end,
the choice of the right material model and the
yield criterion is very important (see the section
“Material Yield Criteria” in this article).
In addition, springback is a greater concern

with the use of advanced high-strength steels
in automotive panels. Until the advent of these
advanced or ultrahigh-strength steels, many
companies did not really make use of spring-
back prediction capabilities, preferring to solve
the springback concerns during physical tryout,
by process or die geometry adjustments. This
approach is not effective, because this makes
the problem a mandatory concern to predict
springback.
Important aspects for accuracy in springback

prediction for typical sheet-forming operations
(R/t assumed to be in the range of 5 to 25)
involve:

� Sheet tension (most critical)
� Strain-hardening law
� Presence of anticlastic curvature

The analysis of springback even in pure bend-
ing also involves a number of underlying
assumptions that include (Ref 5):

� Plane sections remain planar
� No change in sheet thickness
� Two-dimensional geometry, either plane

strain or plane stress in width direction
� Constant curvature (i.e., no instability of

shape)
� No stress in the radial, or through-thickness,

direction
� The neutral (stress-free) axis is the center

fiber and is the zero-extension fiber.
� No distinction between engineering and true

strain
� Isotropic, homogeneous material behavior
� Elastic straining only during springback

Although fairly small errors are associated
with each of these assumptions, these errors
can grow when elastic-plastic laws are consid-
ered and when bending and unbending occur.
The validity of these assumptions is discussed
in the section “Approximations in Classical

0

Plane strain
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Forming
limit curve
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tensile test

Draw

Minor strain +

+

–

Fig. 15 The forming-limit diagram and forming-limit curve
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Bending Theory” in the article “Springback” in
Metalworking: Sheet Forming, Volume 14B of
ASM Handbook (Ref 20).
For a typical industrial sheet-forming oper-

ation, the sheet workpiece is pressed between
nearly rigid tools with draw-in constraints
enforced, usually via draw beads. The general
operation may be arbitrary in three dimen-
sions, and conformance to the tools is by no
means assured (Ref 21), thus making it
impossible to know, a priori, the bend radius
of the sheet. Many material elements undergo
bending and unbending with superimposed
tension, whereas the closed-form analyses
usually assume a flat starting configuration
in both in-plane directions. Determining sheet
tension, which was shown in the last section
to be critically important in springback, is
complex, depending on friction, bending and
unbending, and boundary constraints. All of

these variables may change throughout the
part and the forming stroke, over small dis-
tances and times.
For arbitrary 3-D forming operations, FEM

simulation (or a similar numerical method) is
required throughout the forming operation to
obtain a final, as-formed state. This configura-
tion (with tool contact forces) may then be used
as a basis for a general springback analysis
using the same, or a different, FEA model.
However, application of 2-D closed-form meth-
ods may be possible and profitable for some
classes of forming operations. In spite of the
difficulties of applied springback analysis, cer-
tain applied problems have sufficiently restric-
tive characteristics to provide a basis for
closed-form or empirical analysis.
For example, pure bending by dies in two

dimensions may be analyzed using closed-form
bending solutions if the workpiece is assumed

to conform to the punch surface. Results have
been presented for U-bending and V-bending
(Fig. 17) using such analysis (Ref 22–27) and
empirical approaches (Ref 28–31). A closely
related application in sheet-metal forming is
flanging, for which analysis (Ref 32) and
empirical approaches (Ref 33) have been
presented.
Closely related operations involving signifi-

cant tension are often called stretch-bend or
draw-bend problems. These operations involve
the bending and unbending of sheet as it is pro-
gressively drawn over a die. The typical appli-
cation is often referred to as a top-hat section
(Fig. 18c, 19) and may be called channel form-
ing, among other common names. For large
draw-in, the principal springback typically
occurs in the form of sidewall curl, which is
the curling of the material that was drawn over
the die radius (and which was flat while the
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Fig. 16 Sample of (a) forming-limit diagram (FLD) and (b) the corresponding points displayed onto the part. Rm is the average Lankford coefficient. Zone 4 for insufficient stretching
is selected here as points within a radius of 0.002 from the origin of the FLD. Courtesy of ESI Group Inc.
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workpiece was held in the dies during the oper-
ation itself). Much of the experimental work
appearing in the literature for draw bending
must be examined critically, because the tensile
stress or load is often not carefully controlled or
measured. In a few exceptional cases (Ref 34–
36), direct control was imposed to obtain
draw-bend results. For other work, experiments
rely on indirect control of tension via friction,
draw beads, or die clearances to establish the
essentially unknown value of sheet tension. As
shown in the last section, the tensile stress has
a dominant effect on springback, particularly
for values approaching the yield tension, thus
leading to large uncertainties in measured
results unless the tensile stress is known
accurately.
A wide range of experimental data for a

draw-bend problem from various sources
appears as part of the NUMISHEET ’93 U-
Channel Benchmark (Ref 37). Geometry, mate-
rial, lubrication, and forming parameters were
fully specified by the conference organizers,
and numerous laboratories were asked to carry
out independent measurements and simulations.
The results, shown in Fig. 15(b), illustrate the
wide scatter that was obtained. In general, the
experimental scatter was greater than or equal
to the simulation scatter, illustrating the diffi-
culty in carrying out such experiments with
normal industrial forming machinery. It appears

that the scatter of experimental results is typical
for experiments employing indirect control of
sheet tension. The sources of error in FEM
simulations are considered in more detail subse-
quently, along with a summary of draw-bend
results for which the sheet tension is carefully
controlled.

Draw-Bend Testing

The advantages and pitfalls of FEA of
springback for many sheet-forming operations
are revealed by the draw-bend test (Fig. 20),
which closely represents the situation in chan-
nel forming (Fig. 17b, 19a) and many other
press-forming operations. The advantage of
the test is that sheet tension may be closely con-
trolled in parallel with finite-element simula-
tions for evaluation (Ref 36, 38).
The material in the test is drawn over a round

tool under the action of a pulling displacement
(and corresponding front force) and resisting
force (back force). The workpiece may or may
not conform completely to the tool surface
when under load; it undergoes bending and then
unbending under tension, then rebending under
the final unloading when it is released from
the fixtures. When released, the drawn length
of the strip specimen adopts a final radius of
curvature (r0). This is precisely analogous to
the channel-forming operation, where the pull-
ing displacement is provided by the punch dis-
placement, the back force is provided by a
draw bead or frictional resistance over a binder
surface, and the final radius of curvature of the
drawn section is referred to as sidewall curl.
When the drawn distance is sufficiently large,
the final springback changes are dominated by
the sidewall curl (radius r0) rather than the
changes in the small region in contact with the
tool at the end of the test.

Finite-element sensitivity studies (Ref 39–41)
of the draw-bend test revealed that accurate
springback prediction requires much tighter toler-
ances and closer attention to numerical para-
meters than does forming analysis. Furthermore,
the tighter tolerancesmust bemaintained through-
out the forming operation; that is, it is not suffi-
cient to do a coarse forming simulation followed
by a precise springback simulation.
Using meshes, tolerances, and numerical para-

meters typical for forming analysis to analyze
the draw-bend test gave nonphysical predictions,
including, under some conditions, simulated
springback opposite to the direction observed.
Figure 21(a) (Ref 34) shows the initial simulations
and the final ones (i.e., with appropriate choices of
model parameters). A mesh size four times finer
along the draw direction was required, combined
with a number of integration points ten times
larger than normal.
The finite-element sensitivity results based

on the draw-bend test may be summarized as:

� The finite elements in contact with tooling
should be limited in size to approximately
5 to 10� of the turning angle. This is approx-
imately 2 to 4 times the refinement typically
recommended for simulation of forming
operations.

� The convergence tolerance and contact toler-
ance must typically be set tighter than for
forming analysis. There are a variety of
ways to define such measures, depending
on the programs used, so again, the best pol-
icy is to refine the measure until the differ-
ences become insignificant.

� While most applied sheet-forming analyses
use shell elements with three to seven inte-
gration points through the thickness, up to
51 integration points are required to assure
simulated springback results within 1% of
the “converged” solutions. (Converged

Fig. 17 Schematics of (a) V-bend and (b) U-bend
forming operations

Fig. 18 Typical automotive sheet-formed part, the S-rail. (a) Formed part. (b) Finite-element representation, as formed. (c) Cross-sectional schematics at three forming stages
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solutions were obtained by using very large
numbers of integration points, until no
appreciable change in springback was
observed.) More typically, 25 integration
points were found to be sufficient for many
simulations.

The last of these conclusions represents a
dramatic divergence from current practice
and remains surprisingly controversial, with

researchers continuing to recommend using
numbers of integration points ranging from
five to nine. For this reason, non-FEA numeri-
cal studies were undertaken to explore the
errors associated with numerical integration
for finite numbers of integration points.
Results from the finite-element sensitivity
studies and from non-FEA numerical studies
are described further in the section “Draw-
Bend Experience” in the article “Springback”

in Metalworking: Sheet Forming, Volume
14B of ASM Handbook (Ref 20).
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Modeling of Powder Metallurgy Processes
Howard Kuhn, University of Pittsburgh

POWDER METALLURGY (PM) is a pro-
cess of shaping metal powders into near-net or
net shape parts combined with densification or
consolidation processes (e.g., sintering) for the
development of final material and design prop-
erties. Powder metallurgy parts are used in a
wide variety of industries, with three broad
categories of applications:

� Lower-cost components (typically with
lower mechanical properties than wrought
product)

� High-performance parts with the advantages
of PM in achieving uniform alloying and
microstructures

� Enhanced-property parts that are difficult to
produce by wrought processing

This article introduces general considerations,
models, and applications in the modeling of
PM processes. Additional articles on PM mod-
eling in this Volume include:

� “Modeling and Simulation of Press and Sin-
ter Powder Metallurgy”

� “Modeling of Hot Isostatic Pressing”
� “Modeling and Simulation of Metal Powder

Injection Molding”

General Considerations of Process
Modeling

Processing is one of three major design con-
siderations that contribute to the functional and
economic success of a final product. Processes,
materials, and geometric design interact to form
a three-legged foundation (Fig. 1) supporting
product development. Geometric features
(shape, dimensions, tolerances, etc.) in conjunc-
tion with the selected material properties (phys-
ical, mechanical, thermal, electromagnetic, etc.)
are specified to meet the functional and usabil-
ity requirements of the product. The material
and process interactions are controlled to
deliver the required metallurgical structure and
therefore the properties of the product. Finally,
the geometric design must be feasible within
the constraints of the process yet take advan-
tage of the geometric flexibility offered by the
process.

A variety of computer models serve as use-
ful supplements to experience in the selection
of materials, specification of geometric fea-
tures, and definition of process parameters, as
indicated in Fig. 1. For example, structural
and thermal finite-element analysis (FEA),
thermal finite-difference modeling (FDM),
computational fluid dynamics (CFD), and elec-
tromagnetic field analysis are used to develop
virtual prototypes of the product for the pur-
pose of optimizing its performance. These
same computational methods, generally in
more complicated and nonlinear form, are
used to model the various processes in an
attempt to minimize or eliminate trial-and-

error efforts to reach a practical set of proces-
sing parameters. Material representation for
both product design and process analysis pres-
ently relies on a myriad of tests to generate
data in the proper form for the analysis codes,
but databases of material data are growing and
being made available for specific applications.
At some point in the future, the rapidly
advancing field of material analysis using
microscopic, nanometric, and first-principles
models will enable the prediction of material
properties from composition and material
structural features. Conversely, such models
will permit design of a material meeting a spe-
cific set of property requirements.

Fig. 1 Geometric design, process parameters, and materials selection contribute to product development. Computer-
aided tools are useful as a complement to experience and history in determining the material, geometry, and

process parameters for product design. CAD, computer-aided design; CAE, computer-aided engineering; AM, analytical
modeling
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In casting and forming industries, process
modeling is increasingly being used to produce
the correct first article. These process models
combine continuum field calculations with
defect criteria to display the material behavior
during processing. This presents an analytical
platform for predictive avoidance of defective
parts. More advanced codes even provide pre-
dictions of microstructure and microstructure
distribution in the finished part. Appropriate
material databases and simulation codes for
casting and forming, combined with ever-
decreasing computing cost and ever-increasing
computing power, now make process modeling
capabilities available to even small foundries
and mills, similar to the widespread implemen-
tation of computer numerical control simulation
codes in machine shops in recent decades.

Powder Metallurgy Process Modeling

Extrapolating this success in process model-
ing to PM methods of shapemaking is compli-
cated by the larger number of process steps
involved in PM, the wide variety of physical
processes involved in those steps, and the sto-
chastic nature of particulate behavior. Powder
particles have high surface area per unit vol-
ume, and surface interactions between particles,
whether by mechanical motion, localized defor-
mation, or atomic diffusion, lead to an abun-
dance of opportunities for aberrant behavior.
The size and shape of particles in a particular
batch can vary widely, resulting in localized
variation of density throughout the powder
mass. These pockets of density variation may
be of significant size relative to the feature size
and tolerances required in the final product.

From a modeling perspective, the assumption
of uniform density entering each process step
may be significantly incorrect and lead to unex-
pected deviations from reality. Similarly,
micromodels of powder behavior based on
uniform particle size and shape may lead to
erroneous results compared to the behavior of
actual powder masses.
Nevertheless, the attractiveness of PM pro-

cesses for net shape forming of commercial and
defense components inspires the use of process
models to facilitate product realization. Powder
metallurgy modeling (Fig. 2) represents the inter-
action and data transfer between various computer
applications. The starting point in all cases is a
three-dimensional (3-D) computer-aided design
(CAD) solid model of the part geometry, gener-
ally derived from a sketch of the design concept
and embodying the design intent. This electronic
representation of the part is used in every
subsequent product and process design step and
may be altered as necessary to meet the con-
straints of the various steps. The CAD file facili-
tates concurrent engineering by permitting rapid
communication between product and process
design management teams.
Referring to Fig. 2, first the CAD model can

be used in conjunction with FEA or CFD codes
to evaluate product performance and enable vir-
tual geometry or material changes to meet per-
formance requirements. For example, for parts
subjected to cyclic loading, design geometry
features can be derived from life-prediction
analysis—the combination of FEA for stress-
intensity factors and crack propagation mea-
surements for the material of interest—to avoid
premature failure. As another example, impeller
vane geometry for increased pump efficiency

can be determined from CFD analysis of fluid
flow patterns and velocities.
Second, the CAD model can be used in con-

junction with other physics-based codes for simu-
lation of the shapemaking operations and their
various subprocesses. These processes include
press and sinter (PS), cold isostatic pressing
(CIP), hot isostatic pressing (HIP), powder injec-
tion molding (PIM), bulk deformation processes
(particularly powder forging, or PF), and the
emerging additivemanufacturing (AM) processes
(now evolving from rapid prototyping technolo-
gies to production applications). All of these cases
except AM involve specification of tool and mold
parameters, so the CAD data are also useful for
definition of a CAD model of the tool geometry,
generally by generating an inverse image of the
product. Finishing operations, such as heat treat-
ing, also use the CAD file in conjunction with tai-
lored FEA codes to determine distortion, residual
stress, and final microstructures.
Finally, the resulting collection of computa-

tional data in Fig. 2 can be used upstream for cus-
tomer communications and marketing and
downstream for product testing, process planning,
and process equipment control models.

Powder Metallurgy Process
Descriptions

Press and Sinter

Powder compaction is the most widely used
powder shapemaking process. The process
involves compression of a powder mass confined
in a die cavity and acted upon by upper and lower
punches, as shown in Fig. 3. First, powder flows
into the die cavity from a feed shoe. Upper and
lower punches then move toward each other to
compress the powder. The pressure first rear-
ranges the powder particles and then deforms each
particle, leading to an increase in overall density
by decreasing the pore space between particles.
Because of friction along the die walls and
between each particle, the density is not uniform
but is greatest in the regions of contact with the
punches (Fig. 4). Lubrication is added in the form
of admixed powder lubricants or as coatings on
the particles to reduce friction. The particle
size of powder used in die compaction is
comparatively large (>60 mm) to reduce the inter-
particle surface area and the resulting nonunifor-
mities in density during filling of the die and
during compaction.
The pressure during die compaction is not iso-

static but is greatest in the pressing direction,
while the constraining lateral pressure of the die
cavity may be as low as one-half of the axial pres-
sure. This ratio of constraining pressure-to-axial
applied pressure increases as the compacted den-
sity increases. Typically, the initial density of the
loose powder in the die is 50 to 60% of full den-
sity, and the compacted densities are 80 to 95%.
Parts having multiple levels must be com-

pacted with upper and lower punches that are
segmented. The vertical motions of these punch

Fig. 2 Information flow from the computer-aided design (CAD) solid model to product and process modeling
activities. For each process, various subprocesses are amenable to modeling
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segments are controlled independently so that
the compaction ratio (ratio of filled height to
compressed height) is the same in each level
of the part. Figure 5 shows a simple two-level
part that is pressed between a solid-step bottom
punch (left) and the same part pressed with a
split bottom punch (right). The right side of
the part undergoes a greater compaction ratio
and greater densification if the bottom punch
is solid, while more uniform density is achieved
if the right punch segment of the bottom punch
moves upward with less displacement than the
left punch segment. In complex, multilevel
parts, careful control of the punch motions is
necessary to assure uniform compacted density
and to avoid shear cracks in the powder by
excessive movement of powder from one
region to another.
When the compacted part is ejected from the

die, it expands because the pressures acting on
the powder during compaction are relieved
and elastic recovery, or springback, occurs.
During ejection, cracks may form as the part
emerges from the die, and tensile stresses occur
due to the upward force of the ejection punch
and the downward force of friction along the
die walls. In addition to large cracks, microde-
laminations may occur perpendicular to the
pressing direction.
Modeling opportunities abound in powder

pressing. Simulation of the flow of powder into
the die from the feed shoe (Fig. 3), particularly
in complex, multilevel parts, would aid the
development of powder-feed procedures for
improved uniformity of density during die fill-
ing. They could also provide a map of density
distribution after die filling that would be the
starting point for subsequent compaction mod-
eling. Modeling the compaction process itself

is particularly useful for determining the punch
and die design and tool motions for increased
density uniformity in the compacted part. In
addition, models of the interaction between
the tooling (die and punches) and the com-
pacted powder part during ejection are useful
for making tooling or lubricant modifications
to prevent cracking during ejection. Models of
the tooling itself are also used to estimate stres-
ses and improve the fatigue life of the dies and
punches.
Collectively, these modeling efforts are used

to establish the setup conditions for a pressing
operation. However, because of the variability
of powder lots and the subtle influence of envi-
ronmental conditions, adjustments are made to
the press parameters in subsequent trials and
part measurements. In progressive plants, these
adjustments are guided by the compaction
models.
Sintering follows the pressing operation to

develop metallurgical bonds between the pow-
der particles, increase the density, and impart
strength to the finished part. The process is also
used to provide strength to parts produced by
PIM and AM. Pressing and sintering is also
used to manufacture preforms for PF.
Solid-state sintering involves several micro-

mechanisms that bond particles and lead to
densification. These include surface, grain-
boundary, and bulk diffusion; evaporation-
condensation; and plastic flow. All of these
mechanisms depend on thermal activation, so
temperature and time are the primary variables
affecting the degree of sintering, as depicted
in Fig. 6. Bonding of the particles begins at
the junction points between particles, where
small necks form and grow to close up porosity
between the particles (Fig. 7) (Ref 1). Sintering

is driven by reduction in surface energy, so sin-
tering is more highly activated in powder
masses of small particle size. Localized stresses
at interparticle junctions increase as particle
size decreases, which enhances localized sur-
face diffusion and evaporation/condensation
mechanisms of sintering. Some nanosized parti-
cles sinter at near-ambient temperatures.
Some materials, such as tungsten, require very

high sintering temperatures, while others, such
as aluminum, have an adherent oxide layer on
the particle surfaces that interferes with the sinter-
ing mechanisms. For these cases, liquid-phase
sintering is used because diffusion is greatly
enhanced by the liquid phase. The liquid-phase
source may be the addition of a lower-melting-
point material, such as copper powder added to
tungsten powder. In other cases, the powder may
be an alloy, and sintering is carried out in a two-
phase region where the alloy is partially liquid,
as depicted in Fig. 8.
An alternative to sintering to high density is

infiltration of a partially sintered part. The sin-
tered part must have continuous porosity to
allow infiltration of a lower-melting-point alloy
into the pores of the sintered part. Infiltration
occurs by surface tension between the liquid
alloy and the powder particle surfaces.
Because most metals oxidize at high tem-

peratures, the sintering process must be carried

Fig. 4 Density in compaction is greatest at the surfaces
of the moving punches

Fig. 5 Multilevel parts require independent motions of
the punches so that the compaction ratio is the

same in all levels

Fig. 3 Steps in powder compaction. A feed shoe provides powder to fill the die cavity, the upper and lower punch
move toward each other to compact the powder, the lower and upper punches move upward to eject the part

from the die, and the fill shoe removes the previous part and refills the die cavity
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out in a furnace that contains an inert or reduc-
ing atmosphere. Some ceramics, glass, and gold
powders do not oxidize and do not require a
protective atmosphere during sintering.
Sintering models are used to determine

dimensional changes, which then are used to
modify tool dimensions. Advanced applications
of sintering models include the starting density
distribution of pressed parts as determined by
powder compaction models.

Isostatic Pressing (CIP and HIP)

Isostatic pressing is an important powder
shapemaking process for large parts, limited-
production numbers, and highly reactive pow-
der materials. The process is carried out at
ambient temperature (CIP) or at elevated tem-
perature (HIP). The CIP parts are not formed
to full density and must be sintered to develop
strength. The HIP parts, however, reach full
density because the pressure and temperature
environment collapses all pores in the mold.
In one sense, HIP is the simultaneous applica-
tion of compaction and sintering.
In either CIP or HIP, loose powder is filled

into a mold, gas is removed from the powder,
and the mold is sealed (Fig. 9). The mold con-
taining powder is then placed in a pressure
chamber, and pressure is applied by a fluid—a
liquid such as kerosene for CIP or an inert gas
such as argon for HIP. Thus, the applied pres-
sure is isostatic, or equal in all directions. In
either case, this pressure acts on the mold, and
deformation of the mold causes transmission
of the fluid pressure onto the powder within
the mold (Fig. 9). However, at corners and
other regions of sharp dimensional change
(Fig. 10), the transmission of pressure through
the mold may not be exactly uniform, leading
to small regions of low density in the com-
pacted powder.
Isostatic pressing is a near-net shape process

because the flexible mold is subject to slight
variations in pressure transmission from part
to part, or pressure shielding at transition zones
in the mold, or slight variations in density of
powder distribution in the mold. However, net
surfaces can be formed in isostatically pressed
parts by using hard inserts, such as a core rod
to form an internal hole to precise diameter
(Fig. 9).
In addition to forming discrete parts, HIP is

used to complete the densification in parts pro-
duced by other processes, such as PIM, PS, and
AM, when such parts require increased
strength. Hot isostatic pressing is also used to
close up the porosity in cast parts and to repair
turbine blades by closing the cavities caused by
creep during their high-temperature, high-stress
use.
The primary objective of CIP and HIP mod-

eling is to determine the mold shape and
dimensions that will produce as close as possi-
ble the required part shape and dimensions.
However, most modeling approaches require
the mold shape as a starting point for the

Fig. 7 Sintering begins by forming necks at the contact points between particles. Source: Ref 1

Fig. 8 Illustration of liquid-phase sintering of an alloy. When heated above its solidus, a liquid phase forms in the
alloy powders and fills the pores between powder particles

Fig. 6 Increase in density due to shrinkage during sintering of copper powders. Increasing temperature and time
increases the effects of sintering

312 / Simulation of Powder Metallurgy Processes

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



simulation. By iterative use of the model, the
mold shape and dimensions required to achieve
the part shape and dimensions can be
determined.

Powder Injection Molding

Powder injection molding is based on the
conventional injection molding process com-
monly used for production of plastic parts. Pel-
lets of the plastic are fed into the injection
molding machine, which conveys them along
a screw turning inside a long barrel. Heating
bands around the barrel as well as heat gener-
ated by intense shear deformation in the screw
melt the pellets (Fig. 11). The melted plastic
is then pushed by a plunger into the mold cav-
ity, where it is packed under pressures up to
70 MPa (10 ksi) and then solidified into the part
shapes. The mold material is a hard alloy, such
as beryllium-copper, that has high conductivity
for rapid heat removal.
In PIM, metal or ceramic particles are mixed

into a polymer binder that is then extruded into
pellets, similar to those used in plastic injection
molding. The polymer/powder feedstock pellets
are formed into the required part shapes using
conventional injection molding machines (Fig.
11). The polymer binder is partially removed
from the parts by a chemical process, followed
by a two-stage furnace operation that removes
the remaining polymer binder and then sinters
the powder particles together. Because the pow-
ders are not compacted together by this opera-
tion, after debinding the density of the
remaining powder is on the order of 50 to
60% of full density.

Powders used for PIM are generally much
smaller in size (<20 mm) than those used in
conventional PS or isostatically pressed pow-
ders. Their smaller size promotes sintering,
which is necessary to fill the large gap from
its original density of 50 to 60% to nearly full
density.
One of the key processes in PIM is removal

of the polymer binder so that interparticle con-
tact can be made for sintering to near full den-
sity. While the parameters for effective
debinding by chemical and thermal means can
be determined experimentally, models of
debinding can be used to reduce or eliminate
experimental determinations. Such models are
particularly useful for determining the debind-
ing parameters for large parts.

Fig. 9 Schematic of a cold isostatic pressing (CIP) mold (left) and a hot isostatic pressing (HIP) mold (right)

Fig. 10 Example of a hot isostatic pressing mold
produced by welding steel sheet. The

stiffness of the mold corners may shield the powder
from the applied pressure

Fig. 11 The steps in powder injection molding
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Another objective of PIM modeling is pre-
diction of the flow of polymer/powder mix dur-
ing mold filling so that complete filling occurs
with no unbonded weld lines. In addition, flow
conditions are monitored to detect segregation
of powder from the polymer, resulting in non-
uniform powder distribution. To simulate PIM,
combined fluid-flow and heat-transfer models
are used, incorporating criteria for powder seg-
regation and satisfactory flow-front welding.
Refinement of PIM models is particularly
important in the ongoing development of pro-
cesses for micro-PIM.

Bulk Deformation Processing—Powder
Forging

Full-density PM parts require high pressures at
high temperatures to completely eliminate the
porosity between particles. Hot isostatic pressing,
as described previously, is one approach to reach-
ing full density, but the flexible molds used in HIP
do not lead to a net shape part, and the process is
not suitable to high production rates. Both of these
limitations are overcome through the process of
PF, which has found its niche in production of
connecting rods and automotive drivetrain parts.
Hot rolling and hot extrusion of powders are other
bulk deformation processes applied to powders,
but neither is used to produce large quantities of
powder metal parts.
Powder forging involves large plastic defor-

mation of pressed-and-sintered preforms to fin-
ished net shapes in a trap die, that is, a die set
consisting of one upper and one lower punch
within a die cavity, similar to conventional
compaction tooling (Fig. 3). In this case, the
preform shape is considerably simpler and
smaller than the finished part shape and dimen-
sions (Fig. 12). This allows for significant plas-
tic flow during the forging stroke. During
plastic deformation, large shear stresses accom-
pany the forging pressure, which is effective in
not only eliminating the porosity in the pressed-
and-sintered preform but also assuring struc-
tural integrity across the collapsed pore inter-
faces (Fig. 13). While increasing the amount
of plastic deformation increases the efficiency
of densification and pore interface bonding, it
also increases the risk of cracking. The forging
preforms consist of pressed-and-sintered mate-
rial with some porosity, which can act as initia-
tion points for ductile crack formation during
plastic deformation.
Modeling of PF is used to determine the pre-

form shape that will lead to full densification
without cracking. In addition, modeling is used
to determine tooling design to prolong fatigue
life and minimize die wear.

Additive Manufacturing

Rapid prototyping has evolved during the
past twenty years from a process for production
of form-and-fit models to a suite of technolo-
gies that are capable of producing metal parts

having properties equivalent to cast and
wrought materials. These processes are also
known as direct digital manufacturing pro-
cesses or rapid manufacturing processes. The
AM processes are distinctly different from
other PM shapemaking processes in that no
tooling is involved; the parts are built up one
layer at a time by selectively bonding particles
within each layer. While they are still under-
going extensive development, the processes
are gaining favor for part production because
of their limitless geometric flexibility and abil-
ity to make one-of-a-kind parts without the
expense of hard tooling. One major area of
application of AM is in thermal and fluid man-
agement systems, such as heat exchangers,
because the processes can produce parts with
internal channels that are nonround and non-
straight, a distinct advantage over conventional
hole drilling or trepanning of internal passages.
All AM processes begin with powders; in

some cases, the powders are coated with poly-
mer to aid bonding. In most processes, the pow-
der is spread in a thin layer, the powder is
selectively bonded by one of several means,
and a new layer of powder is spread, and so
on. The powders are bonded by localized melt-
ing due to heat from a laser or electron beam
(Fig. 14), or they are bonded by binder droplets
from a printhead, such as in 3-D printing (Fig.
15). In any case, the beam path or the droplet
pattern is guided by instructions derived from
the electronic format of the CAD model of the
part. Another approach to AM uses a moving
laser head to melt a powder stream and deposit
it, one layer at a time, on a substrate or previ-
ously deposited material to form a part shape
(Fig. 16).
Powders bonded by thermal means (laser or

electron beam) produce the required part shape
in one step, followed by removal of support
structures, while those produced by 3-D print-
ing require subsequent sintering or sintering
and infiltration to achieve structural integrity
but do not require support structures. Thermally
bonded powders often have properties that
exceed cast and wrought materials of the same
composition, because the localized region of
heating is rapidly cooled by surrounding

material, leading to finer microstructures than
would be obtained by castings that cool at a
much slower rate.
In addition to modeling of the part perfor-

mance, modeling of thermal AM processes
focuses on the localized melting occurring at the
point of intersection between the laser spot and
the metal powder layer. In the case of 3-D print-
ing, modeling is used to optimize the debinding
and sintering process, which is similar to that of
PIM. In addition, models of infiltration are used
to optimize this final densification process.

Models and Applications

Various models for PM processes are avail-
able and have been applied extensively in
attempts to optimize process efficiency and
product quality. Each model has been devised
to treat one specific process or another, but
there is a great deal of commonality in many
of the models. It is convenient to categorize
these models according to their common char-
acteristics and then illustrate their adaptations
to the various processes. The three groups of
models are discrete-element models, linear

Fig. 12 Pressed-and-sintered preform (foreground)
and powder-forged connecting rod

Fig. 13 Comparison of pore collapse by hydrostatic
pressure and by forging. Forging with lateral

flow causes shear in the material, which efficiently
collapses the pores and ensures a sound metallurgical
bond across the collapsed pore surfaces
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continuum models, and nonlinear continuum
models. Discrete-element modeling treats indi-
vidual particles and their interactions in a pow-
der mass, which can be used to simulate the
behavior of powder during free flow in die
and mold filling and the early stages of sinter-
ing. Linear continuum models include linear
elastic finite element, heat transfer, and fluid
mechanics, which can be applied to product
design, tool design, PIM simulation, and con-
tinuum approaches to sintering. Nonlinear con-
tinuum models involve FEA of nonlinear

materials, which are used for simulations of
powder die compaction, cold and hot isostatic
compaction, and powder forging.
In all processmodeling applications, high-fidel-

ity simulations require the input of detailed mate-
rial representations in a form that is suitable for
the appropriate modeling tools. In addition, defect
criteria are required if the model is to simulate
defect formation during the process. For example,
in linear elastic FEA, the material parameters are
simply the elastic modulus and Poisson’s ratio
for the material. If the material is highly

anisotropic, elastic parameters must be input for
each of the principal directions in the material. A
failure or defect criterion for linearly elastic mate-
rial would simply be the yield strength. In more
extensive applications, stress analysis from FEA
can be used in conjunction with crack propagation
data for the material to estimate fatigue life of a
part or tooling component.
Examples of the use of modeling to solve

specific problems in PM processing are given
in the following sections.

Powder Metallurgy Process Models

Discrete-element modeling (DEM) was
devised to address problems of individual parti-
cle interactions in geological applications (Ref
2, 3). Each particle in an assembly of particles
is treated as a discrete body interacting through
point contacts with surrounding particles. New-
ton’s second law for translation and rotation
(six degrees of freedom in 3-D systems) is
integrated for each individual particle by taking
into account gravity and the normal and tangen-
tial tractions occurring at each point of contact
between adjacent particles. The resulting dis-
placements describe the individual particle
motions and, collectively, the powder mass
movement characteristics. With present-day
computing power, upward of one million parti-
cles can be represented, and the particles can
have general, nonspherical shapes. While this
does not represent the total number of particles
in a typical part, it is sufficient to describe the
macroscopic effect of various process para-
meters on the powder mass response and does
provide insight into its general behavior.
Input parameters for DEM include particle

shape, elastic properties, and surface roughness,
which are translated into spring constants, fric-
tion, and damping coefficients at each point con-
tact. The particle interactions can also include
adhesive and hydrodynamic forces. Adhesive
forces could include interparticle bonds due to
binders, so theDEMmethod could be used to sim-
ulate the behavior of particles during 3-D printing
or during liquid-phase sintering. Adhesive forces

Fig. 14 Laser or electron beam methods for selectively bonding metal particles

Fig. 15 Three-dimensional printing using droplets from a printhead to selectively bond metal particles

Fig. 16 Laser system for melting a stream of powder
particles and placing them in a selected pattern
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could also include the localized forces at the necks
between particle contact points, which opens the
possibility of simulating the early stages of
solid-state sintering. Including hydrodynamic
forces on individual particles permits the use of
DEM to simulate the dynamics of individual par-
ticles in a fluid stream, such as the particle flow
during PIM.
Linear Continuum Models. Finite-element

and finite-difference methods are well estab-
lished and are widely used to represent the
response of solid and fluid materials to forces
and heat input. In all cases, the material is
represented as an assembly of discrete ele-
ments, and the conservation laws of mass,
momentum, and energy are applied to each ele-
ment. Constitutive laws representing the mate-
rial behavior permit application of the
methods to specific materials, but they require
careful measurement of material properties,
often in unconventional ways. Defect criteria
are also included in the material representation
so that limiting conditions can be determined
in the process and parameter changes made in
the models to prevent defects.
For example, for linear elastic stress analysis,

the material parameters are elastic modulus and
Poisson’s ratio, while the primary limit is the
yield strength of the material. For linear elastic
simulation of porous materials, the material
parameters will depend on the level of porosity
and must be measured on the actual material
rather than taken from handbook data for the
bulk material. The most convenient and accu-
rate method for determination of the elastic
properties is the resonant frequency test. From
the resonant frequency of a test bar excited in
axial and shear modes, the elastic constants—
elastic modulus, E, and shear modulus, G—
can be determined for various porosity levels.
Then, the Poisson’s ratio can be calculated from
the relationship n = (E/2G) – 1.
The output of linear elastic stress analysis

includes stresses and strains in all principal
directions as well as the displacement of the
boundaries. Stress combinations such as the
deviatoric stress component can also be output
for comparison with the material yield strength
for evaluation of failure.
For thermal analysis, the primary material

inputs to the simulation codes are conductivity
and specific heat. If the material to be simulated
is a porous solid, these parameters will depend
on the level of porosity and, again, must be
measured for the actual material rather than
taken from handbook data for the bulk material.
In applications to sintering or HIP, the porosity
is changing throughout space and time and
must be included to represent the changing
values of the material thermal properties during
the process. In applications to product analysis
where thermal analysis is carried out in con-
junction with stress analysis to determine ther-
mal stresses, an additional material input is
the coefficient of thermal expansion.
Computational fluid mechanics codes require

the viscosity of the fluid as well as its thermal

properties. The major application of CFD in
PM processes is the simulation of polymer flow
during PIM. The viscosity of the fluid is highly
dependent on the solid particle content and
must be measured for the powder/binder combi-
nation of interest over the expected range of
temperatures occurring in the process.
Nonlinear Continuum Models. All

mechanical means of powder consolidation—
die compaction, isostatic compaction, and pow-
der forging—involve large deformations of the
powder beyond their elastic limit and therefore
invoke considerable nonlinear complications in
their representation of material behavior. Fully
dense materials in isotropic form behave plasti-
cally according to the well-known yield crite-
rion of von Mises:

So
2 ¼ ½ðS1 � S2Þ2 þ ðS2 � S3Þ2 þ ðS3 � S1Þ2�=2

(Eq 1)

where the Si are principal stress components,
and So is the yield strength of the material.
When the combination of stresses acting on a
material satisfies this criterion, yielding occurs
and plastic deformation commences as long as
the applied stresses continue to increase. For
example, if a single uniaxial stress is applied,
yielding will occur when that stress equals So.
If a state of pure shear is applied, S1 = �S2,
and yielding will occur when the shear stress
S1 = So/3

1/2. However, if a hydrostatic state of
stress is applied, S1 = S2 = S3, yielding will
not occur regardless of the magnitude of the
stress. For this reason, it is common to repre-
sent the total stress state in a material in terms
of the hydrostatic component, or mean stress:

Sm ¼ ðS1 þ S2 þ S3Þ=3 (Eq 2)

plus the deviatoric component represented by
Eq 1, which leads to plastic deformation.
While the hydrostatic stress does not cause

yielding in a full-density material, porous mate-
rials are known to yield and densify under the
action of hydrostatic pressure (see the section
“Constitutive Behavior” in the article “Powder
Metallurgy Process Modeling and Design” in
Powder Metal Technologies and Applications,
Volume 7 of ASM Handbook). To accommo-
date this observation, the yield criterion can
be modified to incorporate a term that reflects
yielding if hydrostatic stress is applied:

So
2ðDÞ ¼ ½ðS1 � S2Þ2 þ ðS2 � S3Þ2 þ ðS3 � S1Þ2

� AðDÞSm2�=2
(Eq 3)

where the yield strength, So, and the coeffi-
cient A are functions of density, D, expressed
as a fraction of full density. As the density
approaches full density, D = 1, the coefficient
A becomes zero, and the hydrostatic compo-
nent of stress has no effect on yielding. An ele-
gant and detailed development of the
constitutive equations for porous materials is
given in Ref 4.

Whereas the material parameter So in the
yield criterion for fully dense material, Eq 1,
can be determined through a simple compres-
sion for tension test, the parameters defining
the yield criterion for porous material must be
determined from combined stress tests that
simultaneously apply a hydrostatic stress and a
shear, or deviatoric, stress. One instrument for
this purpose is a triaxial compaction cell, illu-
strated in Fig. 17 (Ref 5). Through various
combinations of triaxial and axial pressure,
yielding can be determined and represented as
a failure envelope in coordinates of deviatoric
stress versus hydrostatic pressure.
Another method for obtaining the required

material coefficients involves a series of com-
pression, compaction, and shear tests, which is
much less costly than triaxial compaction testing
(Fig. 18). A shear test cell (Fig. 19) borrowed
from soil mechanics can also be used to test pow-
der metals under combined normal and shear
stresses (Ref 6). An extensive series of material
tests using these test methods was used to con-
struct the yield envelope for an iron powder
(Fig. 20). The results show the change in the
yield envelope with increasing density (Ref 6).

Press and Sinter Modeling

A comprehensive approach to modeling of
the press and sinter operations is given in the
article “Modeling and Simulation of Press and
Sinter Powder Metallurgy” in this Volume.
The article describes the history, spectrum of
models, and integration of compaction and sin-
tering models to optimize the overall process.
In the following, examples are given of model-
ing applied to practical problems in PM outside
of those covered in the other article.
Die Filling. As shown in Fig. 3, powder

pressing consists of die filling, compaction,
and ejection of the part. The first stage of die
compaction involves filling the die cavity with
powder flowing freely from a feed shoe. Modi-
fying the die filling operation to improve uni-
formity of density is a major objective. A

Fig. 17 Schematic of a triaxial compaction cell
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similar objective applies to filling molds for
cold or hot isostatic pressing, an important step
toward greater dimensional control in the fin-
ished parts. As described previously, the DEM
approach is appropriate for simulation of
free-flowing powder as it fills a die or mold
cavity. Although the method is currently too
computationally intense to be used as an every-
day analysis tool, focused applications can be

used to determine some overall guidelines for
die and mold filling.
One example of the use of DEM for die fill-

ing (Ref 7) is shown in Fig. 21. Note that the
powder flow is similar in appearance to fluid
flow around a corner, leaving a cavity next to
the inner die wall. For a given cavity morphol-
ogy, die shoe configurations can be evaluated
for uniform flow and density distribution in

the die. Another application of DEM to simu-
late die filling was performed by Bierswich et
al. (Ref 8). In this work, the effects of shoe
vibration and die vibration on loose powder
die filling were determined for a cylindrical
two-level part. The density distribution in
vibrated and nonvibrated dies is more effective
than die shoe vibration. Rotational vibrations of
1 mm amplitude at 200 Hz were shown to be
most effective. Similar advice applies to mold
filling for isostatic pressing operations.
Compaction. The second stage, die compac-

tion, can be simulated using the nonlinear
finite-element method with appropriate material
constitutive equations. Many contributions to
powder compaction models have been made
since the late 1980s, when large-strain model-
ing methods and efficient solution algorithms
were developed. One practical example of die
compaction modeling follows, taken from Ref
4. The model was applied to an axisymmetric
two-level part for which extensive experimental
data were available through a study by Kerga-
dallan et al. (Ref 9). This case study illustrates
the iterative use of modeling and experimenta-
tion to refine the process parameters to achieve
a defect-free part with a minimum of trial-and-
error effort. It also illustrates the use of a model
to guide the downstream correction of produc-
tion process parameters.
The part geometry, shown in Fig. 22, consists

of a thin outer rim, a hub, and a bore, which is
representative of many common powder metal
parts (e.g., engine camshaft timing pulleys and
one-way mechanical diode clutch plates). The
powder blend that was used is based on the dif-
fusion-alloyed iron powder, Hoeganaes Distal-
loy AE.
Figure 23 shows a schematic of the press and

tooling. The tooling consists of four moving
components: an outer die and an inner core that
move together, a top punch, a lower inner
punch, and a stationary lower outer punch.
The press was instrumented with strain gages
to measure loads on tooling members and
potentiometer displacement transducers to mea-
sure tooling displacements.
Fill positions of the punches are given by R1

and R2, as shown in Fig. 24. The initial density
in the die cavity was estimated by assuming
uniform density within the rim section and the
hub section of the part. Displacement histories
for each of the moving tooling members are
shown in Fig. 24.
Two specific samples of compacted parts,

part 30 and part 34, are used for description of
the model application. Compaction of part 30
resulted in low density in the rim section. The
hub and rim densities were approximately 7.06
and 6.90 g/cm3, respectively. In addition, a dis-
tinct crack appeared around the rim inside
diameter, 2 mm below the hub. Very fine cracks
were also present on the outer surface of the
rim, close to the bottom end. Although it is
not possible to state exactly when the cracks
were formed, it is very likely that they appeared
during load removal/ejection. For part 30, the

Fig. 19 Schematic of shear cell for testing powder materials under various combinations of normal pressure and
shear

Fig. 18 Various stress states imposed on a powder mass by deformation tests
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maximum loads on the inner and outer lower
punches were 2.1 and 0.59 MN, respectively.
The high load on the lower inner punch resulted
in high punch deflection. During ejection, elas-
tic recovery of the lower inner punch resulted in
tension on the rim, causing cracking.
Compaction modeling was then applied to

part 34 in an effort to reduce the density

imbalance between the hub and rim sections
and to eliminate the cracks. The powder mate-
rial constitutive equation was determined by a
series of hydrostatic and triaxial compaction
tests on the powder and was implemented in
the finite-element code Abaqus/Standard
through a user-defined material subroutine. An
axisymmetric model of the compact was set
up using four-noded axisymmetric elements.
Figure 25 shows a 3-D representation of the
finite-element mesh obtained by revolving the
part about the axis of symmetry.
To eliminate the cracks that appeared in part

30, part 34 was pressed with higher fill in the
rim section and reduced fill in the hub section.
The tool motions applied were modified to
accommodate the different fill positions; other-
wise they were very similar to the motions used
with part 30. Figure 26 illustrates the compac-
tion process as predicted by the numerical
model for part 34. The deformed mesh shows
that there is very limited transfer of powder
between the hub and rim sections of the part.
This behavior is expected because the tooling

motions were designed to minimize powder
transfer to avoid the formation of a defect at
the corner between the two sections. The
measured peak load values are given in Table
1 and are shown to be very close to the pre-
dicted loads. For part 34, the lower inner punch
load is reduced to 1.61 MN, while the lower
outer punch force increases slightly to 0.61
MN. The hub and rim densities are approxi-
mately 6.97 and 6.94 g/cm3, much closer than
in part 30. The reduced load in the lower inner
punch results in lower deflection and eliminates
tension during load removal/part ejection. Part
34 was defect free.
Ejection. The third stage of die compaction

is ejection of the part from the die. Under the
pressure applied by the punches, the powder
tends to expand outward but is constrained by
the dies. Depending on the powder characteris-
tics and lubricant, the radial pressure resulting
from this constraint is greater than 50% of the
axial applied pressure. After the punch pressure
is released, this radial pressure partially
remains, which maintains elastic expansion of
the die and radial compression on the com-
pacted powder. Then, as the compact is ejected
from the die, it expands elastically (Fig. 27).
Prediction of this elastic recovery is important
for tool design of parts that must maintain tight
tolerances. An approach to modeling of the
springback and stresses occurring during pow-
der compact ejection has been presented by
Gubanick et al. (Ref 10) to determine the die
geometry modifications necessary for improved
yield of WC-Co compacts. Good agreement
was obtained between measured and model
results for both lateral and vertical springback.
Die Design. Modeling of the elastic behav-

ior of dies during compaction can be used to
address some particularly perplexing design
problems. For example, shelf dies of the type
shown in Fig. 28 are common in compaction
of axisymmetrical parts. The bottom support
for the flange section can be provided by the
inside core of the die set or by a more expen-
sive separate lower outer punch with separation
at the outer diameter of the flange. When a sep-
arate punch is not used, cracking of the die can
occur at the location of the inside radius, indi-
cated by “r” in Fig. 28.
To address this problem, Amantani et al.

(Ref 11) performed extensive linear finite-
element modeling of the shelf die configuration
(Fig. 29). A wide variety of diameter ratios (db/
ds), height ratios (h2/h1), corner radius (r), and
interference fits on the die insert were consid-
ered. Figure 29 shows the mesh pattern and
boundary conditions used for the die body and
insert. Diameter ratios db/ds < 1.6 were found
to be successful with one-piece shelf dies. Also,
the die inside radius, r, must be greater than 1.0
mm to ensure sufficiently low stress concentra-
tion to prevent die cracking for production runs.
Surface Densification. Gear teeth are one of

the most severely stressed sections produced by
PM processes. The roots of the teeth should be
densified beyond that accomplished by

Fig. 20 Evolution of the yield curve with increasing density

Fig. 21 Results of discrete-element modeling applied to filling a die cavity with free-flowing powder particles

Fig. 22 Part geometry for case study of powder
compaction modeling
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conventional compaction and sintering to
enhance their cantilever bend-load capability.
Gear rolling and a gear cogging operation can
be used for densification, but the design of tool
and preform profiles that maximize the tooth
root density is left to trial and error and
speculation.
An approach to tool and preform design for

gear tooth densification by modeling has been
presented by Planitzer et al. (Ref 12). Opposing
hammers on opposite ends of a diameter across
the gear are pressed onto the gear teeth individ-
ually as the gear is indexed. By finite-element
modeling (FEM), the tooth preform shape was
determined that increased the density distribu-
tion at the root of the tooth. The possible pre-
forms are shown in Fig. 30. The basic preform
conforms to the required tooth profile but
allows considerable deformation at the tooth
root. Preform versions 01, 02, and 03 allow
for compression of the tooth height as well as
direct deformation of the tooth root. Results

for densification of the various preform profiles,
as predicted by FEM, are shown in Fig. 31,
which indicate that the greatest densification
area in the critical zone of the tooth root is
obtained from preform versions 02 and 03.
Although the cogging loads are higher for these
preform profiles, the resulting gear life is shown
to be significantly longer.
Heat Treatment. Distortion and even crack-

ing can occur in PM parts as they undergo heat
treatment. Recently, a modeling approach
known as DANTE was developed for practical
prediction of the heat treatment response of
wrought alloys (Ref 13). DANTE contains a
mechanics module coupled to a stress/displace-
ment solver, a phase transformation module
coupled to a thermal solver, and a diffusion
module coupled to a diffusion solver, as illu-
strated in Fig. 32. To include the effects of
porosity, the method was modified for applica-
tion to heat treatment of PM parts (Ref 14).
Extensive data were generated for porosity-

and temperature-dependent phase-change kinet-
ics and porosity- and temperature-dependent
mechanical, physical, and thermal properties.
The data were obtained for an F-4065 heat
treatable PM steel and applied to a PM compo-
nent. Predictions and measurements of distor-
tion, dimensional change, and phase changes
were carried out. Validation was determined
by measuring the dimensional change of a hole
in the component and by measuring the amount
of retained austenite. Comparison of the calcu-
lated and measured results showed excellent
agreement.
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Fig. 24 Fill positions and strokes of the punches for compacting the test part. UP, upper punch; LIP, lower inner punch; LOP, lower outer punch

Fig. 25 Finite-element model used to simulate the
compaction of the part shown in Fig. 22
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Fig. 26 Illustration of powder compaction as predicted by the finite-element analysis model in Fig. 25

Table 1 Measured and computed peak
compaction loads

Punch

Part 30 loads, MN Part 34 loads, MN

Measured Predicted Measured Predicted

LIP 2.10 2.12 1.61 1.75
LOP 0.59 0.36 0.61 0.5
UP 3.28 2.85 2.55 2.48

LIP, lower inner punch; LOP, lower outer punch; UP upper punch

Fig. 28 Shelf die for compaction of an axisymmetrical part

Fig. 27 Delamination cracking may occur as the
part expands elastically during ejection

from the die

Fig. 29 Finite-element model of the shelf die in Fig. 28
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Fig. 31 Densification due to cogging of powder metallurgy gear teeth as predicted by finite-element modeling for
the profiles shown in Fig. 30

Fig. 30 Various proposed preform profiles for
densification of a powder metallurgy gear

Fig. 32 Illustration of the computational modules and their interaction in DANTE heat treatment simulation software
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Modeling and Simulation of Press and
Sinter Powder Metallurgy
Suk Hwan Chung, Hyundai Steel Company
Young-Sam Kwon, CetaTech, Inc.
Seong Jin Park, Pohang University of Science and Technology
Randall M. German, San Diego State University

EFFECTIVE COMPUTER SIMULATIONS
of metal powder compaction and sintering are
at the top of the powder metallurgy industry’s
wish list. There is much anticipated advantage
to such efforts, yet there are problems that will
inhibit widespread implementation. Press-sinter
powder metallurgy computer simulations cur-
rently focus on the use of minimal input data
to help with process setup. Although the simula-
tions are reasonably accurate, a large data array
is required to hone in on current industrial prac-
tice. For example, final dimensions for automo-
tive transmission gears are required to be held
within 10 mm, but the simulations are not capa-
ble of such accuracy. Simple factors such as
frictional tool heating are missing from the
simulations. Additionally, powders vary in par-
ticle size distribution between production lots,
but the simulations assume a nominally uniform
powder. Because it is expensive to test each
powder lot, the logic is to assume a nominal
set of characteristics. In production, such pro-
cess and powder variations are handled by con-
stant adaptive control techniques. As an
example, when an outside door is opened on
the press room, it is common that press adjust-
ments will be required to hold sintered dimen-
sions. The press-sinter powder metallurgy
simulations have not advanced to such levels
of sophistication. Instead, the press-sinter pow-
der metallurgy simulations are used to help set
up production operations, with heavy reliance
on experienced operators to make final trial-
and-error adjustments.
In practice, the variations in powder, press,

tooling, and other process variables are handled
through skilled technicians, quality charts, and
adaptive process control that relies on frequent
sampling and periodic equipment adjustments.
The gap between press-sinter practice and mod-
eling may close if more rapid data-generation
routes were developed. For example, a study
on modeling the press-sinter production of a
main bearing cap required 10,000 measures to
isolate the behavior. It is not economically

feasible to repeat this testing for each 20 ton
lot of powder. Even so, a great benefit comes
from the fact that the computer simulations
have forced the technical community to orga-
nize our knowledge and determine where there
are problems.
Computer simulations of press-sinter opera-

tions trace to the 1960s (Ref 1 to 20). The
early simulations were generally unstable and
two-dimensional (for example, the sintering
of aligned wires). By 1975, a variety of two-
dimensional sintering approaches existed.
With the expansion in computer power, the
implementation of three-dimensional simula-
tions arose to provide realistic outputs. In
more recent times, the simulations have
provided valuable three-dimensional treat-
ments to predict the final component size and
shape after sintering. Because the pressed
green body is not homogeneous, backward
solutions are desired to select the powder,
compaction, and sintering attributes required
to deliver the target properties with different
tool designs, compaction presses, and sintering
furnaces. In building toward this goal, various
simulation types have been evaluated: Monte
Carlo, finite difference, discrete element, finite
element, fluid mechanics, continuum mechan-
ics, neural network, and adaptive learning.
Unfortunately, the input data and some of the
basic relations are not well developed; accu-
rate data are missing for most materials under
the relevant conditions. For example, rarely is
the strength measured for a steel alloy at the
typical 1120 �C sintering temperature. Further,
constitutive models do not exist for the condi-
tions relevant to sintering; for example, fric-
tion in die compaction changes during the
split-second pressure stroke, because lubricant
(polymer) particles deform and undergo vis-
cous flow to the die wall, effectively changing
friction constantly during compaction. Thus,
the simulations are approximations using
extrapolated data and simplified relations. For
this reason, computer simulations of press-

sinter routes work best in the setup mode.
The simulations help define the processing
window and set initial operating parameters.
Presented here is information relevant to com-
puter simulation of first-article production,
what is best termed setup calculations, realiz-
ing that practice relies heavily on adaptive
process control to keep the product in specifi-
cation after the initial setup is accomplished.

Brief History

The first major publication on computer sim-
ulation of sintering came out in 1965 (Ref 1).
Early simulations were two-dimensional (sin-
tering two wires) with a single diffusion mech-
anism. These simulations were slow, requiring
ten times more computer time than the actual
physical sintering time. Most damaging, these
early models were unstable, because they lost
volume and increased energy. However, within
20 years the concept was extended to include
multiple transport mechanisms, multiple sinter-
ing stages, and even pressure-assisted sintering
(Ref 6, 9 to 11). These simulations predicted
density versus compaction pressure, sintering
time, peak temperature, heating rate, green den-
sity, and particle size.
One of the first realizations was the limita-

tions arising from the assumed isothermal
conditions and simplistic microstructure coars-
ening. Dilatometry experiments show that most
sintering occurs on the way to the peak temper-
ature, so isothermal models poorly reflect actual
behavior (Ref 20). Indeed, production powder
metallurgy often simply “kisses” the peak tem-
perature, a situation far from what is assumed
in the simulations. Also, the assumed homoge-
neous and ideal microstructure unrealistically
limits the models. Today (2009), the sintering
body first treated with a compaction or shaping
simulation to predict the green microstructure
gradients, and subsequent sintering simulations,
use those density gradients, via finite-element
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analysis, to predict the final size, shape, and
properties (Ref 16 to 19).

Theoretical Background and
Governing Equations

The methodologies used to model the press
and sinter powder metallurgy include contin-
uum, micromechanical, multiparticle, and
molecular dynamics approaches. These differ
in length scales. Among the methodologies,
continuum models have the benefit of shortest
computing time, with an ability to predict rele-
vant attributes such as the component density,
grain size, and shape.
Mass, volume, and momentum conservation

are evoked in the continuum approach.
Although such assumptions may seem obvious,
powder metallurgy processes are ill-behaved
and difficult to properly simulate. For example,
polymers are added to the powder for tool
lubrication, but the polymers are pyrolyzed
during sintering, resulting in 0.5 to 1.5 wt%
mass loss. Likewise, pore space is not con-
served during compaction and sintering, so
bulk volume is not conserved. Even so, mass
conservation equations are invoked to track
densification, while momentum conservation
is used to follow force equilibrium, including
the distortion effect from gravity. Energy con-
servation is also essential in the continuum
approach. However, it is typical to assume tem-
perature is uniform in the compact—set to
room temperature during compaction and fol-
lowing an idealized thermal cycle (often iso-
thermal) during sintering. Both are incorrect,
because tool heating occurs with repeated com-
paction strokes, and compact position in the
sintering furnace gives a lagging thermal his-
tory that depends on location. Indeed, because
dimensional precision is the key to powder
metallurgy, statistical audits have repeatedly
found that subtle factors such as position in
the furnace are root causes of dimensional scat-
ter. For example, fluid flow and heat-transport
calculations show considerable temperature dif-
ferences associated with atmosphere flow and
component shadowing within a furnace.
Because such details are not embraced by the
models, the typical assumption is to ignore
temperature distribution within the component,
yet such factors are known to cause part distor-
tion during production.
Additionally, constitutive relations are

required to describe the response of the com-
pact to mechanical force during compaction
and sintering. Many powder metallurgy materi-
als are formed by mixing powders that melt,
react, diffuse, and alloy during sintering. This
requires sophistication in the models to add
phase transformations, alloying, and other fac-
tors, many of which depend on particle size
and other variations (Ref 15). From conserva-
tion laws and constitutive relations, a system
of partial differential equations is created that

includes the initial and boundary conditions.
These must be integrated with microstructure
and property models so that final compact prop-
erties can be predicted. Because the constitutive
relations for compaction and sintering are
completely different, they are described here
in two separate sections.

Constitutive Relation during
Compaction

Continuum plasticity models are frequently
used to describe the mechanical response of
metal powders during compaction. These phe-
nomenological models, originally developed in
soil mechanics, are characterized by a yield cri-
terion, a hardening function, and a flow rule.
Representative models include those known as
the Cam-Clay (Ref 21), Drucker-Prager-Cap
(Ref 22), and Shima-Oyane (Ref 23) models.
Of these, the most successful for metal powders
has been the Shima-Oyane model, although for
ceramics, soils, and minerals, other relations are
generally more successful.
The typical initial and boundary conditions

during compaction are as follows:

� Initial condition for the powder: Tap density
� Boundary conditions: Velocity prescribed in

upper and bottom punches and friction con-
dition in the tooling side wall; usually
assumed the same for all tool surfaces inde-
pendent of wear and independent of lubri-
cant flow during the compaction stroke

During compaction and ejection, a damage
model, such as the Drucker-Prager failure sur-
face (Ref 22) and failure separation length
(FSL) idea (Ref 24), is required. To predict crack
formation, the FSL assumes there is an accumu-
lated separation length from the Drucker-Prager
failure surface, which provides the possibility

of crack formation, as shown in Fig. 1. The equa-
tion for the FSL is expressed as:

FS ¼ q þ p tan b� d (Eq 1)

where q and p are the effective stress and hydro-
static pressure, respectively. Note that d and b
are the offset stress and slope, respectively, for
the Drucker-Prager failure surface shown in
Fig. 1. Because the models predict green den-
sity versus location, defect sensitivity is possi-
ble. For example, elastic relaxation occurs on
ejection, and if the stress exceeds the green
strength, then green cracking occurs. It is in this
area that the compaction models are most
effective.

Constitutive Relation during Sintering

Continuum modeling is the most relevant
approach to modeling grain growth, densifica-
tion, and deformation during sintering. Key con-
tributions were by Ashby (Ref 6, 9), McMeeking
and Kuhn (Ref 25), Olevsky et al. (Ref 17, 19),
Riedel et al. (Ref 13, 26, 27), Bouvard and Meis-
ter (28), Cocks (29), Kwon et al. (Ref 30, 31), and
Bordia and Scherer (Ref 32 to 34) based on a sin-
tering mechanism such as surface diffusion,
grain-boundary diffusion, volume diffusion, vis-
cous flow (for amorphous materials), plastic flow
(for crystalline materials), evaporation conden-
sation, and rearrangement. For industrial appli-
cation, the phenomenological models are used
for sintering simulations with the following key
physical parameters:

� Sintering stress (Ref 20) is a driving force of
sintering due to interfacial energy of pores
and grain boundaries. Sintering stress depends
on the material surface energy, density, and
geometric parameters such as grain size when
all pores are closed in the final stage.

Fig. 1 Definition of failure separation length (FSL) based on Shima-Oyane yield model and Drucker-Prager failure
surface. d, offset stress; b, slope
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� Effective bulk viscosity is a resistance to
densification during sintering and is a func-
tion of the material, porosity, grain size,
and temperature. The model of the effective
bulk viscosity has various forms according
to the assumed dominant sintering
mechanism.

� Effective shear viscosity is a resistance to
deformation during sintering and is also a
function of the material, porosity, grain size,
and temperature. Several rheological models
for the effective bulk viscosity are available.

The preceding parameters are a function of
grain size. Therefore, a grain-growth model is
needed for accurate prediction of densification
and deformation during sintering.
Typical initial and boundary conditions for

the sintering simulations include:

� Initial condition: Mean particle size and
grain size of the green compact for grain
growth and initial green density distribution
for densification obtained from compaction
simulations

� Boundary conditions: Surface energy condi-
tion imposed on the free surface and friction
condition of the component depending on its
size, shape, and contact with the support
substrate

The initial green density distribution within the
pressed body raises the necessity of starting the
sintering simulation with the output from an
accurate compaction simulation, because die
compaction induces green density gradients that
depend on the material, pressure, rate of pres-
surization, tool motions, and lubrication. The
initial and boundary conditions help determine
the shape distortion during sintering from grav-
ity, nonuniform heating, and the green body
density gradients.
Numerical Simulation. Even though many

numerical methods have been developed, the
finite-element method (FEM) is most popular
for continuum models of the press and sinter
process. The FEM approach is a numerical
computational method for solving a system of
differential equations through approximation
functions applied to each element, called
domain-wise approximation. This method is
very powerful for the typical complex geome-
tries encountered in powder metallurgy. This is
one of the earliest techniques applied to materi-
als modeling and is used throughout industry
today (2009). Many powerful commercial soft-
ware packages are available for calculating
two- and three-dimensional thermomechanical
processes such as found in press and sinter pow-
der metallurgy.
To increase the accuracy and convergence

speed for the press and sinter simulations,
developers of the simulation tools have selected
explicit and implicit algorithms for time
advancement, numerical contact algorithms for
problems such as surface separation, and
remeshing algorithms as required for large

deformations such as seen in some sintered
materials, where up to 25% dimensional con-
traction is possible.
Figure 2 shows the typical procedure for

computer simulation for the press-sinter
process, which consists of five components:
simulation tool, pre- and postprocessors, opti-
mization algorithm, and experimental capabil-
ity. Pre- and postprocessors are important for
using the simulation tools efficiently. The pre-
processor is a software tool to prepare input
data for the simulation tool, including computa-
tional domain preparation such as geometry
modeling and mesh generator. Figure 3 is an
example of the component, compaction, and
sintering models, in this case for an oxygen
sensor housing. Executing this model requires
considerable input, including a material prop-
erty database (including strain effects during
compaction and temperature effects during sin-
tering) and a processing condition database
(loading schedule of punches and dies for com-
paction simulation and heating cycle for sinter-
ing simulation). A postprocessor is a software
tool to visualize and analyze the simulation
results, which enhances the usefulness of the
simulations. From the standpoint of process
setup calculations, the optimization algorithm
is essential to maximize computer simulation
capability providing the optimum part, die,
and process condition design. Experimental
capability is very important in computer simu-
lation, providing a means to evaluate changes
in materials, powders, compaction schedules,
heating cycles, and generally to provide verifi-
cation of the simulation results.

Experimental Determination of
Material Properties and Simulation
Verification

Material Properties and Verification for
Compaction

One of the first needs is to measure the pow-
der density as a function of applied pressure to
generate the material parameters in the consti-
tutive model for compaction, including the
Coulomb friction coefficient between the pow-
der and die. Note that these factors vary with
the powder lot, lubricant, tool material, and
even tool temperature. The procedure to obtain
the material properties based on the generalized
Shima-Oyane model is as follows (Ref 24):

� Measure the pycnometer and tap densities of
the powder.

� Conduct a series of uniaxial compression
tests with die wall lubrication to minimize
the die wall friction effect. The tap density
is considered the starting point (after particle
rearrangement) corresponding to zero com-
paction pressure. By curve fitting, six mate-
rial parameters (a, g, m, a, b, and n) are
determined for the yield surface, F:

F ¼ q

sm

� �2

þa 1�Dð Þg p

sm

� �
�Dm (Eq 2)

where q and p are the effective stress and
hydrostatic stress or pressure, respectively;
D is the relative or fractional density; and

Fig. 2 Typical procedure for computer simulation for press and sinter process
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sm is the flow stress of the matrix material,
which is expressed as:

sm ¼ aþ b�enm (Eq 3)

where em is the effective strain of the matrix
material.

� A series of uniaxial compression tests are
performed without wall lubricant, then the
Coulomb frictional coefficient is obtained
by FEM simulation.

Figure 4 is an illustration of the compaction
curve for an iron-base powder (Distaloy AE,
Höganäs) in a simple cylindrical geometry.
Uniaxial compression tests are provided for
two samples: the smaller sample of 4.5 g in a
12 mm diameter die with die wall lubrication,
and the larger sample of 9.3 g without wall
lubrication. By curve fitting, the six material
parameters are (Ref 24):

a ¼ 6:20; g ¼ 1:03; m ¼ 7:40; a ¼ 184 MPa;

b ¼ 200 MPa; and n ¼ 0:240

By FEM simulation, the Coulomb frictional
coefficient was obtained as 0.1. Table 1 shows
the example of a complete set of material prop-
erties of an iron-base powder as input data for
the compaction simulation.
Verification of the predicted density gradi-

ents in the green compact has been approached
by many techniques. The most reliable, direct,
and sensitive comes from taking hardness or
microhardness traces on a polished cross sec-
tion. Thus, to verify the compaction simulation
results, the relationship between hardness and
green density is conducted according to the fol-
lowing procedure:

� Use the same samples as used for obtaining
the material parameters.

� Presinter the compacts at a temperature suf-
ficient to bond the particles but below the
temperature range where dimensional
change or chemical reactions occur.

� Carefully prepare a metallographic cross
section of the presintered samples and treat
with a vacuum annealing cycle to minimize
any hardness change induced by the cutting
process.

� Measure the hardness of each sample with a
known green density, and from that develop
a correlation between density and hardness.

� Apply the same procedure and hardness traces
to real components, and from precise measure-
ments of hardness and location develop a con-
tour plot of the green density distribution for
comparison with the computer simulation.

As an example, Fig. 5 is a plot of the correla-
tion between green density and hardness for
the WC-Co system. For this plot, the presinter-
ing cycle of the WC-Co system was at 790 oC
for 30 min, and the annealing cycle was at
520 oC for 60 min; in this case, a Rockwell
15T hardness scale was used. The obtained cor-
relation is (Ref 35):

D¼0:638þ 1:67�10�3H� 5:44�10�7H2 (Eq 4)

where H is the 15T Rockwell hardness number,
and D is the fractional density. Figure 6 com-
pares the simulation results taken from a com-
mercial software package (PMsolver) with the
experimental results for a cutting tool geometry
formed from a cemented carbide powder, based
on Eq 4.

Material Properties and Verification for
Sintering

In the development of a constitutive model
for sintering simulation, a wide variety of tests
are required, including data on grain growth,
densification (or swelling), and distortion.
These are approached as follows:

� Grain growth: Quenching tests are con-
ducted from various points in the heating
cycle, and the mounted cross sections are
analyzed to obtain grain-size data to imple-
ment grain-growth models. A vertical
quench furnace is used to sinter the com-
pacts to various points in the sintering cycle
and then to quench those compacts in water.
This gives density, chemical dissolution (for
example, diffusion of one constituent into
another), and grain size as instantaneous
functions of temperature and time. The
quenched samples are sectioned, mounted,
and polished prior to optical or scanning
electron microscopy (SEM). Today (2009),
automated quantitative image analysis pro-
vides rapid determination of density, grain
size, and phase content versus location in
the compact. Usually during sintering, the
mean grain size, G, varies from the starting
mean grain size, G0 (determined on the
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Fig. 3 Modeling and mesh-generation example showing the simulation of compaction and sintering for an oxygen
sensor housing. (a) Mesh generation for the compact. (b) Modeling of punches and dies during compaction

for the press simulation. (c) Modeling of compact in contact with the substrate during sintering simulation
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green compact). A new master sintering
curve concept is applied to fit the experi-
mental grain-size data to an integral work
of sintering (Ref 36), because actual cycles
are a complex combination of heats and
holds. The resulting material parameters

trace to an apparent activation energy as
the only adjustable parameter. Figure 7
shows SEM micrographs after a quenching
test and grain-growth modeling for a
W-8.4wt%Ni-3.6wt%Fe mixed powder com-
pact during liquid-phase sintering.

� Densification: To obtain material parameters
for densification, constant heating rate dila-
tometry is used for in situ measurement of
shrinkage, shrinkage rate, and temperature.
By fitting the experimental data to models
that include the sintering stress, ss, and bulk
viscosity, K, as functions of density and
grain size, again relying on the master sin-
tering curve concept (Ref 37), the few
unknown material parameters are extracted.
Figure 8 shows the dilatometry data and
model curve-fitting results used to obtain
the missing material parameters during sin-
tering of a 316L stainless steel (Ref 38).

� Distortion: Powder metallurgy compacts
reach very low strength levels during sinter-
ing. Accordingly, weak forces such as grav-
ity, substrate friction, and nonuniform
heating will induce distortion and even
cracking. To obtain the material parameters
related to distortion, three-point bending or
sinter forging experiments are used for in
situ measurement of distortion (Ref 39). By
fitting the experimental data with FEM
simulations for shear viscosity, m, with grain
growth, the parameters such as apparent
activation energy and reference shear viscos-
ity are extracted. Figure 9 shows an in situ
bending test and FEM results for obtaining
material parameters in shear viscosity for a

Fig. 4 Example compaction curve for an iron-base powder showing the relative density model results versus
compaction pressure with no friction and with a friction coefficient of 0.1 for two compact samples.

Source: Ref 24

Table 1 Complete set of material
properties for die compaction of an iron-
base powder

Densities Pycnometer density 7.8 g/cm3

Fractional tap density 0.45
Yield function
(Shima-Oyane)

a 6.2
g 1.03
m 7.4

Flow stress of matrix
materials (work
hardening)

a 184 MPa
b 200 MPa
n 0.24

Friction coefficient 0.1
Failure surface d 0.01

tan b 3.41

Source: Ref 24

Fig. 5 Plot of relative density and Rockwell 15T
hardness scale for the die compaction of a

WC-Co powder. Source: Ref 35

Fig. 6 Comparison between the computer-simulated green density gradients (PMsolver) and the experimental results
taken from hardness tests on a cross-sectioned green compact of a cutting tool formed from WC-Co powder.

Source: Ref 35
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316L stainless steel powder doped with
0.2% B to induce improved sintering.

Such data-extraction techniques have been allied
to several materials, including tungsten alloys,
molybdenum, zirconia, cemented carbides, nio-
bium, steel, stainless steel, and alumina. Table
2 is an example set of material properties for W-
8.4 wt%Ni-3.6wt%Fe as used as input data for
the sintering simulation (Ref 40). The preceding
experiment techniques can be used for verification
of sintering simulation results.

Demonstration of System Use

Time Advance Algorithm and
Compaction Simulation Accuracy

Time advance in the simulation models is a
concern with respect to the balance between

accuracy and computational speed. The explicit
method is fast but sometimes exhibits conver-
gence and accuracy problems, while the implicit
method is accurate but slow. Figure 10 illustrates
this case for a simple cylindrical geometry in the
WC-Co system (Ref 35). As shown in Fig. 10
(b), the implicit method is more accurate for
this case.

Gravitational Distorting in Sintering

The rheological data for the sintering system
allow the system to respond to the internal sin-
tering stress that drives densification and any
external stress, such as gravity, that drives dis-
tortion. When a compact is sintered to high
density, it is also necessary to induce a low
strength. (The material is thermally softened
to a point where the internal sintering stress
can induce densification.) Figure 11 shows

sintering simulation results for a tungsten heavy
alloy, relying on test data taken on Earth and
under microgravity conditions, to then predict
the expected shapes for various gravitational
conditions: Earth, Moon, Mars, and in space.
The results show that gravity affects shape dis-
tortion during sintering (Ref 40). Accordingly,
the computer simulations can be used to reverse
engineer the green component geometry to
anticipate the distortion to achieve the desired
sintered part design.

Compaction Optimization

There are two different simulation
approaches used to optimize die compaction.
One is based on the concept of design of
experiment, and the other is a derivative-based
optimization scheme. The process designer
must first select a reasonable initial guess, an

Fig. 7 (a) Scanning electron micrograph of a liquid-phase sintered tungsten heavy alloy (W-8.4wt%Ni-3.6wt%Fe) after quenching. (b) Grain-size model results taken from an
integral work of sintering concept that includes only the thermal cycle (time-temperature path) to predict grain size for any point in a heating path for three different

tungsten contents. Source: Ref 36

Fig. 8 Dilatometry data showing in situ shrinkage data during constant heating rate experiments and the curve-fitting results used to obtain the material parameters to predict
densification of a 316L stainless steel powder. (a) Shrinkage with time. (b) Shrinkage with temperature. Source: Ref 38
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objective function that needs to be minimized,
and design variables for both approaches.
Figure 12 shows the first approach used to

optimize the loading schedule to generate a
uniform green density during die compaction
(Ref 35). In this case, the target is a cutting
tool formed from WC-Co. The displacement
of the upper punch was set as the design vari-
able, and the lower punch displacement was

automatically calculated because the final
dimension was fixed. The objective function
was set to the standard deviation in green den-
sity, which is called the nonuniformity, and this
was to be minimized. Figure 12(a) plots the
density histograms for five different processing
conditions. The first one (black) is the initial
compaction process design, and the fourth one
(yellow) shows the optimum design for

maximum uniformity with only a change in
the upper punch motion. The density distribu-
tions of those two cases are shown in Fig. 12
(b). For optimization in more complicated sys-
tems, the Taguchi method with an orthogonal
array can be used to create simulation experi-
ments to efficiently isolate solutions.
In using a derivative-based optimization

scheme, it is important to define the searching

Fig. 9 (a) Video image taken during in situ bending test for a 316L stainless steel sample doped with 0.2 wt% B. (b) Finite-element modeling results used to verify the shear viscosity
property as a function of time, temperature, grain size, and density during heating. Source: Ref 39

Table 2 Complete set of material properties for simulating the sintering of W-8.4wt%Ni-3.6wt%Fe

Pycnometer density 16.75 g/cm3

Initial density distribution, r0 Results from press simulation
Initial mean grain size 0.30 mm
Surface energy, g 2.5 J/m2

Transition temperature from solid state to liquid phase 1460 �C
Friction coefficient 0.3

Sintering stress

ss ¼ 6g
G

r2 2r� r0ð Þ
y0

for r < 0:85

ss ¼ 2g
G

6r
y

� �1=3

for rW > 0:95

ss ¼ ðr2 � rÞ
ðr2 � r1Þ

ssi þ ðr� r1Þ
ðr2 � r1Þ

ssf for 0:85 � rW � 0:95

State Solid Liquid

Grain growth
dG

dt
¼ k0 expð�QG=RT Þ

Gl
k0 (m

n+1/s) 2.8�10�13 1.1�10�15

QG (kJ/mol) 241 105
l 2.0 2.0

Bulk viscosity

Ki ¼ rðr� r0Þ2
8y20

TG3

ai expð�QD=RT Þ for r � 0:92

Kf ¼ r

8y1=20

TG3

af expð�QD=RT Þ for r > 0:92

with af ¼ y20ffiffiffiffiffiffiffiffiffi
0:08

p ð0:92� r0Þ2
ai

QD (kJ/mol) 250 250
ai (m

6�K/s) 1.3�10�17 5.0�10�17

Shear viscosity

mi ¼
r2ðr� r0Þ

8y0

TG3

bi expð�QD=RT Þ for r � 0:92

Kf ¼ r
8

TG3

bf expð�QD=RT Þ for r > 0:92

with bf ¼
y0

0:92ð0:92� r0Þ
bi

bi (m
6�K/s) 1.3�10�17 1.3�10�12

Note that R is the universal gas constant, r is the density, y (= 1 � r) is the porosity, y0 (= 1 � r0) is the initial porosity, and rW is the density of the tungsten skeleton. Source: Ref 40
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direction and stepping size. The searching
direction is decided by the direct differentiation
or adjoint variable methods, and the stepping
size is usually selected by polynomial curve fit-
ting. Using the results of a finite-element simu-
lation with a mesh system generated by the
given design variables, design sensitivities are
calculated by the algorithm of the searching
direction. The searching direction is selected
by the conjugate gradient method, and the
proper stepping size is selected by the polyno-
mial curve fitting, with the objective functions
obtained by additional finite-element simula-
tions. The design parameters are iteratively
updated until the convergence criteria are satis-
fied. Figure 13 shows the procedure for opti-
mizing the loading schedule to have uniform
density distribution during die compaction for
a hub part formed using a steel alloy powder
(Ref 24). The design variables considered in
this example were the loading schedules of
upper, inner lower, core rod, and die, and the
objective function is the nonuniformity after
die compaction. The goal was to minimize the
nonuniformity. Figure 13(a) shows the compac-
tion tool set and analysis domain. Figure 13(b)
plots the objective function during optimiza-
tion, and Fig. 13(c) plots the density distribu-
tions of the initial and optimum designs.

Sintering Optimization

Usually, a small grain size is desired to
improve properties for a given sinter density.
In this illustration, the design variable is the
sintering cycle. To obtain maximum density
and minimum grain size, the following objec-
tive function, F, is proposed (Ref 41):

F ¼ a
Dr
r

� �
þ 1� að Þ DG

G

� �
(Eq 5)

where a is an adjustable parameter. Figure 14(a)
shows an example for maximum density andmin-
imum grain size for a 17-4 PH stainless steel pow-
der. For example, the minimum grain size will be
21.9 mm if the specified sintered density is 95% or
theoretical. Figure 14(b) shows the corresponding

Fig. 10 Comparison of explicit and implicit methods for compaction simulation in the WC-Co system. (a) Meshed
geometry. (b) Left, half-axis experimental result; center, full-axis explicit method result; and right, implicit

method result. Source: Ref 35

Fig. 11 Final distorted shape by sintering under various gravitational environments for complicated test geometries. (a) T-shape. (b) Joint part. Source: Ref 40
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sintering cycle bymatching the value of the adjus-
table parameter a.

Coupled Press and Sinter Optimization

Coupled simulations are necessary to predict
the quality of the final component after the com-
bined press and sinter operations. Figure 15 illus-
trates this for the case for a shaped cutting tool
formed from WC-Co. In practice, the final com-
ponent exhibited cracking along the corners,
but there was no sign of cracking after die

compaction, as shown in Fig. 15(b). From the
simulation results for the initial design, the den-
sity distribution is found to vary from a fractional
density of 0.583 to 0.814. After optimization of
the tool loading schedule with the objection
function to make the green density as uniform
as possible, the green density distribution ranged
from 0.638 to 0.675. Implementation of this
loading cycle resulted in elimination of cracking
in the sintered component.
Figure 16 illustrates the distortion in final

shape for oxygen sensor components. After

optimization of the tool loading schedule and
the sintering cycle, the final distortion from
the target shape is significantly reduced for both
the holder and sleeve.

Conclusion

Computer simulations of the press-sinter
cycle in powder metallurgy have advanced con-
siderably and, in combination with standard
finite-element techniques, show a tremendous

Fig. 12 Optimization for uniform density distribution during die compaction for a cutting tool fabricated from WC-Co. (a) Histogram for various processing conditions. (b) Green
density distributions in the initial and optimum designs. Source: Ref 35
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ability to guide process setup. Illustrated here
are the compaction and sintering concepts
required to perform process optimization, typi-
cally via selection of appropriate compaction
tool motion. Although the models are only
approximations to reality, they are still of value
in forcing a careful inspection of what is under-
stood about the press-sinter process. In this
regard, the greatest value of modeling is in the
forced organization of process knowledge.
There remain several barriers to widespread

implementation. The largest is that traditional
powder metallurgy is largely dependent on
adaptive process control, because many of the
important factors responsible for dimensional
or quality variations are not measured. The
variations in particle size, composition, tool
wear, furnace location, and other factors, such
as reactions between particles during heating,
impact the important dimensional-control
aspects of press-sinter powder metallurgy.
However, nominal properties, such as strength,
hardness, or fatigue life, are dominated by the
average component density. In that regard,
especially with respect to the initial process
setup, the computer simulations are of great
value. Nevertheless, important attributes such
as dimensional tolerances and internal cracks
or other defects are outside the cost-benefit cap-
abilities of existing simulations. Further, the
very large number of materials, processes, tool
materials, sintering furnaces, and process cycles
makes it difficult to generalize; significant data
collection is required to reach the tipping point
where the simulations are off-the-shelf. Thus,
much more research and training is required to
move the simulations into a mode where they
are widely applied in practice. Even so, com-
mercial software is available and shows great
value in the initial process definition to set up
a new component.
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Modeling of Hot Isostatic Pressing
Victor Samarov, Synertech P/M Inc.
Vassily Goloveshkin, LNT

THE MAJOR GOALS FOR HOT ISO-
STATIC PRESSING (HIP) MODELING for
engineers involved in process development are
to build certain technological algorithms to
establish the main process parameters for a
new material and/or shape and to provide the
necessary specifications without (or with the
minimum of) laborious trial-and-error
experiments.

Introduction to the HIP Process

Hot isostatic pressing has two major
applications:

� Healing of inherent internal defects (mainly
porosity) in castings and welds

� Consolidation of powder materials into
solid, 100% dense blanks and structures

HIP of Casting and Welds

The first process is actually a special heat
treatment under high pressure and is controlled
mainly by the trajectory of the HIP cycle (com-
binations of pressure, temperature, and time).
These are generally established for the main
processed materials. During the HIP process,
high-pressure gas (usually argon, although
combinations of other gasses are used) is
applied to the dense surface skin of the casting
at a temperature where internal porosity can be
healed by plastic deformation of the pores. The
level of porosity in most castings is low, so
dimensional changes in the casting are typically
insignificant.
Technological models of HIP densification

are based on the well-known properties of heat
transfer in solid materials and phase transfor-
mations during heat treatment (Ref 1, 2). Time,
temperature, and pressure conditions for the
HIP cycle are selected to assure permanent
removal of porosity. It is important to mention,
however, that because certain phase transforma-
tions are associated with the volume changes of
the appropriate phases, the applied HIP pres-
sure can alter the value of these previously
established temperatures (Ref 3).

Consolidation of Powders

Hot isostatic pressing of powder materials is a
much more complicated process than HIP of a
monolithic solid, because the formation of a part
and consolidation of powder during HIP is
provided by a capsule that gives the initial shape
and dimensions for the powder bulk. The capsule
transfers the external isostatic pressure of the gas
medium with partial shielding onto the powder.
Figures 1 and 2 present the views of a scan-

ning electron microscopy photo of titanium
powder and an optical micrograph obtained
after HIP of this powder.
The deformation and densification of the

powder and shaping capsules is controlled by
various physical mechanisms (Ref 4, 5):

� Plastic deformation of a metal capsule
(mold) acting as a deforming shaping tool
for the contained powder

� Viscous-plastic flow of powder material dur-
ing densification

� Diffusion bonding of powder particles
� Pressure-activated diffusion sintering of the

micropores at the final stages of HIP to form
a 100% dense material typical for HIP

As a result, the technological models of the HIP
process for powder materials must account for:

� Influence of the complex loading trajectory
(pressure, time, temperature) during HIP on
the densification, material microstructure,
and properties

� Influence of the aforementioned process
parameters on the deformation pattern
(shape change)

� Statistical dispersion of geometrical and
quality parameters of HIPed parts as a result
of a normal scatter in the process parameters
and the starting properties of the processed
materials

� Influence of the rheological properties of the
materials involved during HIP of a capsule
with powder on the geometrical and material
quality parameters

� Dimensional scale factors

The models must also provide:

� Accurate prediction of the capsule deforma-
tion during powder consolidation

� Necessary dimensional and metallurgical
quality of as-HIPed surfaces

� Full densification of powder under the given
HIP trajectory

� Process parameters for bonding of dissimilar
materials during HIP of multimaterial
structures

Formation of tailored, engineered, and func-
tionally gradient structures and multimaterial
parts is another new task in the technological

Fig. 1 Scanning electron microscopy photo of PREP Ti-
6Al-4V (ASTM grade 5) powder

Fig. 2 Microstructure of Ti-6Al-4V powder after hot
isostatic processing consolidation. Original

magnification: 100�
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modeling of HIP. This requires the successful
completion of the three followingmodeling tasks:

� Optimal geometry and metallurgical quality
of the interface

� Mechanical and performance properties of
the interface

� Mechanical properties of the base materials
resulting from a compromise heat treatment

Bimetallic Parts. For any bimetal part man-
ufactured by HIP, the interface between the
two bonded materials is always a net shape sur-
face; therefore, special modeling and design is
needed to control deformations there. In addi-
tion, the geometry of the interface itself needs
optimization after its mechanical and physical
properties are well defined.
The chemical, structural, and physical com-

patibility of the materials forming a bimetallic
or a functionally gradient part is of major
importance. Experimental modeling must pre-
cede the development of a general mathemati-
cal model for new combinations of materials.
The final structural properties of the heteroge-
neous material made by HIP are defined as a
result of a compromise heat treatment, which
is another technological tool enabling control
by modeling the microstructure of the interface
as well as that of both base materials.
HIP Constituent Processes and Modeling

Tools. The entire technological process of HIP
for powder materials involves the following
manufacturing steps. These may require addi-
tional technological algorithms and models,
including cost models:

� Manufacturing of shaped containers (cap-
sules) for powder (with the outer and inner
shape to provide the necessary flow pattern
during HIP)

� Preparation of these containers for filling
(welding, cleaning, inspection)

� Filling containers with powder to provide
the necessary tap density and its uniformity,
to avoid segregation of powder particles

� Evacuation and outgassing of containers
with powder to remove the absorbed gases
and moisture

� Sealing and inspection of the containers to
ensure that they can successfully sustain
the pressure and temperature of HIP

� HIP consolidation to provide the desired
density, mechanical properties, shape, and
dimensions

� Decanning of the HIPed products and
providing the necessary surface quality

Although all process models are important to
ensure the success of the development and
manufacturing, the applications, tasks, and
modeling techniques involved in the optimiza-
tion of these processes are numerous. There-
fore, this article concentrates on the main
process of HIP consolidation and forming of
powder materials as the most important in this
chain. The others, however, are also needed to
optimize the entire process. A major source of

information describing these algorithms can be
found in the Proceedings of the International
HIP Conferences that have been held regularly
since 1988 (Ref 6–15).
Any modeling for such a complex technologi-

cal process asHIP is based either on the empirical
knowledge and process design rules developed
through elaborate (and often proprietary) experi-
ence or on the virtual mathematical/physical
models supported by databases with the proper-
ties of the corresponding materials, or both.
It must be mentioned that virtual mathemati-

cal models for the processes involving mass
and heat transfer (high-temperature deforma-
tion) of materials, such as HIP, always contain
a certain degree of approximation caused by
the physics of the models themselves, and their
further complications must be considered care-
fully for the practical needs.
Two major technological tasks must be

solved during HIP:

� Densification of powder material to (usually)
100% density

� Shaping to the desired geometry as a result
of this densification

From the physical and engineering point of
view, these two tasks are different.
In the early decades of HIP development

(approximately 1955 to 1975), a lot of effortswere
directed toward increasing the precision of the
description of densification during HIP in order
to optimize the main process parameters: temper-
ature, time, and pressure. The major modeling
approach was based on the micromechanical
models describing the behavior of powder at a
particle scale. This involved imitating the real
contacts between particles and using the rheologi-
cal properties of the powder particles obtained by
special experiments (Ref 16, 17). The increased
complexity of the models accounting for the real
particle distribution and friction between particles
allowed greater precision in describing the densi-
fication process up to the final diffusion healing of
the fine pores. Micromechanical modeling was
acknowledged as a reliable and available model-
ing technique (Ref 18, 19).
However, the ability of the HIP process to

achieve the full density by increasing any of
the main process parameters (temperature, pres-
sure, and time) as well as further progress in
HIP technology and instrumentation enabled
the improvement of the microstructure and
properties of components. This made refine-
ment of these fundamental modeling results less
urgent for practical applications.
The various tasks of shaping during HIP,

especially when meeting net shape geometry
and surface requirements, cannot be solved by
improving the equipment or process para-
meters. In addition, these tasks require individ-
ual solutions for every new part.
During HIP, there are no rigid shaping tools

typical for other processes of material forming,
such as dies, molds, stamps, and rolls. Densifi-
cation and shaping are done by the isostatic

pressure of high-temperature gas acting on the
wall of a capsule, providing the initial shape
for the powder bulk.
The final dimensions of a component after

HIP consolidation are provided by the appropri-
ate design of the HIP tooling and predicted by
modeling of its deformation during HIP.
To develop a given complex-shaped part from

powder material by way of HIP, the problem of
shape control during HIP densification must be
solved. Although the HIP pressure is isostatic,
temperature uniformity and the properties of the
powder bulk are presumably isotropic. The final
geometry of a part is formed as a result of nonuni-
form shrinkage of the complex-shaped metal can
with powder inside (Ref 20, 21). The deformation
pattern during HIP becomes even more compli-
cated if inserts are placed inside a capsule to pro-
vide for internal cavities in the part.
Figure 3 is an example of capsules used to HIP

a relatively simple-shaped blank for a turbine
disk. A more complex-shaped capsule and inserts
for an impeller with an internal flow passage are
shown in Fig. 4. Capsules are usually removed
by machining after HIP. The complex-shaped
inserts are leached out using a chemical agent that
will not affect the consolidated material.
It was realized in the early 1980s (Ref 20)

that the major factor defining deviations from
isotropic deformation during HIP is the stiff-
ness of the capsule. The thicker the capsule
wall and the stronger the capsule material, the
more control it has of the deformation pattern.

Fig. 3 Capsule elements for hot isostatic pressing of a
blank for a turbine disk

Fig. 4 Capsule and insert for hot isostatic pressing of a
net shape impeller
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Mechanically, control relates to the relative
amount of work needed to deform a capsule in
a given direction versus the work needed to
densify the powder. For identical capsules, it
has been shown that the deformation is more
uniform for the stronger high-temperature
superalloys than for titanium alloys or steels;
conversely, a stronger capsule material (stain-
less steel versus mild low-carbon steel) leads
to a more nonuniform deformation for the same
shape and powder (Ref 22). It has also been
demonstrated that the stiffness of the capsule
considerably modifies the stresses within the
powder material inside it (Ref 23).
A mathematical description of deformations

for complex shapes under such complex load-
ing requires modeling with multiaxial stresses,
and this type of modeling is essentially limited
to the numerical finite-element techniques
(Ref 6). A HIP process model that is adequate
to design the capsules and inserts to provide
the necessary configuration of a component
after densification is based on the following
developments.
New Engineering Models for Powder

Material Behavior during HIP. To be effi-
cient, these models must account for both plas-
tic deformation of the capsule and nonuniform
shrinkage of powder during HIP. Full models
of the powder behavior involve various
mechanisms of mass and heat transfer from
the elementary structural adjustments of rigid
particles to the final diffusion-activated sinter-
ing of micropores and “healing” the final poros-
ity under isostatic external stresses. At the very
last stages of HIP, density inside the powder
becomes uniform, and the stresses are isotropic.
If the stress inside the capsules with powder
was uniform as well, the task of modeling
would be trivial, controlled only by the initial
density of the powder. However, to describe
the peculiar deformation pattern, it is necessary
to account for the nonuniform stresses in the
powder caused at the initial stages of HIP by
the capsule and temperature field and to
account for the resulting nonuniform densifica-
tion. The deviatoric (anisotropic) components
of strain and stress tensors are therefore respon-
sible for the deviations from the uniform defor-
mation field. This is why efficient process
models concentrate on the adequate description
of plastic deformations initiated by shear
caused by the nonuniform stiffness of the HIP
tooling, which is the main cause of nonisotropic
shrinkage of the powder during HIP.
Adequate Databases for the Rheological

Properties of the Powder and HIP Tooling
Materials. Systematic experiments with HIPed
powder materials have proved that after reach-
ing 80 to 85% density, further densification
and shrinkage become practically uniform for
most materials. The major nonuniformity of
deformation for the capsules with powder is
introduced at the initial stages of the process,
when material is transformed from a loose pow-
der into a continuous porous medium under the
influence of a relatively stiff capsule.

Therefore, the main rheological parameters
of the powder material must correspond to the
interval of 60 to 85% of the apparent density.
The techniques of producing such samples with
the interrupted HIP cycles in conjunction
with the accepted plastic yield criteria for
the powder (Ref 24–26) provide the
main material parameters and an adequate
description of deformations during HIP (Ref
27–29).
Techniques for the Solution of the Reverse

Problem of HIP. This means determining the
HIP capsule geometry from the results of mod-
eling. Although mathematical modeling rather
precisely predicts the shape and dimensions of
a given capsule after HIP (actually limited only
by the precision of the physical model itself),
the definition of the initial geometry of the
HIP tooling for the given part by the results of
modeling (the reverse problem) presents a com-
plicated task.
Because the deformation field for a complex-

shaped part is far from uniform, this type of
reconstruction of the capsule by the results of
modeling and experiments requires special
numerical techniques and procedures for inter-
pretation of the calculations and experimental
data (Ref 30).
Special Designs for HIP Tooling for

Complex-Shaped Parts. The HIP capsules
must be designed with specific geometric and
strength anisotropy to provide the necessary
flow pattern during HIP deformation. These
designs must also account for the stochastic
factors of the HIP process, such as deviations
of density, material properties, and process
parameters (Ref 23).
Adaptation of the Developed Engineering

Models to the Modern Computer Software
Commercial Packages. Initially, the packages
that describe the plastic flow of materials were
not intended to solve the problems of HIP.
Special program modules were developed for
ANSYS, ABAQUS, and other commercial
packages to describe the powder densification
and deformation in plastic capsules (Ref 28).
It is also important that the results of numerical
modeling and reverse engineering design for
HIP tooling be presented in formats acceptable
for the computer-aided design (CAD) and
computer-aided manufacturing software for
computer numerical control machining of this
tooling and coordinate-measuring machining
of the HIPed parts.
Within these five developments, there are at

least four main aspects of modeling that enable
production of complex net shape HIP compo-
nents and provide reliable and reproducible
manufacturing:

� Rheological and numerical models for the
HIP process and powder material for ade-
quate description and optimization of the
flow pattern

� Optimal design of HIP tooling to eliminate
distortions and to provide dimensional
stability

� Experimental step through an informative
demonstrator revealing additional details of
the deformation field

� Iterative information loop based on the com-
puter analysis of numerically predicted and
experimental dimensional data and the
reverse engineering technique

Consistent application of these tools provides the
possibility of modeling, developing, and efficient
manufacturing of complex-shaped parts by HIP.

Evolution of Approaches to HIP
Modeling

HIP modeling must provide adequate
complex mathematical modeling of HIP shrink-
age accounting for actual two- and three-
dimensional geometry, boundary conditions at
the powder-capsule interface, and special rheol-
ogy of the processed medium consisting of
compressible (powder) and noncompressible
insert materials. The models must include tech-
niques for the design of capsules and forming
inserts. These solutions leave far behind the tra-
ditional concept of a capsule as just a can trans-
ferring isostatic pressure to the powder and
providing its 100% density. The capsule for a
complex-shaped part appears to be a plastically
deformed, special technological shaping tool.
It is also important to keep in mind that,

because of the stochastic character of most tech-
nological parameters involved during HIP, it
becomes impossible to ensure net shape geometry
over all the part, including its internal surfaces.
This analysis and statement, expressed in Ref 31,
is generally true, but the current level of computer
modeling and CAD, together with the design prin-
ciples for HIP tooling, open the possibilities for
efficient control of shrinkage and the stable
manufacturing by HIP of the selectively net shape
parts with the most important and critical surfaces
that do not require further machining.

Design of the HIP Tooling

The design procedure of the tooling for net
shape HIP must account for:

� Objective inadequacy, even in the case of
the most complete simulation of the process
and actual phenomenon

� All technological factors during filling,
handling, and HIP itself that lead to irregula-
rities in density, properties, and temperature
fields

� Objective lack of information on the mate-
rial properties and dimensions prior to and
after HIP

� Deformation flow pattern (most important)
and all macroscopic effects revealed from
the results of modeling

The design goals include:

� Stable and reproducible shrinkage, with mini-
mized scatterband of the final dimensions
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� No macrowarping or other distortions
caused by irregular plastic stiffness of the
capsule elements

� Well-controlled flow pattern during shrink-
age and densification, so that all small dis-
tortions, such as ellipticity, meniscus, and
local bends, are placed out to the less impor-
tant and easily machined areas of the part

� Net precise and reproducible shape in the
most critical areas by sacrificing dimen-
sional precision in less important areas

� Efficient recalculation procedure for transfer
from demonstrators to prototypes, based on
the results of experiments, remodeling, and
material flow pattern revealed from the
experiments

The problem of mathematical modeling for
HIP of near-net or net shape parts from powder
materials can be split into the following five
subproblems:

� Mathematical description of outgassing of
powder materials

� Adequate mathematical model to describe
the mutual deformation of porous material
in a metal capsule also containing solid
inserts

� Description of mechanical and physical pro-
cesses at the interface between the powder
and the surface of the capsule and inserts

� Developing a mathematical method of
designing a HIP capsule by the specified
final geometry of the part (the “first reverse
problem” of HIP modeling)

� Developing methods to specify the initial
geometry of the HIP capsule using the
results of modeling and experimental data
on the first part (the “second reverse prob-
lem” of HIP modeling)

These subproblems are considered in detail.
Mathematical Modeling of Outgassing of

Powder Materials. This problem includes the
description of the following two processes:

� Evacuation of atmospheric air or the cover
gas from the space between the powder
particles

� Outgassing of adsorbed gas and moisture
from the surface of the powder particles

The major challenge for mathematical
description and technological control of this
process is caused by the molecular regime of
the gas flow in the channels between the pow-
der particles at low pressures. Under the molec-
ular flow, when the mean free path of gas
molecules exceeds the size of the pores in the
powder material, the intensity of outgassing is
no longer controlled by the pressure or the
capacity of a vacuum pump but only by the
temperature of the gas. The problem is obvi-
ously complicated by the very low thermal con-
ductivity of powder materials in vacuum.
The regime ofmolecular flow is reached rather

quickly during outgassing, at the pressure of

approximately 4 to 5 torr for powder particles
of approximately 100 mm (0.004 in.) size. In this
case, the evolution of vacuum pressure (P) is
described by the following differential equation:

@P

@t
¼ r � ðDrP Þ þ I

where D is the coefficient of diffusion, and I is
an additive describing desorption of gases from
the surface of powder particles. The coefficient
of diffusion, D, can be estimated as:

D ¼ 2

3
�vRp

where Rp is the typical size of the pores, and the
root mean square velocity of the gas particles is:

�v ¼
ffiffiffiffiffiffiffi
RT

pm

s

where R is the universal gas constant, m is the
molecular weight, and T is the absolute
temperature.
To obtain a theoretical assessment for the dif-

fusion coefficient, the Monte Carlo method can
be used to analyze the chaotic movement of
gas molecules inside the system of packed
spheres when their average diameter and normal
size distribution are known. Analysis of the pro-
cess has shown that the characteristic dimension
of the pores constitutes� the average size of the
spherical powder particles (Ref 32).
Another important additive is the volume of

desorption from the surface of the powder par-
ticles. The literature provides varying estimates
for this value, from the amount equal to the vol-
ume of gas in the interparticle space to a value
10 times greater. Regardless, removal of the
absorbed air and moisture is technologically
very important; it can be achieved only by heat-
ing the powder particles. This is difficult in the
vacuum die due to the absence of convection
heating and low thermal conductivity.
The quantityQ (the pressure created if all gas is

desorbed into the interparticle space) can be
assessed using the following differential equation:

@Q

@t
¼ �I

where I can be calculated as follows:

I ¼ Qdbk
6ð1� yÞ

y
RT0

P0

1

R

ðPu � P Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmRT

p HðPu � P Þ

where Pu(T) is the pressure of the saturated
vapor as a function of temperature. T0 and P0

are the initial temperature and pressure, R is
the universal gas constant, H(x) is the Heaviside
function, and bk is an experimental coefficient
related to the porosity of powder material and
the average radii of the powder particles.
Keeping in mind the strong temperature depen-
dence of Pu(T), different amounts of absorbed
gases can be removed by a simple evacuation.

In addition, due to the very low thermal con-
ductivity of the powder medium when powder
particles have only point contacts, the tempera-
ture field in an outgassed powder may be
extremely nonuniform. Therefore, to fully ana-
lyze, model, and control the powder outgassing
process, it is necessary to resolve jointly the
thermal conductivity equation for powder and
the diffusion equation for gas pressure (Ref 33).
Mathematical Modeling of HIP Densifica-

tion and Shrinkage of Powder Materials. In
general, the task of mathematical modeling for
HIP is to adequately describe the densification
and shrinkage of the given powder in the speci-
fied HIP cycle to be able to design the HIP cap-
sule so that after HIP, it produces the desired
shape and dimensions of the part.
The tolerance requirements for the part may

require high precision. Parts must be manufac-
tured with tolerances of less than 100 mm (sev-
eral thousandths of an inch), and this demands
corresponding precision in the model and sta-
bility of the process itself.
There are two basic challenges. The first is

that the HIP process is characterized by com-
paratively large deformations, approximately
15 to 20% linear. The initial density is approxi-
mately 60 to 65% of the theoretical density,
which is usually reached by the end of the pro-
cess. From a mathematical point of view, it
means that the constitutive equations describing
the material flow will be nonlinear, and the
boundary conditions will be preset on the
moving boundary.
The second problem is more daunting. The

constitutive equations defining relations
between the components of the stress tensor
and the parameters of material flow cannot be
precisely defined. This problem is typical for
all modeling attempts to describe the material
behavior beyond its elasticity level. Each calcu-
lation will have a degree of approximation.
This leads to a very important conclusion:

Each HIP development effort based on model-
ing must be an iterative process to become
really efficient.
The essence of this iterative process is as fol-

lows. At the first step, a mathematical model of
the HIP process is built, modeling is done, and
the parameters of the HIP tooling are defined.
After HIP, the geometry of the part is compared
to the specification, and corresponding correc-
tions are introduced into the model. A converg-
ing iterative process can be built by applying
the negative values of the deformations
obtained as a result of the first modeling and
by correcting the initial geometry while apply-
ing the law of mass conservation (Ref 30). This
approach may be considered analogous to the
one suggested much earlier for the problems
of plasticity for solid materials (Ref 34). A suit-
able mathematical model of HIP:

� Provides a close first approximation for the
geometry of the part (1 to 2% geometrical
precision)
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� Accounts for the main deformation effects
and distortions and the influence of the pro-
cess parameters (mainly the functions of
density in the yield criterion) based on the
results of the experiments and, if necessary,
introduces additional parameters into the
model

There exist several different approaches
to the mathematical description of powder
densification and shrinkage. Most of them con-
sider powder material as a continuous
medium, because in the modeling of the tech-
nological process, the main interest is in the
kinematic aspects of HIP densification that
are similar to the behavior of a standard con-
tinuous medium.
The constituent equations used for mathe-

matical description for the deformation of pow-
der materials have a significant difference from
the equations used in the classical theories of
plasticity. The latter are based on small or even
zero volume deformations. The volume defor-
mation or its equivalent, such as densification
or porosity, is the important parameter charac-
terizing the densification of the powder material
during HIP.
However, for technological control and mod-

eling of HIP, the most important are the shear
components of the deformation tensor, because
they define important deviations from the iso-
tropic densification.
Usually, HIP parameters target densification

of the powder materials to 100% density; as
far as the initial density can be defined pre-
cisely, the value of the volume deformation
can also be considered well known in every
point of the part after the process is completed.
Therefore, it is important for modeling to be
reasonably precise in the prediction of each
dimension of a part; an error in one dimension
leads to errors in the others. If a modeling tech-
nique or design of the HIP tooling enables the
precise definition of one set of dimensions (for
example, radial deformations) after HIP, the
other dimensions will be quite precise due to
the mass conservation law.
It is important to develop models that can

adequately provide the necessary precision of
predictions, fully accounting for the necessary
effects of deformation without being too math-
ematically complicated. It is important that the
models describe the behavior for the complete
system consisting of capsules, powder, and
inserts.
Green’s plasticity theory (Ref 24) is often

used for mathematical modeling of HIP.
A complete mathematical definition of the HIP
model includes the following equation:

@sij

@xj
¼ 0

where sij is the stress tensor.
To describe the behavior of powder material

at the yield limit, the following elliptic Green’s
yield criterion (Ref 24) is used:

s2

f22
þ s2

f21
¼ T 2

where s ¼ 1=3sii is the first invariant of the
stress tensor (the value of hydrostatic pressure)
and:

sij ¼ sij � sdij and s2 ¼ 3

2
sijsij

is the second invariant of the stress tensor devi-
ator, where:

sij ¼ sij � sdij

f1(r) and f2(r) are functions of material density,
r, defined experimentally using interrupted HIP
cycles and other techniques (Ref 21, 35, 36),
and T is the yield limit of the powder material
after complete densification (r = 1), that is, a
known function of temperature.
Relations between the components of the

deformation tensor and deformation rate tensor
are defined by the associated flow law. Mathe-
matically, this law means that the increments
of plastic deformation occur in a direction
orthogonal to the yield surface, and it can be
written in the following form:

deij ¼ @F
@sij

dA

where F (sij) = 0 is the equation describing the
yield surface, deij is infinitesimal increments of
deformations, and dA is an infinitesimal incre-
ment for the work of internal stresses.
To describe the mechanical behavior of the

solid materials of capsule and inserts, the ideal
plasticity criterion is used:

s2 ¼ T 2
1

together with the noncompressibility equation,
r � �u ¼ 0, where �u is the displacement rate.
Also, the value of the yield limit for the solid
material, T1, is considered to be the known
function of temperature. To define density, the
continuity equation is used:

dr
dt

þ rr�u ¼ 0

Hot isostatic pressing is usually performed
under a rather uniform external temperature
field; however, the conductivity of the powder
medium is very low at the initial stages of
HIP, and substantial temperature gradients can
occur inside the capsule with powder, espe-
cially for the parts with large cross sections.
This may also affect the deformation pattern.
For temperature, the conductivity equation is

used:

rcm
@T

@t
¼ r � ðlrT Þ

where cm is the specific conductivity, and l is
the thermal conductivity coefficient.

There is a significant dependence of the con-
ductivity coefficient, l, on the powder density;
during densification, it can change more than
two degrees. The boundary conditions on the
surface of the capsule are the derivatives of
the HIP cycle; isostatic pressure and tempera-
ture are the known functions of time.
It is important to note that Green’s theory

considers the powder medium under deforma-
tion as a medium with initially isotropic proper-
ties. However, in the vicinity of the stiff capsule
elements and inserts, deformation may be prac-
tically unidirectional. As shown in Ref 37 under
these conditions, the powder continuum may
obtain a kind of deformational anisotropy, so
that pores in powder acquire a preferable direc-
tion for densification. One of the possible ways
to account for such deformational anisotropy is
to build new appropriate functions for Green’s
criterion. There are three of these functions of
deformation tensor components, as well as den-
sity (Ref 38). This will also correspondingly
modify Green’s basic criterion.
Shielding of Stresses. One more aspect is

important in the theoretical study and practical
modeling of HIP. When complex-shaped parts
are HIPed, the capsule and inserts may substan-
tially shield the outside isostatic stresses. This
often happens at the initial stages of HIP, when
the main distortions and deviations from the
uniform deformation pattern (which are the
most important for shape control) occur.
Shielding of stresses inside the HIP tooling
may lead to formation of some rigid zones in
the powder and inserts. Because traditional
numerical modeling usually does not take this
phenomenon into account, it is necessary to
develop a numerical modeling technique to
account for the possibility of the rigid zones
in the powder and the effects caused by them.
Such an accounting is especially important

for large parts when the temperature field inside
the part is substantially nonuniform. Because
the coefficient of thermal conductivity has a
substantial increase with temperature for the
materials of interest, and the value of the yield
strength decreases with temperature, a kind of
densification front can form (Ref 39, 40). This
front will move from the surface of the capsule
inward. Modeling (Ref 40) shows that there is
cold and practically nondensified powder
before the front and hot and substantially densi-
fied material behind the front. The latter, due to
its higher strength, can cause additional shield-
ing of stresses, especially for the axisymmetric
parts.
Within Green’s approach and experimental

determination of the functions f1(r) and f2(r)
of density (based on the interrupted HIP
cycles), the influence of temperature is present
in the equations only in the value of the yield
strength of solid materials. It is necessary to
understand whether these important functions
of the yield criterion depend on density only
or whether they also depend on the temperature
or, more generally, on the profile of the HIP
cycle and temperature field inside the capsule.
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Consider the definition for the function f2(r).
It is defined from the experiments on isostatic
pressure (Ref 21) and actually represents the
limiting pressure that causes the yield of the
powder particles. This pressure is definitely a
function of the temperature itself as well
as the yield strength of the solid material.
The following analysis shows, however, that
this function can be presented as a simple prod-
uct of the function of density and temperature
and is therefore irrelevant to the specific HIP
cycle.
If the powder material is described by the

ideal plasticity law, the limiting pressure f2(r)
and deformation rate field are defined from the
condition of minimum power of the external
forces. This corresponds to the minimum of
the following functional:

min

RRR
V

sse dV

RR
S

u
!
�
!� �

ds

where V is the volume of material, S is the
external surface of the capsule with powder, e
is the intensity of the deviatoric deformation
rates, u

!
is the displacements of the surface, n

!

is the normal vector to the surface, and ss is
the yield strength.
It can be seen that the value of the yield

strength as a function of temperature is a linear
constituent of the f2(r) function. The same anal-
ysis can be done for the f1(r) function.
Modeling the Interaction of Powder with

the Capsule Surface. Despite the fact that
powder material can be considered a continuous
medium during modeling, the powder behavior
at the interface of inserts within a capsule
requires special consideration. As a rule, pow-
der particles indent the surface of the tooling,
which is usually a low-grade steel. This causes
certain problems with the surface finish for the
net shape parts and also intensifies the diffusion
of iron and carbon into the powder materials.
However, for the case of diffusion bonding of
powder and solid materials during HIP, the
influence of this indentation and the resulting
deformation of the surface can be favorable
for the quality of the bond. While modeling this
interaction between powder and solid materials,
the powder can no longer be considered as
a continuous medium; a micromechanical
approach must be used to analyze the effects
of this mutual deformation.
The influence of trajectory of temperature

and pressure versus time is quite important
here, because the ratio between yield stresses
for the different materials may vary substan-
tially during the HIP cycle.
The First Reverse Problem of HIP Model-

ing. The design of the initial shape of the HIP
tooling, capsule, and insert cannot be solved by
direct recalculation from the final shape of the
part, because this problem is mathematically
incorrect when the plastic flow law is considered.
This is because the function f2(r) infinitely

increases near the value of r = 1. (Mathematically
infinite pressure is needed to reduce the porosity
to zero using just the plastic flow law.)
Therefore, the final density must be preset

close to but below 1. As a result, these small
deviations of density accounting for the behav-
ior of f2(r) may lead to large deviations of the
calculated initial shape of the capsule.
The following approach to CAD of the cap-

sules is mathematically correct and technically
efficient. It consists of the solution of a set of
direct problems of HIP modeling. At the first
step, the initial shape of the HIP tooling is
defined as the final shape of the part, and HIP
modeling is carried out. After this, using the
deformation map obtained by mathematical mod-
eling, the new shape is defined by “bloating” the
geometry of the part. Then, modeling is repeated
for this new geometry and compared with the
part definition. The new deformation map is then
built, accounting for the residuals. The process is
continued until it converges (the convergence has
been proved mathematically). Some practical cri-
teria must be applied to optimize the external
shape of the capsule from a technological point
of view.
The Second Reverse Problem of Hip Mod-

eling. This problem is generated by the following
issues. Due to the approximations introduced in
the constituent equations of the mathematical
models, the first prototype built according to the
results of modeling and the solution of the first
reverse problem are still different from the geo-
metrical specification. The problem is how to
introduce the small changes into the initial geom-
etry, accounting for the results of the first experi-
mental iteration.
The essence of the approach is as follows.

The deformation field is built based on the
numerical modeling of the shrinkage for the
HIP tooling. However, it is very important that
the results come close to the experiment. After
the experimental analysis, corrections to the
deformation field are built (in the most critical
points of special interest of the part). Consider-
ing that these deviations are generated by the
approximations and errors of the constitutive
equations of the mathematical models, the inte-
gral model parameters are altered. For example,
small changes are introduced into the functions
of the Green criterion so that those effects
missed during the first modeling are revealed.
After that, the second tooling is corrected by
the results of the new modeling, and the second
experimental iteration is produced. Usually, it
answers all dimensional requirements, because
the changes are small and the mass conserva-
tion law is quite precise.

Example of the Modeling Process

Setup and Evaluation

Finite-Element Method Formulations.
Within this model, a finite-element method
(FEM) was used for the numerical solution of

the aforementioned nonlinear equations. Stan-
dard three-noded linear triangular elements
with two degrees of freedom were used to dis-
crete the field variables.
Numerical Solutions. The constitutive rela-

tions were described in an incremental format.
Accordingly, the numerical integrations of the
plastic constitutive equations must be per-
formed incrementally over a sequence of load-
ing steps. The load was divided into a number
of increments, and for each increment, the suc-
cessive approximation method was employed.
The calculations were continued over the whole
load increment in the same manner, and the
total stress and strain are calculated by accumu-
lating each incremental solution.
Computer-Aided Three-Dimensional Design.

The aforementioned model has been developed
into software (Ref 21, 41) that uses Visual C++
computer codes and is used as an analytical tool
for predicting the deformation and shape
changes that occur during HIP. This FEM com-
puting model was integrated with an FEM
meshing tool and a CAD module for the analy-
sis and tooling design. The FEM meshing tool
automatically generated and adjusted the
meshes that were needed for the FEM calcula-
tion. The predicted deformation or shape
change of the HIPed component was visualized
in CAD, through which deviations between the
predicted shape and the target shape were cali-
brated and used as a reference for subsequent
capsule and tooling design.

Numerical Modeling and Tooling
Design of a Casing Component
Demonstration (Ref 41)

A casing component demonstrator was mod-
eled, designed, and manufactured into a near-
net shape using commercial Ti-6Al-4V powder.
The casing, as shown in Fig. 5, consists of an
axial-symmetric cylindrical body with two
bosses, two edge flanges, two body rings, and
two reinforced ribs. The whole design and
manufacturing process involved the initial pre-
diction of the shape changes during HIP (FEM
model), subsequent tooling design (CAD draw-
ing), and final realization of the target shape
through HIP. In manufacturing this component,
the Ti-6Al-4V powder with a tap density of
67% was canned in a predesigned tooling cap-
sule and HIP consolidated. The two different
types of material and property databases were
assumed in the model, that is, for the capsule
of low-carbon A1018 steel and for the powder
material of Ti-6Al-4V. Firm bonding at the
interface between the two materials was
assumed. Before the final HIP tooling design,
the deformation profile of the metal powders
and the associated distortion of the capsule
and tooling during HIP were predicted by the
FEM model. Figure 6 shows the results of mod-
eling for the different cross sections of the
casing.
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The calculated deformation map was recorded
and reconstructed in the CAD module, through
which the discrepancies between the deformed
and the target geometries were precisely cali-
brated using standard CAD measuring tools.
The magnitudes of these discrepancies were then
used to adjust the cavity geometry in the next
iteration of the calculation. A computer-aided
automatic iterative remeshing scheme (Ref 28)
was used for local regions, where necessary.
For a general geometry as complex as this, three
to four computing iterations are usually adequate
to precisely define the necessary capsule dimen-
sions. The results of the last iteration are shown
by the dotted lines in Fig. 6.
Dimensional Analysis of the Casing Demo

and Validation of Model Predictions. The
tooling set was made according to the design
and was assembled to encapsulate the powder
during HIP. The powder was consolidated from
the initial relative density, r0 = 67%, to the
fully dense state. Figure 7 presents the HIPed

casing demo after removal of the capsule by
pickling in nitric acid.
The dimensions of the pickled component

after HIP were measured using a coordinate-
measuring machine through high-energy x-ray
tomography body scanner technology. The digi-
tized surface data were imported into the CAD
module and compared with the model predic-
tions. The predictions and the measurements
for the internal and external contours of the cas-
ing as well as the positions for each of the ring
and bosses were in good agreement, allowing
the analysis to proceed with the solution of
the second reverse problem of HIP modeling,
as described previously.
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INJECTIONMOLDING is used extensively in
the forming of plastics, because of the low overall
cost in a high level of shape complexity. Powder
injectionmolding (PIM) builds on the long-recog-
nized success of plastic molding by using a high-
particle-content thermoplastic as feedstock. The
steps in PIM involve first mixing selected small
powders (usually smaller than 20 mm) and poly-
mer binders. The particles are small to aid in sin-
tering densification and often have near-
spherical shapes to improve flow and packing.
The thermoplastic binders are mixtures of waxes,
polymers, oils, lubricants, and surfactants. When
molten, the binder imparts viscous flow character-
istics to the mixture to allow filling of complex
tool geometries. A favorite binder system relies
on a mixture of paraffin wax and polypropylene,
with a small quantity of stearic acid. The combi-
nation of powder and binder that works best gives
a paste with approximately the same consistency
as toothpaste, with no voids; this often leads to
a formulation near 60 vol% powder and 40 vol%
binders. This mixture is heated in the molding
machine, rammed into a cold mold, and when
the binder freezes in the mold, the component is
ejected. Next, the binder is removed by heat and
solvents (some of the binders are water soluble),
and the remaining 60% dense powder structure
is then sintered to near-full density. The product
may be further densified, heat treated, machined,
or plated. The sintered compact has the shape
and precision of an injection-molded plastic but
is capable of performance levels unattainablewith
polymers. Almost half of all PIM is applied to
stainless steels, but a wide variety of compositions
are in production (Ref 1).
The equipment used for shaping the compact is

the same as used for plastic injection molding, so
software for molding machine control is the same
as found in plastics. Most molding machines fill a
die through a gate from a pressurized and heated
barrel. (Thebarrel andgate are connectedbyanoz-
zle and runner.) A plunger or reciprocating screw
generates the pressure needed to fill the die. Com-
puter simulations used for mold filling in plastics
are not directly useful for powder injection

molding, because inertia, thermal conductivity,
and powder-binder separation are new concerns
with PIM feedstock. The feedstock enters the bar-
rel as cold granules, and during compression to
remove trapped air, it is heated above the binder
melting temperature. Because the feedstock is
hot and the die is cold, filling must be accom-
plished in a split second to avoid premature freez-
ing. After filling the die, packing pressure is
maintained on the feedstock during cooling to
eliminate shrinkage voids. After sufficient cool-
ing, the hardened compact is ejected and the cycle
repeated. It is common to have multiple cavities
(four or more) and cycle times of 15 s, so produc-
tion rates of 16 parts/min are often observed.
The PIM process is practiced for a very

wide range of materials, including most com-
mon metals, many ceramics, and cemented
carbides. The largest uses are in metal powder
injection molding. Other variants are ceramic
injection molding and cemented carbide injec-
tion molding.
Simulations used for plastics have been applied

to PIM, but the high solid content often makes for
differences that are ignored in the plastic simula-
tions. Several situations demonstrate the pro-
blems, such as powder-binder separation at weld
lines, high inertial effects such as inmolding tung-
sten alloys, and rapid heat loss such as in molding
copper and aluminum nitride. Also, powder-
binder mixtures are very shear-rate sensitive.
Thus, the computer simulations to support mold-
ing build from the success demonstrated in plas-
tics but adapt those concepts in new, customized
PIM simulations for filling, packing, and cooling.

Theoretical Background and
Governing Equations

A typical injection-molded component has a
thickness much smaller than the overall largest
dimension. A typical wall thickness is in the
1 to 3 mm range, while the longest dimens-
ion may range near 25 mm with an overall
mass near 10 g. There is much variation, but

these values offer a glimpse at the typical com-
ponents (Ref 2). In molding such components,
the molten powder-binder feedstock mixture is
highly viscous. As a result, the Reynolds num-
ber (a dimensionless number characterizing a
ratio of inertia force to viscous force) is low,
and the flow is modeled as a creeping flow with
lubrication, as treated with the Hele-Shaw for-
mulation. With the Hele-Shaw model, the con-
tinuity and momentum equations for the melt
flow in the injection molding cavity are merged
into a single Poisson equation in terms of the
pressure and fluidity. Computer simulation is
usually based on a 2.5-dimensional approach
because of the thin wall and axial symmetry.
However, the Hele-Shaw model has its limita-
tions and cannot accurately describe three-
dimensional (3-D) flow behavior in the melt
front, which is called fountain flow, and special
problems arise with thick parts with sudden
thickness changes, which cause racetrack flow.
Nowadays, several 3-D computer-aided engi-

neering simulations exist that successfully predict
conventional plastic advancement and pressure
variation with changes in component design and
forming parameters (Ref 3). For PIM 3-D simula-
tion, Hwang and Kwon (Ref 4) developed a filling
simulation with slip using an adaptive mesh
refinement technique to capture the large defor-
mation of the free surfaces, but this is computa-
tionally intensive (Ref 4–7), so further research
is moving toward simplified solution routes (Ref
3). This section focuses on the axisymmetric 2.5-
dimensional approach rather than a full 3-D
approach, because the 2.5-dimensional approach
is more robust and better accepted by industry.
The postmolding sintering simulation is described
in the earlier press-sinter simulation.

Filling Stage

Powder injection molding involves a cycle that
repeats every few seconds. At the start of the
cycle, the molding machine screw rotates in the
barrel and moves backward to prepare molten
feedstock for the next injection cycle while the

ASM Handbook, Volume 22B, Metals Process Simulation

D.U. Furrer and S.L. Semiatin, editors

Copyright # 2010, ASM International®

All rights reserved.

www.asminternational.org

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



mold closes. The mold cavity fills as the recipro-
cating screw moves forward, acting as a plunger,
which is called the filling stage. During the filling
stage, a continuum approach is used to establish
the system of governing equations:

� Mass and momentum conservation: With the
assumption of incompressible flow, the mass
conservation, also called continuity equa-
tion, is expressed as:

@u

@x
þ @v

@y
þ @w

@z
¼ 0 (Eq 1)

where x, y, and z are Cartesian coordinates,
and u, v, and, w are corresponding orthogo-
nal velocity components. As for the momen-
tum conservation, with lubrication and the
Hele-Shaw approximation, the Navier-
Stokes equation is modified for molten feed-
stock during the filling stage (Ref 8, 9):
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@P

@z
¼ 0

(Eq 2)

where P is the pressure, z is the thickness,
and Z is the viscosity of the PIM feedstock.
Combining Eq 1 and 2 with integration in
the z-direction (thickness direction) gives:

@

@x
S
@P

@x

� �
þ @

@y
S
@P

@y

� �
¼ 0 (Eq 3)

where

S �
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�b

z2

Z
dz (Eq 4)

Equation 3 is the flow-governing equation for
the filling stage. This is exactly the same form
of steady-state heat conduction equation
obtained by substituting temperature T into P
and thermal conductivity k into S. In this anal-
ogy, S is the flow conductivity or fluidity. As a
simple interpretation of this flow-governing
equation, molten PIM feedstock flows from
the high-pressure region to the low-pressure
region, and the speed of flow depends on the
fluidity, S. During the calculation, the fluidity
increases as the thickness of the component
increases and the viscosity of PIM feedstock
decreases for feedstock cooling. After obtain-
ing the pressure field, the velocity components
u and v are obtained by integrating Eq 2 in the
z-direction (thickness direction).

� Energy equation: In accordance with the
lubrication and Hele-Shaw approximations
during the filling stage, the energy equation
is simplified as:

rCp
@T

@t
þ u

@T

@x
þ v

@T

@y

� �
¼ k

@2T

@z2
þ Z _�2

(Eq 5)

where r is the molten PIM feedstock den-
sity, Cp is the molten PIM feedstock specific
heat, and:

_� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@=@zð Þ2þ @v=@zð Þ2

q

is the generalized shear rate, and k is the
thermal conductivity of the feedstock.

In addition, a constitutive relationship is neces-
sary to describe the molten PIM feedstock
response to its flow environment during cavity
filling, which requires a viscosity model. Several
viscosity models for polymers containing high
concentrations of particles are available. Gener-
ally, they include temperature, pressure, solids
loading, and shear strain rate; selected models
are introduced later in this article. The selection
of a viscosity model depends on the desired simu-
lation accuracy over the range of processing con-
ditions, such as temperature and shear rate, aswell
as access to the experimental procedures used to
obtain the material parameters.
After acquiring the system of differential

equations from continuum-based conservation
laws and the constitutive relations for analysis
of the filling stage, then boundary conditions
are necessary. Typical boundary conditions dur-
ing the filling stage are as follows:

� Boundary conditions for flow equation: Flow
rate at injection point, free surface at melt
front, and no slip condition at cavity wall

� Boundary conditions for energy equation:
Injection temperature at injection point, free
surface at melt front, and mold-wall temper-
ature condition at cavity wall

Note that the only required initial condition is
the flow rate and injection temperature at the
injection node, which is one of the required
boundary conditions.
For a more rigorous approach during the fill-

ing stage, a few efforts have invoked a full 3-D
model and have included fountain flow, visco-
elastic constitutive models, slip phenomena,
yield phenomena, and inertia effects in govern-
ing equations and interface (Ref 3, 5, 6, 10).

Packing Stage

When mold filling is nearly completed, the
packing stage starts. This precipitates a change
in the ram control strategy for the injection
molding machine, from velocity control to pres-
sure control, which is called the switchover
point. As the cavity nears filling, the pressure
control ensures full filling and pressurization
of the filled cavity prior to freezing of the gate.
It is important to realize the packing pressure is
used to compensate for the anticipated shrink-
age in the following cooling stage. Feedstock
volume shrinkage results from the high thermal
expansion coefficient of the binder, so on cool-
ing there is a measurable contraction. By appro-
priate pressurization prior to cooling, the
component shrinks sufficiently after the gate

freezes that there are no sink marks (too low a
packing pressure) and no difficulty with ejec-
tion (too high a packing pressure).
For the analysis of the packing stage, it

is essential to include the effect of melt compress-
ibility. Consideration is given to the melt
compressibility using a dependency of the specific
volume on pressure and temperature, leading to a
feedstock specific pressure-volume-temperature
(pVT) relationship, or the equation of state. Sev-
eral models are available to describe the pVT rela-
tion of PIM feedstock, such as the two-domain
modified Tait model and the IKV model. These
models predict an abrupt volumetric change for
both semicrystalline polymers used in the binder
and the less abrupt volume change for amorphous
polymers used in the binder.
With the proper viscosity and pVT models,

the system of governing equation for the pack-
ing stage based on the continuum approach is
as follows:

� Mass conservation: The continuity equation
of compressible PIM feedstock is expressed
as:
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þ @ ruð Þ
@x

þ @ rvð Þ
@y

þ @ rwð Þ
@z

¼ 0 (Eq 6)

With the assumption that pressure convec-
tion terms may be ignored in the packing
stage, this becomes:
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(Eq 7)

where k is the isothermal compressibility
coefficient of the material @r=r@p), and b
measures the volumetric expansivity of the
material (@r=r@T ). Those are easily calcu-
lated from the equation of state. Note that
the same momentum conservation is used
as in Eq 2, regardless whether the material
to be considered is compressible or not.

� Energy equation: The energy equation is
derived as:

rCp
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þ u
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@x
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þ Z _�2 þ bT
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(Eq 8)

That is, the shear rate for the compressible
case in packing is, for practical purposes,
the same as for the filling phase.

Typical initial and boundary conditions dur-
ing the packing stage are as follows:

� Initial conditions: Pressure, velocity, tem-
perature, and density from the results of the
filling stage analysis

� Boundary conditions for equations ofmass and
momentum conservation: Prescribed pressure
at injection point, free surface at melt front,
and no slip condition at cavity wall

� Boundary conditions for energy equation:
Injection temperature at injection point, free
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surface at melt front, and mold-wall temper-
ature condition at the cavity wall, which is
interfaced with the cooling-stage analysis

Cooling Stage

Of the three stages in the injectionmolding pro-
cess, the cooling stage is of greatest importance
because it significantly affects the productivity
and the quality of the final component. Cooling
starts immediately upon injection of the feedstock
melt, but formally, the cooling time is referred to
as the time after the gate freezes and nomore feed-
stock melt enters the cavity. It lasts up to the point
of component ejection, when the temperature is
low enough to withstand the ejection stress. In
the cooling stage, the feedstock volumetric
shrinkage is counteracted by the pressure decay
until the local pressure drops to atmospheric pres-
sure. Thereafter, thematerial shrinks with any fur-
ther cooling, possibly resulting in residual stresses
due to nonuniform shrinkage or mold constraints
(whichmay not be detected until sintering). In this
stage, the convection and dissipation terms in the
energy equation are neglected, because the veloc-
ity of a feedstock melt in the cooling stage is
almost zero (Ref 11–13). Therefore, the objective
of the mold-cooling analysis is to solve only the
temperature profile at the cavity surface to be used
as boundary conditions of feedstock melt during
the filling and packing analysis.
When the injection molding process is in

steady state, the mold temperature will fluctuate
periodically over time during the process, due
to the interaction between the hot melt and the
cold mold and circulating coolant. To reduce
the computation time for this transient process,
a 3-D cycle-average approach is adopted for
the thermal analysis to determine the cycle-
averaged temperature field and its effects on
the PIM component. Although the mold tem-
perature is assumed invariant over time, there
is still a transient for the PIM feedstock
(Ref 14), leading to the following features:

� Mold cooling analysis: Under this cycle-
average concept, the governing equation of
heat transfer for the injection mold cooling
system is written as:

r2 �T ¼ 0 (Eq 9)

where �T is the cycle-average temperature of
the mold.

� PIM component cooling analysis: Without
invoking a flow field, the energy equation
is simplified as:

rCp
@ �T

@t
¼ k

@2 �T

@z2
(Eq 10)

Typical initial and boundary conditions
applied during the cooling stage are as follows:

� Initial conditions: Temperature as calculated
from the packing-stage analysis

� Boundary conditions—mold: Interface input
from the PIM feedstock cooling analysis,

convection heat transfer associated with the
coolant, natural convection heat transfer
with air, and thermal resistance condition
from the mold platen

� Boundary conditions—component: Interface
input from the mold cooling analysis

Note that the boundary conditions for the mold
and PIM feedstock cooling are coupled to each
other. More details on this are given in the sec-
tion, “Numerical Simulation,” in this article.
For a more rigorous approach during the

cooling stage, some researchers have included
more than two differentmoldmaterialswith flow -
analysis that includes the cooling channel details.
This enables corresponding heat-transfer analysis
with any special cooling elements, such as baffles,
fountains, thermal pins, or heat pipes (Ref 12).

Numerical Simulation

As far as the numerical analysis of injection
molding is concerned, several numerical
packages are already available for conventional
thermoplastics. One may try to apply the
same numerical analysis techniques to PIM.
However, the rheological behavior of a pow-
der-binder feedstock mixture is significantly
different from that of a thermoplastic. Hence,
the direct application of methods developed
for thermoplastics to PIM requires caution
(Ref 4, 10). Commercial software packages,
including Moldflow (Moldflow Corp., Framing-
ham, MA), Moldex3D (CoreTech System Co.,
Ltd., Chupei City, Taiwan), PIMsolver (Ceta-
Tech, Sacheon, Korea), and SIMUFLOW
(C-Solutions, Inc., Boulder, CO), are available
for PIM simulation. Further, several research
groups have written customized codes, but
these are generally not released for public use.
It is well known that powder-binder feed-

stock mixtures used in PIM exhibit a peculiar
rheological feature known as wall slip (Ref
10, 15). Therefore, a proper numerical simula-
tion of the PIM process essentially requires a
proper constitutive equation representing the
slip phenomena of powder-binder feedstock
mixtures (Ref 10, 14).

Filling and Packing Analysis

For numerical analysis of the filling and
packing stages of PIM, both the pressure and
energy equations must be solved during the
entire filling and packing cycle. This is
achieved using the finite-element method for
Eq 2, while a finite-difference method is used
in the z-direction (thickness), making use of
the same finite elements in the x-y plane for
solving Eq 3.
The finite-difference method (FDM) is a rel-

atively efficient and simple numerical method
for solving differential equations. In this
method, the physical domain is discretized in
the form of finite-difference grids. A set of
algebraic equations is generated as the

derivatives of the partial differential equations
and expressed by finite differences of the vari-
able values at the grid points. The resulting
algebraic equation array, which usually forms
a banned matrix, is solved numerically. Gener-
ally, the solution accuracy is improved by
reducing the grid spacing. However, because
the FDM is difficult to apply to a highly irregu-
lar boundary or a complicated domain typical
of injection molding, the use of this method
must be restricted to regular and simple
domains or used with the finite-element method
(FEM) as an FDM-FEM hybrid scheme (Ref 3).
The FEM has excellent flexibility in treating

complex geometries and irregular boundaries,
which is a key advantage of this method. It
requires discretizing the physical domain into sev-
eral finite elements. The field variables are repre-
sented with shape functions and nodal values
over each finite element. Using residual minimi-
zation techniques (or, equivalently, variational
techniques) such as the Galerkinmethod, the gov-
erning equations are transformed into discretized
forms (Ref 8, 9). For 3-D simulation of injection
molding, the resulting global matrix system from
the algebraic equations is typically large and
sparse, which requires large memory space and
processing time. The central processor use time
may be estimated based on the number of ele-
ments in the meshes and the degrees of freedom
per node. In transient problems, a finite-difference
expression for the time derivatives is typically
used in conjunction with the finite-element
discretization.
For the numerical analysis of the filling pro-

cess of PIM, one must solve both the pressure
equation and the energy equation during the
entire filling cycle until the injection mold cav-
ity is filled. An FEM method is employed
to solve Eq 2 and 3, while FDM is used
thickness-wise (z-direction), making use of the
same finite elements in the x-y plane (Ref 9).

Cooling Analysis

For numerical analysis of the cooling pro-
cess in PIM, the boundary-element method
(BEM) is widely used due to its advantage in
reduction of the dimensionality of the solution.
The BEM discretizes the domain boundary
rather than the interior of the physical domain.
As a result, the volume integrals become sur-
face integrals, significantly reducing the
number of unknowns, computation effort, and
mesh generation (Ref 3).
A standard BEM formulation for Eq 9 based

on Green’s second identity leads to the
following:

aT ðxÞ ¼
Z
S

1

r

@T ð�Þ
@n

� �
� T ð�Þ 1

r

� �� �
dSð�Þ

(Eq 11)

Here, x and z relate to the positional vector in
the mold, r = j z – x j, and a denotes a solid
angle formed by the boundary surface. Equa-
tion 11 for two closed surfaces, such as defined
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by the component shape, leads to a redundancy
in the final system of linear algebraic equations,
so a modified procedure is used (Ref 16). For a
circular hole, a special formulation is created
based on the line-sink approximation. This
approach avoids discretization of the circular
channels along the circumference and signifi-
cantly saves computer memory and time.
For the thermal analysis of a PIM component,

the FDM is used with the Crack-Nicholson algo-
rithm for time advancement. The mold and PIM
component analyses are coupled with each other
in boundary conditions, so iteration is required
until the solution converges.

Coupled Analysis between Filling,
Packing, and Cooling Stages

The filling, packing, and cooling analyses are
coupled to each other. When the filling and pack-
ing stages are analyzed, the cavity-wall tempera-
ture is a boundary condition for the energy
equation. This cavity-wall temperature is
obtained from the cooling analysis. On the other
hand, when the cooling stage is analyzed, the tem-
perature distribution of the powder-binder feed-
stock mixture in the thickness direction at the
end of filling and packing is an initial condition
for the heat transfer of powder-binder feedstock.
This initial temperature distribution is obtained
from the filling and packing analysis. Therefore,
the coupled analysis among the filling, packing,
and cooling stages may be made for accurate
numerical simulation results (Ref 14).
Figure 1 shows a typical procedure for com-

puter simulation of the PIM process, which con-
sists of three components: input data, analysis,
and output data. The quality of the input data is
essential to success. The preprocessor is a soft-
ware tool used to prepare a geometric model and
mesh for the component and mold; it includes:

� Material data for feedstock, mold, and
coolant

� Processing conditions for filling, packing,
and cooling processes

Figure 2 shows one example of geometry
modeling and mesh generation for a U-shaped
component, including the delivery system and
cooling channels.

Experimental Material Properties
and Verification

Material Properties for Filling Stage

Successful simulation of the filling stage dur-
ing PIM depends on measuring the material
properties, including density, viscosity, and
thermal behavior. Among these, the viscosity
of the PIM feedstock and its variation with tem-
perature, shear rate, and solid volume fraction
are special concerns (Ref 17–19). The follow-
ing procedure is an example of the method used
to obtain these material properties. For this

illustration, assume a spherical stainless steel
powder in a wax-polymer binder:

1. Melt densities, heat capacities, and ther-
mal conductivities of the binder and feed-
stock are required. This is attained using
a helium pycnometer, differential scan-
ning calorimeter, and laser flash thermal
conductivity device.

2. The transition temperature for the feed-
stock is measured, again using differen-
tial scanning calorimetry.

3. The binder viscosity ismeasured and fit to a
model. For the characterization of the
binder viscosity, a rotational-type rheome-
ter is widely used due to relatively low vis-
cosity of the wax. From the measured slow
strain-rate viscosity data, binder viscosity is
obtained by curve fitting to a Newtonian
binder viscosity model (Zb) with tempera-
ture (T) dependency:

Zb ¼ Bb exp
Tb;b

T

� �
(Eq 12)

where Bb is the constant amplitude, and
Tb,b is an Arrhenius-type coefficient, also
called the reference temperature.

4. The feedstock viscosity is measured ver-
sus key parameters. The rheological
behavior of the feedstock is measured
by capillary rheometry. The slip charac-
teristics of the PIM feedstock are deter-
mined using three different capillary
dies with different length-to-diameter
ratios (Ref 20). By using high length-to-
diameter-ratio capillaries, the pressure
loss correction, called Bagley’s correc-
tion, is avoided. Rabinowitch’s correction
is extracted to obtain the true shear rate
from the apparent shear rate for a non-
Newtonian fluid, characteristic of the
feedstock (Ref 10). The variation of vis-
cosity with temperature is determined by
testing the feedstock at different tempera-
tures above the transition temperature.
Such capillary measurements are typi-
cally carried out three times to confirm
the repeatability of the data, giving a total
of 27 tests—3 different diameter dies, 3
different temperatures, and 3 replications.

5. The feedstock viscosity data are modeled
using standard loaded polymer concepts.
A concentrated powder-binder feedstock
mixture has a yield strength with shear-

Fig. 1 Overall structure of computer-aided engineering analysis for powder injection molding parts. 1, pressure,
temperature, and slip layer distribution at the end of filling; 2, temperature distribution and slip layer at the

end of packing; 3, temperature distribution on the cavity surface. Source: Ref 14

Fig. 2 Geometry modeling and mesh generation for U-shaped part, including delivery system and cooling channels.
Pressure measurements at A, B, and C. Source: Ref 14
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thinning viscous behavior (Ref 15). The
modified-Cross model for viscosity as a
function of the effective shear rate and
temperature is the most useful treatment:

Zmð _�; T Þ ¼
Z0

1þ ðZ0 _�
.
��Þ1�n

þ ty
_�

(Eq 13)

where temperature enters the same as in
Eq 12:

Z0 ¼ B expðTb=T Þ (Eq 14)

In Eq 13 and 14, the subscript m indicates
the powder-binder feedstock mixtures, while
Z0, n, t*, B, and Tb denote the zero shear-rate
viscosity, the power-law exponent, the transi-
tion shear stress, the constant amplitude, and
the reference temperature (absolute scale)
for the Arrhenius temperature dependence,

respectively. A term ty is added to the modi-
fied-Cross model for the yield stress (Ref 14,
21). To introduce the slip phenomenon, two
models can be used: slip velocity and slip layer.
The slip velocity model is expressed as:

VS ¼ a1 expðb1T Þ�m1
w (Eq 15)

The slip layer model is expressed as:

d ¼ a2 expðb2T Þ�m2
w (Eq 16)

In Eq 15 and 16, the subscripts 1 and 2 indicate
the slip velocity and slip layer models, respec-
tively, and a, b, and m are the material con-
stants. Figure 3 illustrates the concept of the
slip layer and slip velocity. All the material
parameters for feedstock viscosity based on
Eq 13 to 16 are obtained by curve fitting from
the measured viscosity data.

Table 1 gives an example of the material
properties used in the PIM filling stage simula-
tion for a 316L stainless steel powder with a
median particle size of 8.0 mm in a standard
wax-polymer binder system at a solid volume
of 53%. Figure 4 demonstrates the importance
of introducing slip phenomena into a viscosity
model for the aforementioned feedstock at 100
�C. This plot shows the raw viscosity versus
shear strain rate using three capillary diameters
and the collapse of those results into a single
curve with the slip correction.

Material Properties for the Packing
Stage

To simulate the packing stage, the Hele-
Shaw flow of a compressible viscous melt of
PIM feedstock under nonisothermal conditions
is assumed. For this, the two-domain modified
Tait model is adopted to describe the phase
behavior of the feedstock (Ref 8). A dilatometer
is used to measure dimensional changes as a
function of temperature and other variables,
and the results are extracted by curve fitting.
Table 2 and Fig. 5 give one example of pvT

material properties based on the following
two-domain modified Tait model for the
packing-stage simulation for the same stainless
steel feedstock. For the solid-liquid phase:

vðp; T Þ¼v0ðT Þ 1� 0:0894 ln 1þ p

BðT Þ
� �� �

þ vtðp; T Þ

v0ðT Þ ¼ b1 þ b2 �T

BðT Þ ¼ b3 exp �b4 �Tð Þ
�T ¼ T � b5

vtðp; T Þ ¼ b7 exp b8 �T � b9Pð Þ
(Eq 17)

with the transition temperature, Tg, which is
calculated as TgðpÞ ¼ b5 þ b6p.

Material Properties for the Cooling
Stage

For the cooling-stage simulation, material
properties of the mold material and coolant
must be measured. Table 3 gives one example
of the material properties for a typical H13 tool
steel as the mold material, with water as the
coolant.
Verification of the simulation is a critical

step prior to any effort to optimize a design
based on simulations. This verification usually
includes the validation of the model used in
developing the software. To demonstrate the
verification of the simulation tool through
experiment, the U-shaped test mold shown in
Fig. 2 is selected with the stainless steel PIM
feedstock reported previously and an H13
mold. Three pressure transducers were used to
compare the simulation results with the experi-
mental data. The cavity thickness is 3 mm, and
the gate diameter is 1 mm. The coolant inlet
temperature is 20 �C, the inlet flow rate is 50

Fig. 3 Schematic diagram of mold cavity filling flow with (a) the slip layer model and (b) the slip velocity model with
yield stress. Source: Ref 10

Table 1 Complete set of material properties of powder injection molding (PIM) feedstock
with stainless steel powder 316L stainless steel (PF-15F, median particle size: 8.0 mm, Atmix
Corp., Japan) combined with a wax-polymer-based binder system at a solid volume of 53%

Property PIM feedstock Binder system

Melt density rm 3.98 � 103 kg/m3 rb 7.49 � 102 kg/m3

Heat capacity Cm 6.85 � 102 J/kg � K Cb 2.29 � 103 J/kg � K
Thermal conductivity km 1.84 W/m � K Kb 0.178 W/m � K
Transient temperature Tg 52.8 �C . . . . . .
Viscosity B 5.19 � 10�3 Pa � s Bb 5.72 � 10�4 Pa � s

Tb 5370 K Tb,b 3650 K
n 0.180 . . . . . .
t* 6.37 � 104 Pa . . . . . .
ty 100 Pa . . . . . .

Slip phenomena Velocity model Layer model
a1 5.42 � 10�14 m/s a2 2.73 � 10�9 m
b1 2.75 � 10�2 /K b2 4.23 � 10�3 /K
m1 1.50 m2 0.513
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cm3/s, and the cooling time is 10 s, as summar-
ized in Table 4.
Figure 6 describes some of the simulation

results obtained using PIMsolver. Figure 6(a)
shows the filling pattern, indicating how the
mold cavity fills as a function of time with the
slip layer model. The filling time was 1.28 s.

Figure 6(b) shows the average mold-temperature
distributions on the upper and lower surfaces of
the cavity from the cooling analysis results. The
highest average temperature is 51�C and occurs
at the base of the “U,” and the lowest temperature
is 33 �C at the runner inlet. The mold-wall tem-
perature is not uniform, and the difference

between maximum and minimum values is
18 �C. This variation is large enough to cause a
significant difference in the solidification layer
development during the packing stage. There-
fore, onemay expect the simulation to have a sig-
nificant error in pressure prediction during the
packing stage without consideration of the cool-
ing effect. Figure 6(c) shows the distribution of
the slip layer thickness at the end of filling. The
predicted slip layer thickness is from 0.8 to 6.2
mm, which is less than the 8 mm median particle
size. A high slip layer thickness becomes an insu-
lator during cooling, resulting in nonuniform
cooling and increased cooling time.
To examine the validation and importance of

the slip phenomena and the coupled analysis
between the filling/packing and cooling stages,
the pressure traces were compared between
simulation and experiment, as shown in Fig. 7
using the three positions indicated in Fig. 2.
Figure 7 gives the pressure-time plot obtained
from the experiment and simulation. The simu-
lation results were obtained from the filling and

Fig. 4 Slip-corrected viscosity of 316L stainless steel feedstock using three different capillary diameters. Source:
Ref 14

Table 2 Pressure-volume-temperature
material properties of powder injection
molding feedstock with stainless steel
powder 316L stainless steel (PF-15F, median
particle size: 8.0 mm, Atmix Corp., Japan)
combined with a wax-polymer-based binder
system at a solid volume of 53%

Parameter Solid Liquid

b1 2.190 � 10�4 m3/kg 2.334 � 10�4 m3/kg
b2 7.716 � 10�8 m3/kg � K 1.156 � 10�7 m3/kg � K
b3 1.000 � 109 Pa 2.940 � 108 Pa
b4 1.000 � 10�2 /K 4.689 � 10�2 /K
b5 3.450 � 102 K
b6 1.990 � 10�7 K/Pa
b7 1.446 � 10�5 m3/kg
b8 3.388 � 10�2 /K
b9 9.328 � 10�9 /Pa

Fig. 5 Pressure-volume-temperature data for the feedstock. Source: Ref 14

Table 3 Material properties for HP-13 tool
steel as the water-cooled mold material

Material Property Value

HP-13 for mold Thermal
conductivity

1.05 � 102 W/m � K

Water for
coolant

Density 974 kg/m3

Heat capacity 4.20 � 103 J/kg � K
Thermal
conductivity

0.688 W/m � K

Viscosity 3.65 � 10�4 Pa � s

Table 4 Processing conditions for 316L
stainless steel U-shaped specimen

Filling time 1 s
Filling/packing switchover 98%
Packing time 5 s
Packing pressure 13 MPa
Injection temperature 120 �C
Cooling time 10 s
Coolant inlet temperature 20 �C
Coolant inlet flow rate 50 cm3/s
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packing analyses at a constant cavity-wall tem-
perature of 30 �C without and with consider-
ation of slip layer. As shown in Fig. 7(a) and
(b), the simulation results obtained with the slip
layer provide a better fit to the experimental
data. Without the slip correction, there is an
underestimation of the pressure. However, the
simulation results with the slip correction con-
tinue to show significant deviations from exper-
imental results. The results with the distributed
mold-wall temperature interfaced with the
results from the cooling analysis, as shown in
Fig. 7(c), explain this deviation. If one consid-
ers the cavity-wall temperature distributions
from the cooling analysis (coupled analysis),
then that temperature enables the best agree-
ment to the experimental results. This is
because the constant mold-wall temperature is
lower than obtained from the cooling analysis,
and the mold-wall temperature is not uniform.
In addition, the accuracy of pressure prediction
at the end of the packing stage (approximately
4 s) is improved due to the difference in the
development of the solidification layer, as men-
tioned previously. The cooling analysis is very
important in PIM, because the thermal conduc-
tivity of PIM feedstock is much higher than for
a common plastic, so the slip layer plays a sig-
nificant role as an insulator.

Demonstration of Usefulness and
Optimization

This section presents simulation results from
some of the 2.5-dimensional examples to dem-
onstrate the usefulness of the computer-aided
engineering (CAE) analysis and optimization
capability of the PIM process. It has been
shown that the developed CAE tool for the
PIM process is capable of predicting the filling
pattern, temperature distribution, clamping
force, and other important variables. This sec-
tion demonstrates how to use this basic infor-
mation from the simulation tool to predict
injection-molding-related defects and also pre-
sents a systematic way of using the CAE tool
to develop an optimal injection molding
process.

Basic Capability—Short Shot, Flash,
Weld Line, Air Vent, and Other
Features

This section demonstrates the use of simula-
tion results to predict typical molding defects.
There are many types of molding defects,
which can be identified mainly as basic defects,
dimensional defects, and other defects. The
basic defects are traced to the molding
parameters.
For the basic defects, simulations use the

pressure field analysis to predict short shots
and flashing as well as the filling pattern to
identify trapped air and weld line location. A

Fig. 6 Simulation results with geometry input in Fig. 2, material properties in Tables 1–3, and processing conditions
in Table 4. (a) Filling pattern (filling time 1.28 s). (b) Average mold cavity-wall temperature distributions (K)

between the upper and lower surfaces obtained from the cooling analysis (maximum temperature = 51 �C; minimum
temperature = 33 �C). (c) Slip layer thickness distributions at the end of filling obtained from the filling analysis
(maximum thickness = 6.24 mm; minimum thickness = 0.76 mm). Source: Ref 14
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short shot occurs when the molded part is filled
incompletely because insufficient material was
injected into the mold. Several factors cause
the short shot defect, such as an insufficient-
sized or restrictive flow area, low melt temper-
ature, low mold-wall temperature, lack of vents,
low injection pressure, and premature solidifi-
cation. Through computer simulations, short
shot defects are predicted and minimized by
analyzing the mold-filling pattern from the
pressure, velocity, and temperature results.
Flash is a defect where excessive material is
found at locations where the mold separates,
notably the parting surface, moveable core,
vents, or venting ejector pins. The causes of
flash are low clamping force, gap within the
mold, molding conditions, and improper vent-
ing. Flash is avoided by using the clamping
force calculation results and the simulation
results. Figure 8 shows examples of short shot
and flash of PIM components.
Weld line and the resulting mark or knit line

is another flaw that is also a potential weakness
in a molded plastic part. Weld lines are formed
by the union of two or more streams of feed-
stock flowing together, such as when flow
passes around a hole, insert, or in the case of
multiple gates or variable thicknesses in the

component. Consequently, a weld line reduces
the strength of the green component and leaves
an undesirable surface appearance. It should be
avoided when possible. The results from the
computer analysis are used to predict the weld
line location. Air trap or air vent is a defect
caused by air that is caught inside the mold cav-
ity. The air trap locations are usually in areas
that fill last. The air trap is predicted from the
filling pattern analysis and can be avoided
by reducing the injection speed and enlarging
or properly placing vents. Figure 9 shows the
predicted locations of short shot, air trap, and
weld line for the injection-molded PIM
components.
Other defects, such as burn marks, flow

marks, meld lines, jetting, surface ripples, sink
marks, and so on, are also accessible using
computer simulation tools in the design process
stage. Especially important in production are
control of factors related to dimensional unifor-
mity. These are analyzed by checking all three
main stages of the injection molding. Good
component quality with uniform mass and
uniform green density is important to hold final
dimensional control. Table 5 is an example of
the solution windows used to drive PIM toward
dimensional stability during each stage.

Imbalanced Filling of Multiple-Cavity
Tooling

By increasing the number of quality compo-
nents produced during a given molding cycle
(multicavity molds), the cost of tooling
increases, yet the cost of production is reduced.
This assumes that each component produced in
each cavity of the multicavity mold will be
identical. However, despite almost identical
cavities, flow paths, cooling, and other control
parameters, variations often exist between
molded components. These variations signifi-
cantly limit the benefit of a multicavity mold.
The use of computer simulations allows balanc-
ing of the multiple-cavity filling event. First,
from the cooling analysis, the cooling channel
is configured to obtain a uniform mold-wall
temperature around each component. Second,
from the 3-D delivery system, analysis of the
conduction effect of the flow in each branch
allows the delivery system to be appropriately
configured. Combining these results with a vis-
cous heating analysis leads to optimization of
the processing variables as well as the cavity,
delivery system, and cooling channel designs.
Figure 10(a) shows the FEM meshing for an

eight-cavity delivery system. Figure 10(b)

Fig. 7 Pressure-time plots at the three points indicated in Fig. 2. Simulation results are obtained from filling, packing, and cooling analyses with a constant cavity-wall temperature
of 30 �C. (a) Without slip modeling and without interface with cooling analysis. (b) With slip modeling and without interface with cooling analysis. (c) With slip modeling

and with interface with cooling analysis. Source: Ref 14
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visually shows the filling difference associated
with a shift in the mold-filling time. In this
case, slightly slower filling was beneficial.
Figure 11(a) shows the cooling analysis and

temperature difference in two neighboring cav-
ities. The difference in temperature distribu-
tions in the two cavities results from the
combination of the cooling channel configura-
tion and the viscous heating effect in the deliv-
ery channel.

Balanced Filling

Flow balancing during filling in a multiple-
cavity tool set requires understanding of the
melt-front velocity (MFV) and melt-front area
(MFA) profiles. As the name suggests, MFV
is the melt-front advancement speed, and
MFA is the cross-sectional area advancement;
they are either the length of the melt front mul-
tiplied by the thickness of the component, the
cross-sectional area of the runner, or a sum of
both if the melt is flowing in both places. At
any time, the product of local MFV and MFA
along all moving fronts is equal to the volumet-
ric flow rate (Ref 27, 28):

MFV � Q

MFA
(Eq 18)

where Q is the volumetric flow rate. A high feed-
stock velocity at the melt front gives a higher

Fig. 9 Weld lines and air trap/vent are predicted by using a computer-aided engineering tool for the powder injection
molding process. (a) Plate. Source: Ref 22. (b) Dental scaler tip. Source: Ref 23. (c) Geometry evaluation of

microfeatures. Source: Ref 24

Fig. 8 (a) Short shot is predicted by checking the
filling pattern. (b) Flash is avoided by

calculating clamping force from the simulation results.
Source: Ref 22

Modeling and Simulation of Metal Powder Injection Molding / 351

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



surface stress with more molecular orientation
and particle migration. A variable velocity of the
melt front during filling results in differential sin-
tering shrinkage and component warpage. There-
fore, it is desirable to maintain a constant
velocity at the melt front to generate uniform
molecular orientation and minimized particle
migration in the flow direction (not in thickness

direction), which results in uniformmaterial prop-
erties. Therefore, MFV and MFA are important
design parameters, especially for balancing the
flow during cavity filling. For example, MFA is
used to quantitatively compare the degree of flow
balance.
Figure 12 illustratesMFV andMFA variations

in a plate component that has four gates. Due to

the variable gate locations and filling pattern, a
constant MFV is not guaranteed, even with a
constant volumetric flow rate (or equivalently, a
constant ram speed). Portions of the melt front
reach the end of the cavity while other portions
are still moving. Optimizing the ram-speed pro-
file or relocation of the gate location byminimiz-
ing theMFA in the cavity is discussed later in the
section on optimization in this article.

Sensitivity Analysis

Simulating and optimizing the PIM process
is difficult because several material, compo-
nent, and process parameters are linked. It is
difficult to identify critical parameters in the
computer design because multiple objective
functions must be considered. An important
question arises about how variations in material
property influence the errors arising in predic-
tions of various simulated parameters. During
the design of a component, adjustment is made
to its size to improve the functional and aes-
thetic attributes of the component. Additionally,
changes are made to the location and dimen-
sions of the melt-delivery system to improve
the manufacturability of the component. These
issues also raise questions about how small
changes in dimensions influence process varia-
tions. Finally, several process settings are con-
trolled by the operator on the injection
molding machine during the production stage.
It is important to understand how a computer-
ized design tool captures the influence of such
process variations in its prediction (Ref 27).
Process, design, and material parameters are

optimized using sensitivity analysis. It is a valu-
able tool for the design engineer who deter-
mines the critical input parameters as well as
for the production engineer who must optimize
production. For the sensitivity analysis, the
input parameters are varied over a fixed range
(for example, þ�5%), and the response of the
output parameters is monitored. The sensitivity
is calculated as the slope of the dimensionless
dependent variable with respect to the dimen-
sionless independent variable, according to:

Sensitivity�Percentage change in output

Percentage change in input

� Increment in output=Initial value of output

Increment in input=Initial value of input

(Eq 19)

This definition of sensitivity was used to
compare input and output parameters having
different dimensions. For example, a sensitivity
value of –1.5 means that the percentage decre-
ment of output is 1.5% if the percentage incre-
ment of input is 1.0%. It is independent of input
and output parameter units. The result from
Atre et al. (Ref 27) is shown in Fig. 13,
showing all normalized sensitivity values
between the input and output parameters, which
means that both the pressure- and temperature-
related output parameters are sensitive to the
process and geometry conditions and feedstock

Table 5 Relationship of variables to improve quality at each molding stage

Objective functions

Design variables

Filling stage Packing stage Cooling stage

Minimum injection
pressure

Optimum filling time Optimum packing time to
avoid backflow

. . .

Maximum productivity . . . . . . Optimum cooling time
Minimum deformation Optimum ram-speed profile

for uniform velocity at
melt-front

Optimum packing
pressure for profile
uniform shrinkage

Optimum cooling system design for
uniform and even cooling and
eliminating hot spot

Source: Ref 25

Fig. 10 (a) Finite-element modeling mesh for a multicavity and delivery system. (b) Filling experiment showing the
different filling pattern by changing the filling time (tf) from 4.0 to 0.5 s. Source: Ref 26
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properties, while the flow-related output para-
meters are sensitive to the process and geome-
try conditions. The abbreviations used in Fig.
13 include the following.
For classification of input parameters:

� PC (processing conditions): Filling time (tf),
switchover point (SO), injection temperature
(Ti), and mold-wall temperature (Tw)

� GC (geometry conditions): Part thickness
(PT), gate diameter (GD), runner diameter
(RD), and sprue diameter (SD)

� FP (feedstock material properties): Density
(r), specific heat capacity (Cp), thermal con-
ductivity (k), transition temperature (Tg),
eject temperature (Te), viscosity parameters
(n, B, C, Tb, ty)

� BP (binder material properties): Density
(rb), specific heat capacity (Cp,b), thermal
conductivity (kb), viscosity parameters (Bb,
Tb,b, a, b, m)

For classification of output parameters:

� Pressure related: Injection pressure (Pi),
clamping force (fc), and maximum shear
stress (tmax)

� Temperature related: Melt-front temperature
difference (△MFT), packing time (tp), and
cooling time (tc)

� Velocity related: Maximum shear rate
( _�max), average MFV (mMFV), standard
deviation of MFV (sMFV), average MFA
(mMFA), and standard deviation of MFA
(sMFA).

Optimization 1—Filling Time

Filling time is an important variable that is
optimized to reduce the required injection pres-
sure. From the CAE filling analysis, the injec-
tion pressure is calculated by varying the
filling time. When plotting the required injec-
tion pressure versus various filling times, the
optimal filling-time ranges are determined for
the lowest injection pressure. The curve is U-
shaped because, on one hand, a short fill time
involves a high melt velocity and thus requires
a higher injection pressure to fill the mold. On
the other hand, the injected feedstock cools
more with a prolonged fill time. This results in
a higher melt viscosity and thus requires a
higher injection pressure to fill the mold. The
shape of the curve of injection pressure versus
fill time depends very much on the material
used as well as on the cavity geometry and
mold design. If the required injection pressure
exceeds the maximum machine capacity, the
process conditions or runner system must be
modified. Figure 14(a) and (b) show the opti-
mum filling-time selection for the selected mul-
ticavity mold.

Optimization 2—Gate Location and
Number of Gates

For a given component geometry, a filling
analysis is generated based on the filling pat-
terns in Fig. 15. The injection molding pressure
can be reduced by trying other locations for the
gate, from a single end to a single center loca-
tion. Based on this new gate location, the injec-
tion pressure is calculated. Compared to the
previous design, the injection pressure is
reduced. Further reduction of the injection pres-
sure can be obtained by using multiple gates.
With three gates evenly distributed along the
diagonal direction, the injection pressure is
reduced from 24.2 MPa for the single end gate
to 6.29 MPa.

Optimization 3—Delivery System and
Ram-Speed Profile

Figure 16(a) shows the meshed geometry and
solid layer fraction distribution of a cellular
phone housing with a center gate. Figure 16(b)
shows the corresponding optimal ram-speed
profile that minimizes the MFV based on the
current gate location. Table 6 shows that all
other variables have also been improved due
to this delivery and ram-speed profile
optimization.

Optimization 4—Design of Experiments

There are many injection molding parameters
that affect green component properties. There-
fore, a design of experiment (DOE) approach
is used where there are many inputs. The most
frequently used methods are the partial or full
fractional design and the Taguchi approach

Fig. 11 (a) Multiple-cavity cooling analysis showing the temperature difference in neighboring cavities in what
would appear to be a balanced flow system. (b) Illustration of how the viscous heating effect leads to this

temperature imbalance. Source: Ref 26
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(Ref 18, 29). If an appropriate DOE method is
used, one can easily establish whether the
inputs have an effect on the outputs of the sys-
tem. An optimization study is demonstrated for
the multicavity shown in Fig. 14. The Taguchi
method follows this procedure:

� Determine the objective function to be
optimized.
� Minimize the weight of delivery and

injection pressure.
� Identify the control factors and their levels.

� Injection temperature (A)
� Mold-wall temperature (B)
� Diameter of main runner (C)
� Diameter of branched runner (D)

� Identify constraints.
� Capability of injection molding machine

is the constraint.
� Design the matrix experiment and define the

data analysis procedure.
� L9 (3

4) orthogonal array
� Predict the performance at these levels.

� Simulation or experiment based on L9
array

� Analyze the data and determine optimum
levels for control factors.
� The larger the signal-to-noise ratio, the

better.

� Conduct the matrix experiment.
The four input parameters (injection tem-

perature, mold-wall temperature, diameter of
main runner, and diameter of branched run-
ner) are the control factors, and the optimiza-
tion procedure involves the determination of
the “best” levels of control factors. The best
levels of control factors are those that maxi-
mize the signal-to-noise (S/N) ratio. Maximiz-
ing the S/N ratio results in minimizing any
property that is sensitive to noise. The
“larger-the-better” characteristic of the S/N
ratio is chosen because a high value of S/N
implies that the signal is higher than the
uncontrollable noise factors. The S/N ratio
was calculated using an equation that is
measured in unit decibels:

S=N¼�log10½mean sumof square of themeasured data]

(Eq 20)

The objective function to be minimized is:

F ¼ a Normalized weight of delivery systemð Þ
þ 1� að Þ Normalized injection pressureð Þ

(Eq 21)

where a is an adjustable parameter selected by
the user.

Table 7 depicts the Taguchi L9 orthogonal
array and the results from the experiment. Fig-
ure 17 shows the S/N ratio analysis of the
experiment, where 1, 2, and 3 represent low,
medium, and high settings, respectively. From
the analysis, the total contribution of the injec-
tion temperature to the objective function is
47.22%, the mold-wall temperature is 34.3%,
the diameter of the main runner is 12.42%,
and the diameter of the branch is 6.06%.
The conditions corresponding to No. 9 prove

optimal, and the combination minimizes the
objective function when the injection tempera-
ture is 140 �C, the mold-wall temperature is
45 �C, the diameter of the main runner is 5
mm, and the diameter of the branch runner is
4 mm. This combination provides a scrap sav-
ings of 24% and a reduction in the injection
pressure of 0.1% from the initial design.

Summary

This article shows the unique attributes for
PIMfilling simulations. Aftermolding, assuming
the component is rigid, the components are sub-
jected to a heating cycle where both binder burn-
out and sintering take place. The constitutive
models for sintering are covered in the article
“Modeling and Simulation of Press and Sinter
PowderMetallurgy” in this Handbook.However,
for PIM components, the sintering shrinkage is
large, because the compact starts near 60% dense
and shrinks approximately 15% in attaining a
sintered density near 98% of theoretical. To date,
simulations for the final size and shape are prov-
ing accurate. The current efforts are aimed at
adding the debinding cycle onto the integrated
molding and sintering simulations. This is obvi-
ously a topic for more research.
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Modeling and Simulation of Machining
Christian E. Fischer, Scientific Forming Technologies Corporation

CONVENTIONAL MACHINING describes
a family of processes in which metal is
removed locally by the shearing action of a cut-
ting tool. Cutting typically involves a single- or
multiple-point cutting tool. Processes can
broadly be grouped into:

� Turning: A slowly translating tool is moved
into a rapidly rotating part, typically on a
lathe.

� Milling: A rapidly rotating tool is used to
remove material from the surface of a sta-
tionary or slowly translating and/or rotating
workpiece.

� Drilling: A rotating tool is used to form a
hole in a workpiece.

� Shaping or broaching: Material is removed
by using a multiple-edge tool with progres-
sively evolving shapes.

� Thread cutting: A tap or die or used.

These processes are used to precisely shape a part.
They are selected over other shaping processes
because of their potential for geometric accuracy
and their ability to produce shapes that cannot be
produced by other processes. They also offer an
economic advantage for one-of-a-kind or many
low-to-moderate production-run products (Ref
1). Nonetheless, metal cutting is frequently an
expensive and time-consuming process. The eco-
nomics of machining are governed largely by the
cost of owning and maintaining equipment and
by labor costs. Reducing the production cost per
part frequently means minimizing the time that
part is being processed on a machine while still
maintaining acceptable part quality.
The factors that limit production rate can be

grouped into three categories: workpiece quality,
machine capabilities, and chip control. The ele-
ments influencing workpiece quality include:

� Dimensional accuracy: The accuracy and
repeatability of the tool path and the distor-
tion of the workpiece govern the dimen-
sional accuracy.

� Surface integrity: Excessive heat or distortion
can adversely affect workpiece fatigue
performance.

� Residual stress: Surface and bulk stresses in
the part can influence fatigue life and product
performance.

� Surface finish: Requirements for roughness
and other surface characteristics must be met.

The elements influencing machine capability
include:

� Horsepower: The machine must provide
adequate horsepower to maintain the desired
material-removal rate.

� Stiffness: Deflection of the machine and
workholding system should be small enough
to allow repeatable processing.

� Dynamic stability: Many cutting processes
introduce cyclic loading, which can lead to
chatter and extremely adverse effects on tool
life and surface finish. Resistance to vibra-
tion is a key factor in avoiding this effect.

� Control response: In numerical-controlled
machining, the time required to speed up,
slow down, and change directions can influ-
ence processing time, particularly in high-
speed machining.

� Cutting tool life/changeover time/frequency:
The time required for a tool change opera-
tion is nonproductive time on a machine. In
general, faster material-removal rates lead
to higher tool wear rates and more frequent
tool changes. A balance must be struck
between maximizing material-removal rates
and minimizing tool change time.

The elements influencing chip control include:

� Chip breakage and removal: Chips that
remain in or around the cutting zone can
adversely influence surface finish and tool
life. A critical consideration in cutting tool
design is achieving a chip that is easily
removed from the cutting zone.

Analytical and computer modeling offers the
potential for an improved understanding of the
process, which can assist in selecting optimum
or near-optimum processing conditions. There
are two primary motivations for modeling any
process or product, regardless of the
application:

� Reduce or eliminate the need for experi-
ments or prototypes and thereby reduce the
cost and/or time required to develop a new
product or process

� Gain a better understanding of phenomena
that cannot be easily measured or studied
in experiments, and use that information to
guide future design decisions

Fundamentals and General
Considerations

Machining Fundamentals

The Chip Formation Process. Fundamen-
tally, all chip forming processes rely on the
same shearing action at the tool edge. The
process can be idealized by a two-dimen-
sional model, as illustrated in Fig. 1 and 2.
This so-called orthogonal model assumes that
a rigid tool engages a workpiece at a depth t0.
The metal shears along a plane oriented at an
angle f between the tool edge and the cutting
plane. This shearing action forms a chip of
thickness t in front of the tool. The orienta-
tion of the tool face relative to the cutting
plane is known as a,. the rake angle of the
tool (Ref 2).
Simple geometric analysis gives the relation-

ship between the uncut thickness, D, the chip
thickness, t, the rake angle, a

_
, and the shear

plane angle, f(as shown in Fig. 3), by the
equation:

tan f ¼ r cos a
cos f� að Þ

where r = D/t. There is a relatively minor
amount of deformation at the cut surface of
the workpiece caused by contact with the side
or flank edge of the tool.
The direct forces on a cutting tool are a result

of pressure exerted on the tool by the chip,
pressure on the flank edges, and friction on
the tool, as shown in Fig. 4. Friction acts
between the chip and the tool and between the
newly cut workpiece surface and the flank edge
of the tool.
During the cutting process, heat is generated

by plastic deformation in the chip and by fric-
tion between the tool, chip, and workpiece.
The temperature of the chip and cutting tool
increases, as does the newly cut surface of the
workpiece.
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General Considerations Modeling and
Simulation of Machining Processes

In computer models and simulations, it is com-
mon practice to use discretization to describe the
physical behavior of a process and product. For
example, finite-element simulation is widely used
because of its ability to describe arbitrary shapes
and field-variable distributions.However, any sort
of discretization is challenged by extreme ranges
of length scale for the process being modeled.
Machining processes present exactly this sort of
length-scale challenge, where submillimeter-

scale phenomena such as surface microstructure
and residual stress can influence the performance
of meter-scale products.
Current computer modeling and simulation

technology does not permit the concomitant
simulation of small-scale effects over the
entirety of a large part. For this reason, metal
cutting models are currently grouped into
large-scale and small-scale models. Large-scale
models capture overall part and machine tool
behavior. Small-scale models focus on the
interaction of the cutting tool and the workpiece
in a localized region of the workpiece.

Perhaps the most straightforward large-scale
models are used to verify numerical control
(NC) toolpaths; check final part shape; check
for interference between the cutting tool, spin-
dle, fixture, and workpiece; and perform basic
material-removal rate and volume calculation.
The most basic models do not include analyti-
cal equations, only volume and geometric inter-
action. More sophisticated models rely on basic
analytical equations to predict cutting force and
power requirements. Many NC toolpath
planning codes, such as those from Catia, Uni-
graphics, Pro Engineer, Delcam, Esprit, Gibbs,
Mastercam, and others, include basic verifica-
tion. Vericut, by CG Tech, is a stand-alone ver-
ification program that also includes
optimization functions based on geometric
chip-load calculations. The AdvantEdge Pro-
duction Module from Third Wave Systems uses
finite-element-based power calculations to opti-
mize feeds and speeds.
Using finite-element methods, distortion due

to relief of prior residual stresses and cutting-
induced forces can be studied. As of 2010,
state-of-the-art simulations consider material
removal as a geometric Boolean difference
operation, without consideration of the removal
method. However, several ongoing projects
seek to consider not only prior stresses but the
forces and stresses introduced during the
metal-removal process.
Dynamic stiffness, vibration, and chatter can

adversely affect part quality and tool life. There
are several approaches to modeling chatter that
characterize the dynamic response of the
machine/workpiece system and seek to find sta-
ble operating conditions.
Chatter is due primarily to forced vibrations

where the forcing frequency is generally
due to spindle rotation speed and periodic
engagement and release of cutting edges.
Koenigsberger and Tlusty (Ref 3) developed
an analytic model of the forcing function
as a function of the undeformed chip thick-
ness. The simplest approach is to model the
machine tool as a single degree of freedom
system, but it can also be modeled as a multi-
ple degree of freedom system. In all cases, the
chip load is taken stepwise, considering the
effect of vibration-induced scallops from
the prior cut. These vibration models are used
to identify cutting speeds and chip loads that
will create dynamically stable and unstable
cuts. Altintas (Ref 4) extended this method
of analysis to develop an analytical prediction
of three-dimensional chatter stability in
milling.
Much of the implementation of these models

involves measurement and characterization of
the dynamic stiffness of the system. A detailed
description of the models and their application
is given in Ref 5.
The primary focus of this article is smaller-

scale models, which do not seek to characterize
the full system but rather only the workpiece/
tool/chip interface and behaviors closely asso-
ciated with that.

Fig. 1 Schematic illustration of two-dimensional approximation of a cutting process. Adapted from Ref 2

Fig. 2 Primary, secondary, and tertiary shear contact zones
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Analytical Models

The earliest and simplest models apply empiri-
cal observations and basic relationships between
force, velocity, and power to predict cutting
forces. While simplistic, they are often adequate
for sizing equipment or designing fixtures. Ana-
lytical chip-forming models apply plasticity the-
ory to characterize the interaction between tool
edge, workpiece, and chip. Ernst (Ref 6) andMer-
chant (Ref 7) were the first to apply this theory to
predict cutting forces in 1938 and 1945, respec-
tively. They assumed that shearing occurs along
a single plane and that the shear stress on the plane
is equal to the shear yield stress of the material.
From this assumption, a force balance was

derived, and cutting and thrust forces are pre-
dicted. Cutting power is the product of cutting
speed and cutting force.
Merchant theorized that the shear plane angle

that minimized the cutting power was the best-fit
shear plane angle. Solution of the equation requires
identifying a so-called friction angle. The friction
angle, b, is defined from the ratio between the
forces parallel (P) and perpendicular (N) to the rake
face:

b ¼ arctan
P

N

� �

A geometric analysis relates the rake angle,
a, friction angle, b, shear plane angle, f

_
, uncut

chip thickness, a, and out-of-plane thickness, b,
to the cutting force, Fc:

Fc ¼ kab cos b� að Þ
sinf cos fþ b� að Þ

and the thrust force, Ft:

Ft ¼ kab sin b� að Þ
sinf cos fþ b� að Þ

where k is the shear flow stress, assumed to be a
constant.
Merchant assumed that f would assume a

value that minimized power consumption,
given by VcFc, where Vc is the cutting
speed.
Differentiating the cutting force equation

with respect to f yields:

f ¼ p
4
� bþ a

In many cases, there is poor agreement
between Ernst and Merchant’s models and
experimental data, but their approach estab-
lished a basic procedure for analysis. Lee and
Shaffer (Ref 8) developed a slip line field
assuming multiple shear planes, which also fell
short in terms of accuracy but provided further
insight into the mechanics of chip formation.
Semiatin and Rao (Ref 9) extended Mer-

chant’s theory and the temperature predictions
of Loewen and Shaw to develop a criterion
for transition from stable to unstable (serrated)
chip formation.
Loewen and Shaw (Ref 10) calculated the tem-

perature rise in an infinitesimally thin shear zone
as:

T � Tamb ¼ 0:95

Z G

0

tdG=rCJ
� �

1� bð Þ

where r is the density, C is the specific heat, J
is the mechanical equivalent of heat, b is the
fraction of heat lost to conduction and transport
in the chip, and G is the length of the shear
zone.
Semiatin and Rao referenced prior theoretical

and experimental work that defined a stability
criterion, a, where the softening rate suffi-
ciently exceeds hardening:

a �
ffiffiffi
3

p
_G

d _G
dG

¼ 1

_e
d _e
de

> 5

When a exceeds 5, flow localization is
imminent.
Along with the equation for temperature rise,

they found that for materials with power-law
strain hardening:

1

t
dT

dG
¼ 0:95

rCJ
Z � 0:664

1þ n

DG
vd

� �1=2

Z2

( )

where v is the cutting speed, d is the uncut chip
thickness, and Z is given by:

Fig. 3 Force and angle measurements used in Ernst and Merchant’s cutting analysis

Fig. 4 Forces acting on the rake and flank surfaces of a cutting tool
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Z ¼ 1þ 1:328
DG
vd

� �1=2
" #�1

While the approach showed some promise, it
still uses a shear plane rather than a shear zone.
Rather than shear planes, Oxley (Ref 11)

proposed a method of analysis using shear
zones. He assumed a parallel-sided primary
shear zone and a secondary shear zone along
the rake face of the cutting tool. Material
properties vary through the zone as a function
of strain, temperature, and cutting velocity.
The average shear strain rate in the primary
shear zone is:

_g ¼ C0

Vs

l

where Vs is the shearing velocity along the pri-
mary shear plane, given by:

Vs ¼ Vc cos a
cos f� að Þ

and l is the length of the plane. C0 is an empir-
ically determined constant, which is approxi-
mately 5.9 for mild steels.
The average strain in the primary deforma-

tion zone is:

g ¼ cos a
2 sin f cos f� að Þ

The shear flow stress in the primary shear
zone is given by k, which is a function of the
strain, strain rate, and temperature.
So, the shear force per unit thickness is:

Fs

b
¼ k a

sinf

where a is the uncut chip thickness, and b is the
out-of-plane thickness.
The cutting and thrust forces, Fc and Ft, are

related to the shear force by:

Fs ¼ Fc cos f� Ft sin f

This method has generally been shown to yield
accurate results.
Other researchers have extended Oxley’s

shear zone model, using improved estimates of
the state variable variation through the zone.
Tounsi and his coworkers (Ref 12) assumed
an arbitrary one-dimensional velocity variation
across the primary shear zone. From this varia-
tion, an incompressibility assumption, boundary
conditions of the shear zone, and a distribution
of strain rate, pressure, and stress can be
derived.
These analytical models have the advan-

tage that they can calculate values very
quickly. However, because they rely on
assumed velocity fields and tool-edge repre-
sentation, there are inherent limits to how
accurately they can capture actual chip
behavior.

Finite-Element Modeling and
Simulation

Finite-element models that incorporate large
deformation plasticity theory represent a more
detailed alternative to the analytical models. They
can accurately predict three-dimensional chip
geometry, cutting forces, and temperature effects
in the tool, workpiece, and chip. Models can use
solid models of actual tool geometry rather than
simplified shapes. The drawback to finite-element
models is calculation time, which can extend into
hours or days, even on very fast computers.
Where analytic models rely on assumptions

about material flow in a specific process, finite-
element models are typically developed for more
general conditions. Fundamental physics is
incorporated into the model via a simple element
shape rather than a complex shear zone behavior.
The process geometry is discretized. Deformation
calculations in a single element are relatively sim-
ple. Using a computer to assemble thousands of
simple elements allows a very detailed description
of flow behavior. Significantly fewer a priori
assumptions about the process are required.
In general, finite-element models fall into

two categories:

� Steady-state models represent a snapshot in
time. An assumed chip shape is used. The
shape may be modified as part of the solu-
tion calculation.

� Transient models track the evolution of chip
geometry with time. Tool entry and exit
behavior as well as evolution of chip shape
and contact are modeled.

Each modeling approach has its advantages
and disadvantages. Transient models capture
more details about the process, including
unsteady chip behavior such as chip serration.
However, these models require special treat-
ment for chip separation, either through a pre-
defined separation surface or through frequent
remeshing to manage severe deformation at
the tool edge. Calculation times can also be sig-
nificant, and reaching steady-state tool tempera-
tures is not practical without special treatment.
Steady-state models inherently capture

steady temperature and chip behavior. Remesh-
ing is generally not required, because any dis-
tortion of elements is small. No special
treatment is required for separation of the chip,
because the tool position does not change.
For all models, calculation time tends to

increase with increasing resolution in models.
Element size establishes discretization detail.
Smaller elements provide better resolution of
detail but require proportionately more compu-
tation effort.

Various Modeling Approaches

Transient Models. In a transient, or
Lagrangian, finite-element model, the work-
piece geometry and associated field variables

evolve with time. In general, the finite-element
mesh will track specific material points, such
that the mesh shape evolves with the deforming
material. Because of the severe deformation
associated with chip formation, some sort of
remeshing, rezoning, or mesh smoothing is gen-
erally required in close association with the
deformation calculations. Chip separation at
the tool edge can be modeled by a predefined
line, by distortion and remeshing, or by a frac-
ture criterion.
The approach is well suited to modeling

unsteady behavior such as varying chip mor-
phology, exit burr formation, or inherently
unsteady processes such as milling. However,
it is difficult to predict steady-state behavior
using a transient model. In particular, several
seconds of cutting time and several meters of
cut are required for a tool to reach a stable tem-
perature. Because runtimes for most Lagrangian
analyses extend into hours or even days for a
several centimeter cut lasting milliseconds, run-
ning a transient analysis to reach steady temper-
ature is impractical.
Continuous Cutting Model. Klocke and

coworkers (Ref 13) modified a commercial
finite-element package to create a simulation
method that adds material in advance of the
cutting edge and deletes material from the
workpiece beyond the cutting edge.
The simulation method features the advantage

of Lagrangian models in that they can model
unstable chip-forming behavior. With a smaller
workpiece, the total volume of material and thus
the degrees of freedom required for solution are
smaller.
Steady-State Model. In a steady-state, or

Eulerian, model, the workpiece geometry
boundary is fixed in space. Material convects
through the mesh, but the shape of the mesh
does not change. In this approach, cutting force,
temperature, and state variables such as strain
can be calculated along stream lines in the
workpiece.
Because there is no evolution in the shape of

the part, a single-step analysis can be performed
significantly more quickly than a Lagrangian
model. However, it is not possible to capture
unsteady behavior such as chip serration, chip
breaking, or burr formation. Furthermore, it is
necessary to assume the shape of the chip a
priori.
Hybrid Model. Chigurupati (Ref 14)

reported on the development of a hybrid model.
An initial transient simulation is performed to
obtain a preliminary chip shape. Then, using
the chip shape as a starting condition, an arbi-
trary Lagrangian Eulerian (ALE) simulation is
performed. In the ALE model, the material flow
source and sink are assumed on the workpiece,
and a second sink is assumed at the free end of
the chip. For a fixed point in time, the work-
piece geometry is updated until flow lines are
tangent to the surface. Temperature is updated
until steady-state conditions are reached. When
both of these conditions are met, a steady-state
solution is reached.
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When steady-state tool temperature is estab-
lished, the transient analysis is completed to
analyze exit behavior.
Two-Dimensional versusThree-Dimensional

Analysis. Two-dimensional (2-D) plane-strain
or plane-stress finite-element models are appro-
priate for orthogonal cutting simulation. Com-
pared to three-dimensional models, they have
significantly shorter calculation time for a given
level of resolution. The 2-D models are appro-
priate for applications requiring a great deal of
resolution, such as studies of surface residual
stress or microstructure, or for fundamental
studies of physical behavior, development, and
verification of material data, and so on.
Three-dimensional (3-D) models are appro-

priate for studying geometric details of actual
cutting tools, which, in most cases, cannot be
adequately represented by a 2-D model. How-
ever, 3-D simulations with small elements
require extremely long calculation times, limit-
ing the practicality for applications where a
very fine level of detail is required.
Pioneering Developments in Finite-

Element Analysis. Today (2010), research in
finite-element analysis is focused primarily
on developing applications, improving input
data, and refining numerical techniques. The
CIRP (Ref 15) has sponsored a series of work-
shops on the modeling of machining pro-
cesses, starting in Atlanta in 1996 and
meeting annually since then (Ref 16). To-
gether, the proceedings of these conferences
provide an excellent overview of the evolution
of the state-of-the-art of machining process
modeling. The current growing industrial
application of finite-element simulation of
machining owes its existence to fundamental
research and development beginning in the
late 1980s and continuing through the 1990s.
In 1985, Strenkowski and Carroll described a

finite-element model of orthogonal metal cut-
ting (Ref 17) that used a Lagrangian approach
to finite-element analysis. The model used a
predefined separation line, with element separa-
tion determined by a strain criterion. The accu-
racy of this method suffered from a strong
dependence on the selection of the separation
criterion.
Through the mid-1990s, several research

groups introduced Lagrangian simulations
using automated remeshing techniques rather
than a predefined separation plane. In 1992,
Sekhon and Chenot (Ref 18) simulated orthog-
onal cutting with automated remeshing using
the code Forge2, which had been developed at
the French research institute CEMEF. In 1993,
Camacho, Marusich, and Ortiz introduced a
continuous remeshing technique (Ref 19),
which Marusich used to develop a finite-
element system for high-speed machining (Ref
20). In 1996, Cerretti, Fallboehmer, Wu, and
Altan adopted the remeshing procedure in the
commercial software DEFORM-2D to model
orthogonal cutting (Ref 21).
In 1997, Strenkowski and Athavale refined

Eulerian simulation to the point where it was

suitable for simulating tools with chip control
(Ref 22).
Because of computational complexity, early

research was entirely conducted using 2-D
plane-strain models. In 2000, Cerretti (Ref 23)
modeled the turning process in 3-D, which
was perhaps the first 3-D simulation result
using a commercial code with automated
remeshing.
To varying degrees, all of these researchers

demonstrated the capability of finite-element
simulation to give reasonable predictions of
cutting forces, chip shape and morphology,
and cutting zone temperature. Subsequent work
has focused primarily on improving and better
understanding input data and numerical
techniques.

Input Data for Modeling and
Simulation

In 1998, Childs addressed material property
needs for simulation of metal machining (Ref
24). The primary and secondary shear zones
exhibit extreme deformation rates, temperature
rises, and pressures against cutting tools. Tradi-
tional material models and testing methods fre-
quently do not accurately capture the complete
physics of the process. In particular, there are
no clear standards for determination of material
flow stress behavior or friction between the
workpiece and tool. There is, however, substan-
tial research into the topic.

Flow Stress Measurements

Flow stress is a measure of the stress
required for an increment of plastic deforma-
tion of a material at a given strain, strain rate,
and temperature. It generally is also a function
of prior processing, including grain size, phase,
and starting hardness.
Traditional testing methods involve measure-

ment of the force required for deformation of a
material sample under tension, compression, or
shearing at a temperature and deformation rate
similar to the process being simulated. How-
ever, strain rates in machining can exceed 105/
s or even 106/s in the primary shear zone. Stan-
dard compression tests are suitable only for
strain rates under 102/s. Even high-speed com-
pression tests can only produce usable results
at strain rates up to 450/s (Ref 25).
The Kolsky or split Hopkinson bar test mea-

sures dynamic stress-strain response via a series
of bars that transmit a pressure pulse through the
test sample. Strain gages are used tomeasure inci-
dent and reflected pulse speed and intensity. How-
ever, even this impact approach is limited to strain
rates of little more than 103/s.
This limitation has led several researchers to

use cutting tests on a lathe or milling machine
to measure deformation force, then use inverse
analysis techniques to fit coefficients to an
equation that will result in analytical prediction

of similar forces under similar cutting
conditions.
Constitutive Models. The typical approach

is to adjust the coefficients of a constitutive
equation until predicted forces match the exper-
imental results.
Johnson and Cook (Ref 26) suggested a sim-

ple description of flow stress as a function of
strain, strain rate, and temperature:

s ¼ ðAþ BenÞ 1þ C ln ð_e= _e0Þ
� �ð1

� ½ðT � TambÞ=ðTmelt � TambÞ�mÞ

In the Johnson-Cook equation and its var-
iants, strain hardening, strain-rate sensitivity,
and thermal softening are treated in separate,
independent terms. A represents the basic
strength, and B and n the strain-hardening
behavior. C represents rate sensitivity, and m
the thermal softening behavior. Various
authors have proposed variations of this basic
equation to account for phenomena such as
dynamic strain hardening (i.e., blue brittle-
ness) in steels.
Zerilli and Armstrong (Ref 27) suggested an

alternate formulation, based on dislocation
dynamics:

s ¼ C1 þ C2e0:5 exp½ð�C3 þ C4 ln _eÞT�
for face-centered cubic materials

or

s ¼ C1 þ C5en þ C2 exp½ð�C3 þ C4 ln _eÞT�
for body-centered cubic metals

Marusich and Ortiz observed that there is a
transition in fundamental behavior from low-
strain-rate to high-strain-rate behavior. This
led to the development of a two-stepped consti-
tutive model (Ref 20):

1þ _ep

_ep0

� �
¼ s

gðepÞ
� �m1

; if _ep � _et

1þ _ep

_ep0

� �
1þ _et

_ep0

� �m2=m1�1

¼ s
gðepÞ

� �m2

; if _ep > _et

where the g term accounts for strain hardening
and thermal softening:

g ¼ ½1� aðT � T0Þ�s0 1þ ep

ep0

� �1
n

Umbrello and his coworkers adopted the
fundamentals of the Johnson-Cook model,
with independent terms for strain hardening,
thermal softening, and rate sensitivity
(Ref 28):

sðe; _e;T;HRCÞ ¼ BðTÞ Cen þ Fþ Geð Þ½1
þ ðlnð _eÞm � AÞÞ�

where HRC is hardness on the Rockwell C
scale, B(T) is a thermal softening term, F and
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G are functions of the hardness of the material,
and A and m are related to rate sensitivity. The
authors used Brozzo’s (Ref 29) damage criteria
to predict fracture, which results in chip
segmentation.
Inverse Testing Methods for Flow Stress/

Constitutive Behavior. Researchers at The
Ohio State University Engineering Research
Center for Net Shape Manufacturing (ERC/
NSM) (Ref 25, 30) applied Oxley’s slip line
field description of the primary shear zone
as a basis for inverse analysis. The research-
ers modified Oxley’s method such that flow
stress could be defined as any arbitrary func-
tion of strain, strain rate, and temperature.
They then selected the Johnson-Cook flow
stress model, or a variant thereof, to define
the flow stress.
In a cutting test, researchers measure cutting

force, thrust force, and, using a quick-stop test,
shear angle and the thickness of the secondary
shear zone. An optimization scheme is then
used to vary the coefficients of the Johnson-
Cook equation and the tool-chip friction to find
the best-fit values.
Experimental testing achieves strain rates of

105 to 106/s. Testing has been performed using
both a lathe and an end mill (Ref 25). The end
mill has the advantage of continuously vary-
ing chip load. Multiple data points can be
taken from a single experiment, and thereby,
the total number of experiments can be
reduced.

Interface Friction

In metal cutting, the primary friction force is
tangent to the rake face. There is a small sec-
ondary friction force acting on the flank wear
land. The vast majority of research has been
devoted to understanding rake-face friction
behavior, because it makes a significant contri-
bution to the total thrust force on the tool.
Most authors suggest that friction behavior is

nonlinear (Ref 31). In the tool-chip interface,
there is generally to be a low-pressure region
of sliding contact and a high-pressure region
of sticking contact, where the friction stress
rises to the shear flow stress of the chip
material.
Zorev (Ref 32) proposed a simple stepwise

friction model:

t ¼ mP where t < k

and

t ¼ k where mP > k

where m is the coulomb friction coefficient, t is
the friction stress, k is the shear flow stress, and
P is the normal stress on the rake face.
Shirakashi and Usui (Ref 33) proposed an

equation that relates friction stress to the nor-
mal stress at the tool-chip interface and the
shear flow stress of the chip:

t ¼ k 1� exp �c
P

k

� �� �

where c is a constant that is dependent on the
workpiece and tool materials.
A large number of other authors have

assumed a wide range of linear shear or cou-
lomb friction coefficients based as much for
convenience in the commercial simulation soft-
ware used as for any scientific principle.
A major issue with the determination of a

friction coefficient is that many researchers
assume that most or all normal forces arise
from tool-chip friction. A significant problem
with a large number of finite-element simula-
tion approaches is the underprediction of thrust
forces for material data and friction conditions
that give reasonable results. While many
authors have commented on this effect, none
seems to have uncovered a single cause.
Unpublished studies suggest that there may

be a significant contribution of normal cutting
force from flank-wear effects. The tool flank-
wear land is frequently disregarded in finite-
element simulations, or mesh discretization is
too coarse to consistently capture forces on a
micrometer-scale wear land. However, unpub-
lished studies on heavily worn tools suggest
that proper simulation of this land with ade-
quate mesh discretization at the flank gives
improved thrust force prediction.

Tool Design

Application Examples

Tool Design for Chip Removal. As previ-
ously noted, chips that are not effectively

removed from the cutting zone can adversely
affect workpiece surface finish and cutting tool
life. Cutting tool geometry plays a significant
role in chip control. Development of new cut-
ting tool geometry generally involves testing a
number of prototype tools before suitable per-
formance is realized. For pressed and sintered
cobalt carbide inserts, the cost of a single cut-
ting tool may be $5,000 to $10,000, and lead
times for production may be several weeks.
Fischer (Ref 34) and Kammermeier (Ref 35)

reported on the redesign of a polycrystalline
diamond insert for the Kennametal Fix Perfect
face mill (Fig. 5, 6). The mill is used for finish-
ing flat aluminum surfaces. Feedback from field
application indicated that chips were not clear-
ing the cutting zone but rather were becoming
trapped under the mill body and marring the
finished surface. The original insert design fea-
tured a 0� axial rake angle and a 22� effective
radial rake angle.
Kennametal proposed two possible redesigns

of this insert. Both involved adding an axial
rake to pull the chip away from the workpiece
and improve evacuation. The standard insert
as well as the two redesigns were simulated
using DEFORM-3D. To validate the simulation
results, prototype inserts were manufactured
and tested at Kennametal facilities.
Two prototype geometries were developed.

Design 1 featured a 20� radial rake and 8� axial
rake. Design 2 featured a 9� radial and 7� axial
rake. Figures 7 and 8 show the proposed rede-
signs of the insert, with a 20� radial rake angle
and an 8� axial rake angle. This combination
of radial plus axial rake lifts the chip away
from the workpiece face and tends to coil it.
The lifting can be observed clearly in Fig. 8
(a), and the tight coiling of the chip can be
seen in Fig. 8(b).
Simulations of the second redesign also

showed suitable performance. Kennametal
engineers selected that design to provide a bal-
ance of performance with a stronger cutting
edge. The prototype testing results compared

Fig. 5 Kennametal Fix Perfect milling cutter with
inserts. Source: Ref 34

Fig. 6 Geometry of baseline standard product. Source:
Ref 34

Fig. 7 Chip form for first proposed redesign: 20� radial
rake angle and 8� axial rake angle. Source: Ref 34
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extremely well with simulation results, as
shown in Fig. 9.
Effect of Tool Geometry on Burr Forma-

tion. Simulation is useful for studying chip
geometry but can also be used to study burr for-
mation. Researchers at The Ohio State Univer-
sity, working with a major automotive original
equipment manufacturer, used finite-element
analysis to study the effect of tool wear on burr
formation in face milling high-silicon alumi-
nums with polycrystalline diamond (PCD) tool-
ing (Ref 36). Because of the extremely long life
of PCD, it is impractical to conduct experi-
ments to wear out a tool. This makes simulation
an interesting alternative.
Figure 10 shows a finite-element model of a

workpiece at the end of a face mill cut. Simula-
tions were run using zero rake and high-positive
(20�) rake tools, with both sharp and worn geom-
etry. Burrs for sharp and worn zero rake tools are
shown in Fig. 11.
Figure 12 shows a comparison in burr size

between the four tool/wear combinations. As
can be seen from the graph, the high-positive
rake tool produces a smaller burr when sharp,

and the size of the burr is less sensitive to wear
than it is for the zero rake tool. This gives guid-
ance to the manufacturer in selecting a tool.
Burrs on actual parts tend to be larger than

those simulated, because the physical burrs are
accumulations of multiple passes. However,
the trends show good agreement between simu-
lation and physical samples.
Tool Temperature Calculation. Cutting

tool geometry is an important factor in initial
performance. However, tool temperature is fre-
quently a limiting factor in material-removal
rates because increasing temperature tends to
shorten tool life.
To validate finite-element temperature pre-

dictions, experimental results on insert tem-
peratures were taken from the literature (Ref
37). Here, the workpiece material was 1045
steel, and the insert was uncoated tungsten car-
bide. Cutting speed was 222 m/min, and depth
of cut was 1.5 mm. Simulations were per-
formed at feed rates of 23, 31, 40, and 48 mm,
respectively. Experimental temperature mea-
surements on the rake face were made using
infrared microscopy. Accuracy was reported to

be þ�40 �C at 700 �C. As can be seen from
Fig. 13, good comparisons were seen between
the model predictions and measured tempera-
ture values on the rake surface from the
experiments.
Effect of Coatings on Tool Temperatures.

One of the many roles of coatings on cutting
tools is to provide a thermal barrier to protect
the substrate. Yen and his coworkers (Ref 38)
have demonstrated two methods by which
coating layers can be simulated and evaluated
using finite-element analysis.
The first method is to model individual

layers, with discrete material properties
assigned to discrete thin layers of “coating”
mesh elements (Fig. 14). The second method
is to assign composite properties based on the
thermodynamic principle of one-dimensional
heat transfer through a composite wall, as
expressed by (Ref 39):

Dx
Keq

¼ Dx1
K1

þ Dx2
K2

þ Dx3
K3

where △xi is the thickness value of individual
coating layers, Ki is the thermal conductivity
of individual coating layers, △x is the total
thickness of the composite layer (=

P
△xi), and

Keq is the equivalent thermal conductivity of
the composite layer.
Both approaches showed good correlation

between experimentally measured and
simulated temperatures (Fig. 15).

Tool Wear

Application Examples

Tool wear is an unavoidable effect of metal
cutting. It is generally influenced by tempera-
ture, pressure, sliding, properties of the work-
piece material, tool materials, and coatings.

Fig. 8 First proposed redesign: (a) radial view and (b) axial view. The chip is lifted away from the workpiece, which
promotes better evacuation. Source: Ref 34

Fig. 9 Comparison of computer-aided design solid model of cutter (image from high-speed video) and finite-element
modeling simulation result, all from the same orientation. Insert with 7� axial rake and 9� effective radial rake.

Source: Ref 34

Fig. 10 Workpiece after face milling. Burr formation
was observed at the cutting edge and the

side and face of the exit. Source: Ref 36
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Yen, Soehner, and their associates (Ref 40)
have implemented a tool wear model based on
work by Usui (Ref 41). The model predicts wear
rate as a function of stress and temperature in the
insert and sliding velocity of the chip at the insert
interface. The wear rate is given by:

dW=dt ¼ AstVs exp �B

T

� �

where st is the effective stress in the tool, Vs is
the relative sliding velocity, and T is the

absolute temperature. The constants A and B
are evaluated by curve fitting experimental
measurements on flank wear.
The wear rates are used to update node

positions on the tool geometry to simulate
the actual wear process (Fig. 16). Wear is a

Fig. 11 Strain-rate distribution at exit burr for (a) sharp tool and (b) worn tool (v = 0.4 mm) of the Clapp-Dico cutter. Source: Ref 36

Fig. 12 Comparisonof burr area in relation to flankwear
width (v) between Clapp-Dico tool (axial rake

angle = 0�) and Kennametal high-shear tool (axial rake
angle = 20�). The points on the left indicate sharp tools, and
the points on the right indicate worn tools. Source: Ref 36

Fig. 13 Comparison of experimentally measured and
simulated steady-state temperatures for four

different feed rates. Source: Ref 14

Fig. 14 Mesh model for a TiC/Al2O3/TiN-coated tool
as used in experiments, based on the

individual layer model. Source: Ref 38
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nonlinear process characterized by primary,
steady-state, and tertiary zones. An insert/work-
piece material combination will exhibit a family
of curves based on cutting speed. For a sample
insert, the simulated result yielded a nonlinear
curve that fitwellwith the family of curves for that
insert (Fig. 16).
Workpiece Surface Integrity. Depending on

the end application of the product being
machined, maintaining good workpiece surface
integrity can be a critical consideration in process
definition. Worn tools have a significant impact
on residual stress and burr formation. In some
cases, workpiece surface integritymay be the lim-
iting factor in the utilization of worn tools.

White layer is a thin layer of altered micro-
structure that can develop under abusive
machining conditions. It can have an extreme
adverse effect on fatigue life and must be
avoided in fatigue-loaded parts.
Fischer et al. (Ref 42) have used simulation soft-

ware to predict white-layer formation in 52100
steel, quenched and tempered to a hardness of
53.5.With a worn tool, simulation results compare
extremely well to experimentally measured white
layer at 100 and 300 m/min. Simulation results
show that, with a sharp tool, white layer is avoided,
even at the faster 300 m/min cutting speed.
Figure 17 shows simulation results with

microstructure modeling enabled. A detail of
Fig. 17 is shown in Fig. 18, with a high-

martensite layer at the surface of the workpiece.
Figure 19 shows a comparison between experi-
mental and simulated martensite depth for two
different cutting speeds.

Conclusions

Computer simulation and modeling is becom-
ing a valuable tool for the evaluation and improve-
ment of cutting processes. The capability of
simulation to predict chip shape, cutting zone
temperature, tool wear, and cutting forces has
been well established. While there has been some
significant success inmodeling larger-scale work-
piece effects, there is still a need for more funda-
mental development in this area.
In many cases, the major impediment to wider

industrial application of simulation technology is
simulation time. In many situations, the time for a
simulation may be substantially longer than the
time required for production trials. Because of this,
simulation has proven its value primarily in appli-
cations where there is a substantial cost for proto-
type process or product trials. These include the
development of new cutting tools, the development
of cutting parameters for expensive materials or
costly parts, and the development of processes that
will see their first testing on production equipment.
As computer speed and software technology con-

tinue to improve, the bar for return on investments
in simulation technology will continue to fall.
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Modeling Sheet Shearing Processes for
Process Design
Somnath Ghosh, The Ohio State University
Ming Li, Alcoa Technical Center

SHEARING PROCESSES are among
those most frequently used in sheet metal
manufacturing and forming operations. These
processes are widely used in the primary metal,
automotive, aerospace, rigid packaging, elec-
tronics, household appliance, building and con-
struction industries, to name just a few. Sheet
shearing processes may be categorized into two
broad groups, depending on the tool geometry
and applications. The first group comprises two
top and bottom blades (cutting dies), which can
be either straight or curved, as shown in the sche-
matic of Fig. 1(a). The actions of the two blades
are discontinuous and in the form of strokes.
The blade cutting edge is in the plane of the sheet
or parallel to it. Processes belonging to this cate-
gory include blanking, trimming, piercing, guil-
lotining, and cropping. The second category
includes shear slitting and side- or edge-
trimming processes. These processes use two
rotary top and bottom knives, which can be of
block or disk type. Schematic diagrams of the
blade setup and various views of the blades are
shown in Fig. 2. In these shearing processes, the
actions of the top and bottom knives are continu-
ous. They are used in primary metal industry
from hot and cold mill side- or edge-trimming

to slitting and side- or edge-trimming at finishing
for manufacturing sheet (or foil) metal coils.
They are also used in the paper, plastic film, and
even fabric manufacturing industries. From a
mechanics point of view, in-plane shear or mode
II fracture dominates processing in the first cate-
gory, while the second group is predominantly
governed by antiplane shear or mode III fracture.

Process Parameters

A number of important process parameters
govern the performance of these shearing pro-
cesses. For example, for blanking and trimming
processes in the first group, blade geometry and
sharpness, blanking line or trim line curvature
(required by the part shape), and the blade shear
angle are dominant parameters. This blade shear
angle is normally very small, its purpose being
to reduce the overall cutting force and the press
power (or tonnage) requirement. Another critical
parameter established in Ref 1 is the angle of
blade travel direction with respect to the plane of
the sheet for trimming processes. This blade cut-
ting angle is shown in Fig. 1(a).

The focus of industry, in terms of research
and development issues, has been on punch
force-displacement relations for reducing
energy consumption as well as blade penetra-
tion. However, critical concerns with industrial
applications of such processes as blanking,
trimming, and piercing are burr formation,
cut-edge quality, sliver or fine generation, and
tool life. An optical micrograph of the cut sur-
face from these processes is shown in Fig. 1
(b), while the sheet cut-edge profile is schema-
tically shown in Fig. 1(c). In general, a few
characteristic zones can be distinctly identified
in these surfaces. They are:

� Rollover zone: Corresponds to the part of the
edge that is drawn into the sheet

� Burnish or sheared zone: Smooth surface
region that is formed by the cutting tool
before the onset of ductile fracture

� Fracture zone: With a rough surface formed
by the mechanism of ductile fracture as the
tool progresses through the sheet

� Burr region: Due to the specific location of
fracture initiation. The extent of the burr
region depends on the crack path in the final
stages of shearing (Ref 2).

Fig. 1 The shearing process. (a) Schematic diagram of a shearing process. (b) Optical micrograph of the cut surface. (c) Schematic of the sheet cut-edge profile
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Burrs formed in blanking processes often
scratch the part surface and also impose safety
hazards during handling. Rough cut edges initiate
cracks in the subsequent forming processes, such
as stretch flanging.Burr problems are encountered
in the computer and appliance industries, which
require specific deburr operations. Slivers are gen-
erated during trimming of aluminum automotive
body sheets. These slivers are carried through
downstream processes and cause damage to the
surface of formed parts, resulting in costlymanual
repair, as discussed in Ref 3.

For the second group of shearing, for example,
shear slitting and trimming, as shown in Fig. 2,
important process parameters include clearance,
overlap, cant and rake angles, knife type and tip
geometry (sharpness), knife run-out and diameter,
sheet thickness, line speed, and tension (Ref 4, 5).
Significant problems can occur with cut-edge
quality, burrs, knife life, hairs/fines and debris,
and so on in these processes. The hairs or fines
are small aluminummetal debris generated during
the shearing processes. When their shapes are
long and slender, they are called hairs, and when
their shapes are dustlike, they are called fines. In
general, they are the major resources of contami-
nation during the shearing processes.
The cut-edge quality is measured by edge

waviness, coil wall appearance, and percentage
of burnish area (nick) versus fracture area
(break). Burrs can seriously impair subsequent
processes by cutting into rolls. Hairs, fines,
and debris can be carried to accumulators, leve-
lers, work rollers, and backup bearing rollers
and can cause dents on coil surfaces. These
can build up on the side wall of coils and cause
contamination in manufacturing processes.
Hence, it is a major reason for customer rejec-
tion of products in the metals industry.
Conventional sheet shearing processes may be

partitioned into three main stages with respect to
deformation and damage mechanisms. The first
stage of elastic deformation yields very little
bending deformation of the sheet. The second
stage is realized as stresses exceed the material
yield strength. A plastic zone is formed in the

clearance region between the blade and the die.
Small cracks initiate in this regionwith continuing
blade travel. Finally, in the third stage, cracks
grow in size and coalesce to cause final material
separation by the mechanism of ductile fracture.
Cracking by ductile fracture of metals and alloys
is a complex phenomenon. It depends on macro-
scopic process parameters as well as on the sheet
microstructure and its material properties.

Brief Literature Review on Modeling
Shearing Processes

While research on metal shearing dates back to
the early 1900s, Chang and Swift (Ref 6) were
among the first to provide detailed experimental
information on the effects of clearance and tool
sharpness for industrial metals. The basic charac-
teristics of shearing processes include plastic flow
and crack propagation. These were described in
Ref 6 for soft metals such as lead and tin as well
as for relatively hard metals such as mild steels.
Mechanisms of the double-shear phenomenon,
which results in rough cut surface qualitywith zero
or very small clearances, were identified. Double
shear refers to a phenomenon where cracks initiat-
ing from the top and bottom knives do not meet
naturally in the sheet metal being sheared. This
work also demonstrated that the shearing load
decreases with increasing clearance due to the
development of a tensile stress component in the
shear zone at the late stages of shearing processes.
The phenomenon can be explained better in light
of the current understanding of the dependence of
hydrostatic tensile stress on void growth rate
(Ref 7) and the mechanisms of crack initiation
and propagation in the shear zone. Johnson and
Slater (Ref 8) conducted a comprehensive survey
on the effects of punch speed (strain rate) and tem-
perature on blanking. Johnson et al. (Ref 9) also
surveyed the literature until the early 1980s and
summarized the effects of punch semiangle
(describing the shape of the punch) and in-plane
anisotropy on piercing and hole flanging. The nor-
mal punch semiangle is 90�, or a right angle.

A series of papers by Atkins et al. (Ref
10–12) have significantly advanced the under-
standing of shearing mechanisms and their
applications. They proposed a critical punch
travel distance criterion for the onset of crack-
ing in Ref 10 and used rigid-plastic fracture
mechanics to analyze the guillotining process
in Ref 11. They were the first to link fracture
toughness to plastic flow and crack propaga-
tion in the shear zone. The papers also intro-
duced the concept of plastic instability leading
to shear band formation and propagation in
the shear zone. In Ref 12, many interesting
questions were raised on cut surfaces produced
by guillotining, and significant insight was
provided into the process. They concluded that
the main mechanism of fracture during shearing
is void growth and coalescence. The paper also
emphasized the importance of combined shear
and tensile stresses in the shear zone. Zhou
and Wierzbicki developed a tension zone model
in Ref 13, based on the assumption that large
material rotations occur in the shear zone,
which gives rise to large tensile deformation.
More recently, the experimental work of Li

et al. (Ref 1–5) focused on the micromechanics
of deformation and fracture to investigate burr
formation in shearing processes. Both groups
of shearing processes, continuous (rotary) and
discontinuous (straight or curved blade), were
discussed in this work. The first group was
motivated by the rapid rise in the use of alumi-
num in automotive applications to meet fuel-
efficiency requirements. Investigations on the
effect of clearances, blade sharpness, and blade
travel direction or cutting angle on the sheared
surface quality and burr height variations were
reported in Ref 1. This work revealed that, con-
trary to conventional wisdom, blade travel per-
pendicular to the sheet (0� cutting angle) at
appropriate cutting angles can make the surface
quality insensitive to the blade sharpness. Neg-
ligible burrs are produced for large clearances
and extremely dull blades. A plot of burr height
as a function of the cutting angle for various
blade sharpnesses is shown in Fig. 3. The

Upper Blade

Lower Blade

Overlap

Offset

Web Path

Cant Angle

Web Path

Clearance

(a) (b)

Web

Rake Angle (Positive)

Upper Blade

Web Moving Out

Lower Blade

(c)

Fig. 2 Schematic diagram of a shear-slitting process. (a) Side, (b) top, and (c) front views
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cutting angle introduces a tensile stress compo-
nent even at the initial stage of the shearing
process, which accelerates void growth in the
shear zone. The findings suggest that the
robustness of current shearing practices for alu-
minum sheets can be improved considerably,
while requiring less frequent tool sharpening
and less restrictions on clearance control. A
new technology that can significantly improve
the burr height and cut-edge quality was devel-
oped in Ref 14 and successfully implemented in
many production lines.
A different critical challenge is encountered in

press forming or stamping of aluminum alloy
sheets to form body panels. Appreciable amounts
of slivers, which consist of debris and small alu-
minum pieces, are produced during aluminum
trimming operations using dies that are conven-
tionally designed for steel sheets. High produc-
tion volume causes slivers generated in each
stroke to spread all over the trimming dies. The
slivers are subsequently carried into downstream

processes and may cause damage to the surface
of formed parts. A systematic experimental study
in Ref 3 concluded that slivers can be reduced or
even eliminated by modifying trimming tools
and dies. The largest amount of slivers was pro-
duced for aluminum alloy sheets with 0� cutting
conditions.
The second group of shearing processes

includes the continuous shear slitting and side-
trimming processes for materials in the form of
long slab, sheet, or coil (web). In the primarymetal
or textile industries, coils can bemiles long and are
called webs. The termweb-handling describes the
finishing processes such aswinding, leveling, coil-
ing, and so on. The work studied in Ref 4 focused
on the effect of three major slitting parameters,
namely clearance, overlap, and cant angle on the
burr height. Clearances higher than a critical value
for shear slitting and side trimming of aluminum
webs were found to yield unacceptable burr
heights. This is evidenced in Fig. 4 for aluminum
alloys 1050-H18, 3004-H19, and 5182-H19. In
this work, the critical clearance, ccr, was related
to thematerialYoung’smodulus,E, yield strength,
sy, and maximum fracture strain, ef, as:

ccr ¼ 0:004
Et

sy

1ffiffiffiffi
ef

p ðacant þ dÞ þ 0:18t (Eq 1)

where acant is the cant angle, t is the sheet
thickness, and d is a constant.
The effects of rake angle were also investi-

gated in Ref 2. For shear slitting and side

trimming, this angle is the equivalent of the cut-
ting angle in die or press cutting operations
(Ref 1, 3, 4). This new slitting configuration
induces a local tension in the shear zone that
facilitates early separation. Side trimming of
aluminum sheets over a wide range of slitting
conditions indicates that the new configuration
is insensitive to clearance and overlap. This
results in very low edge burr height, even when
the clearance is considerably larger than the
sheet thickness. As shown in Fig. 5, even a
large clearance (330% of the sheet thickness,
t = 0.15 mm) yielded negligible burr height.

Numerical Modeling of Shearing
Processes

Empirical models are generally not capable of
accurately predicting the size of the fracture zone
and burr in shearing processes due to the complex
phenomenon of ductile fracture. The ductile frac-
ture surface is generally a complex path of coa-
lesced voids in the material microstructure that
can develop quickly and localize in very narrow
bands. The evolution of ductile failure depends
on various factors, such as stress triaxiality (ratio
of mean stress to equivalent stress), local morphol-
ogy, void volume fraction, effective plastic strain,
and void initiation, growth, and coalescence.
A host of numerical studies have been per-

formed to resolve challenging questions related
to the prediction of material damage and

Fig. 3 Burr height as a function of the cutting angle,
showing insensitivity to blade sharpness at 20�

cutting angle. The legend indicates five blade
sharpnesses (r).

Fig. 4 Burr height dependence with clearance,
establishing a critical clearance for four alloy

thickness combinations
Fig. 5 Cross sections of side-trimmed edge sheet of thickness 0.147 mm for 15� rake angle. Unit shown is 400 mm.

Clearance: (a) 0, (b) 0.30, (c) 0.43, and (d) 0.50 mm
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failure. In many of these studies, ductile frac-
ture causing sheet shearing was modeled with
damage laws expressed in terms of the plastic
strain and stress tensor. Taupin et al. (Ref 15)
used a rigid plastic material model with a fail-
ure criterion proposed by McClintock (Ref 16)
in their finite-element model for fracture pre-
diction. Failure in the McClintock model is
represented as the void growth rate dR/R,
which is expressed in terms of the rate of
change of the radii of circular cylindrical voids.
This growth rate is written in terms of the trans-
verse stresses (sxx, syy), strains (exx, eyy), equiv-
alent stresses and strains (seq, eeq), and the
strain-hardening exponent in a power-law
model, n, as:

dR

R
¼

ffiffiffi
3

p

2

n

n� 1
deeq sinh

ffiffiffi
3

p ðsxx þ syyÞ
2seq

n

n� 1

� �

þ dexx þ deyy
2

(Eq 2)

This model does not incorporate the effect of
void interactions. The LeMaitre damage model
(Ref 17) was used to predict crack initiation
and propagation in the simulation of blanking
processes by Hambli (Ref 18, 19) and Miguel
et al. (Ref 20). The LeMaitre damage model
follows the framework of continuum damage
mechanics models that assume a homogeneous
distribution of microvoids and is based on the
hypothesis of strain equivalence. Evolution
equations for internal variables are derived by
assuming the existence of a dissipation poten-
tial, C, which is a scalar convex function of
the state variables that may be decomposed into
plastic (Cp) and damage (Cd) components. For
isotropic hardening and damage, the function is
expressed as:

C ¼ Cp þCd ¼ Fþ r

ð1� DÞðsþ 1Þ
�Y

r

� �sþ1

(Eq 3)

Here, r and s are material- and temperature-
dependent properties, and F and Y are the
yield function and damage strain energy,
respectively. In Ref 19, the author combined
predictive finite-element modeling, including
damage and fracture models, with neural net-
work modeling to obtain the optimum punch-
die clearance for sheet metal blanking
processes.
Fang et al. (Ref 21) conducted finite-element

modeling of the blanking process for optimiz-
ing punch-die clearance values for fixed thick-
ness of aluminum sheets. Fracture associated
with the shearing process was modeled using
the Cockroft and Latham (CL) fracture criterion
(Ref 22) discussed in the section “The Cock-
roft-Latham Model” in this article. The ratio
of maximum principal tensile stress to the
equivalent stress drives damage evolution in
this model. MacCormack et al. (Ref 23)
simulated a trim die forging process using the
DEFORM finite-element package together with

the CL fracture criterion to model induced
damaged.
All of the aforementioned simulations

incorporated fracture through an element-
deletion technique, in which an element is
removed when the damage criterion is
achieved at an integration point. Although a
simple and effective method, the solution with
this method is inherently mesh dependent.
Brokken et al. (Ref 24) averted this shortcom-
ing by introducing a discrete crack propagation
approach for simulating fracture. Their strat-
egy incorporated an operator split arbitrary
Lagrangian-Eulerian formulation in conjunc-
tion with remeshing to resolve extremely loca-
lized deformation in the blanking processes.
The initiation and propagation of discrete
cracks was controlled by a fracture potential
field that was calculated using Rice and Tra-
cey’s void growth model (Ref 7). In this
model, the rate of size change of a spherical
void in a linear strain-hardening plastic matrix,
subjected to a tensile deformation with a
remote hydrostatic stress, is expressed as:

dR

R
¼ ð1þ GÞ dekk

2
þ D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

3
dekkdekk

r" #
R0 (Eq 4)

where R0 is the initial radius of the sphere, and D
and G are material constants that depend on the
stress state and the material strain hardening. A
modified form of Rice and Tracey’s model was
used by Brokken et al. (Ref 25) with different fac-
tors of stress triaxiality, as proposed by Goijaerts
et al. (Ref 26). The fracture potential function
was calculated and extrapolated to nodes of the
finite-element assembly in every load increment.
When the potential function at a node reaches a
critical value, a crack is initiated or, in the case
of a crack tip, propagated in the direction of max-
imum fracture potential. The direction was deter-
mined by sampling a finite number of radially
spaced points around the node. Continuous
remeshing is necessary for accommodating new
and moving cracks with this method.
Klingenberg et al. (Ref 27) investigated the

behavior of blank material in punching and
blanking processes by finite-element simula-
tions and experiments to develop a system
for on-line characterization of the blank mate-
rial properties. The finite-element simulation
was conducted with the ABAQUS code (Ref
28), incorporating the Gurson-Tvergaard-
Needleman (GTN) models (Ref 29, 30) for
modeling ductile fracture by void nucleation,
growth, and coalescence. The GTN models
are quite effective in modeling ductile failure
and are discussed in the section “Continuum
Damage Models for Failure and Their Calibra-
tion” in this article. In a comprehensive
treatise on the analysis of guillotining and slit-
ting processes, Wisselink (Ref 31) developed
arbitrary Lagrangian-Eulerian finite-element
models for plastic deformation and ductile
fracture using the Oyane model (Ref 32, 33).
Both two-dimensional transient models of

orthogonal shearing and three-dimensional sta-
tionary models of guillotining and slitting were
developed in this work. The steady-state con-
ditions were estimated from the initial geome-
try, including a crack front. The position of the
crack front was fixed during the simulations,
and the assumed position was verified by a
fracture criterion. A problem with this method
is that the position of the initial crack front is
not known in most cases. Simulations per-
formed by Kubli et al. (Ref 34) predicted the
rollover zone in a shearing operation that was
simulated by continuous remeshing. In a
majority of the work discussed previously,
emphasis is on the analysis and optimization
of the punch force in the blanking process.
Relatively little work has been reported on
the prediction of crack profile explicitly to
minimize the formation of surface defects such
as burrs. Ad hoc methods of design by trial
and error can become extremely tedious and
expensive, as the number of design variables
and design space corresponding to each design
variable become large. Various techniques of
metal forming process design have been pro-
posed in the literature. These methods use gra-
dient-based optimization techniques based on
sensitivity analysis, genetic algorithms, neural
networks, and so on. A cogent review of some
of the currently used optimization techniques
has been presented by Nicholson (Ref 35).

Preview of the Following Sections—
Experimental-Numerical Studies of
Shearing and Burr Formation

The remainder of this article discusses the
development of experimentally validated finite-
element models for analyzing two classes of
shearing processes mentioned in the beginning
of this article. The discussions are based on
experimental and numerical studies that were
conducted by Ghosh et al. in Ref 36 and 37 to
facilitate process parameter design. The simula-
tions use validated fracture models to examine
the influence of process parameters on burr for-
mation. Three different models of ductile frac-
ture, namely the GTN models (Ref 29, 30), the
shear failure model (Ref 28), and the CL model
(Ref 22), are examined for effective modeling
of shearing processes. Results of the numerical
simulations are used for sensitivity analysis with
respect to various process and tool parameters.
An overview of experimental analysis of some
shearing processes for understanding the role of
tool parameters on the material deformation is
presented in the next section. Continuum models
of ductile failure are then assessed for their effec-
tiveness in representing the actual failure in
shearing processes. Microstructural characteri-
zation with stereology is used to render three-
dimensional volumetric parameters in this sec-
tion. This is followed by the numerical simula-
tion of an edge-shearing process, along with
sensitivity studies with respect to process and
tool parameters. Finally, the shear slitting
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problem is studied, and concluding remarks are
provided.

Experimental Studies for Material
and Process Characterization

This section discusses results of some exper-
iment studies with two aluminum alloys,
6022-T4 and 5182-H19, that were conducted
at Alcoa Technical Center using a double-
action laboratory die. The aluminum sheet was
clamped between a bottom die and a clamping
pad (Ref 1). The die was placed in a small
commercial press with a punch travel speed of
0.05 m/s. This is typical of automotive produc-
tion trimming operations. As the punch travels
down, the first action was to clamp the sheet
and press the bottom die down against the die
springs. The blade then proceeds to cut off the
sheet metal in subsequent action. At the cutting
position, the pad pressure was designed to be 1
MPa applied on the sheet uniformly. This
closely simulates the trimming operation under
actual production conditions.
Various geometric features of the processing

tools affect the overall surface quality of the
product. The quality is represented by the
extent of primary and secondary burnish areas,
the fracture area, as well as the process defor-
mities such as the burr and rollover. The cutting
angle, clearance, and the blade sharpness
(represented by the blade-edge radius) were
identified as the most critical tool geometric
parameters from extensive experimental studies
in Ref 1. While in most trimming operations it
is conventional to keep the cutting angle as
close to 0� as possible, blade travel at an angle
to the sheet plane is more practical. This addi-
tional parameter takes advantage of the micro-
structural characteristics of aluminum alloys
(Ref 1). The die is capable of cutting the sheet
metal at various angles, and 0, 10, and 20� were
selected. The clearance was controlled at 5, 10,
and 20% of the sheet thickness by using very
thin metal shims. Three blade sharpnesses with
blade edge radii of 0.025, 0.125, and 0.250 mm
were machined and measured by an optical
comparator. The results of tests with several
combinations of these three parameters are
shown in Table 1. While the sheet thickness
for the experiments was 1 mm, the general
results apply to other thicknesses as well,
because the clearances are measured as percen-
tages of sheet thickness.
The initial deformation in shearing processes

is plastic indentation with the formation and
propagation of strain localization zones (Ref
2). Figures 6(a) and (b) show micrographs of
the cross section of an interrupted test sample
that was stopped prior to complete separation.
The plastic strain localization zones propagate
much faster from the moving (top) blade than
from the bottom stationary blade (or die). The
deformation zone is nonsymmetric with respect
to the top and bottom blades. The nonsymmet-
rical behavior of the localization zone is due

to stress components in the shear zone induced
by bending effects. Most theoretical models
and numerical simulations of the shearing
processes prescribe symmetric boundary condi-
tions, which would certainly result in a sym-
metrical deformation pattern.

Continuum Damage Models for Failure
and Their Calibration

Macroscopic damage models are necessary to
predict the onset and propagation of ductile frac-
ture that causes material separation. A major

Table 1 Burr heights measured from experiments with various process parameters

Cutting angle, degrees Clearance thickness, %

Burr height for various edge radii (R), mm

R = 0.025 R = 0.125 R = 0.250

0 5 0.05 0.05 0.06
10 0.1 0.14 0.183
20 0.15 0.183 0.233

10 5 0.021 0.024 0.022
10 0.1 0.14 0.03
20 0.13 0.2 0.22

20 5 0.005 0.005 0.006
10 0.006 0.007 0.007
20 0.07 0.18 0.3

Fig. 6 Micrographs at stages of shearing. (a) Initiation and propagation of the plastic localization zone and shear
bands produced with a sharp moving (top) blade at 0� cutting angle and 5% clearance. (b) Zoom-in of the

boxed region showing void sheets in front of the crack tip. (c) and (d) Micrographs of the sheared part and scrap,
respectively
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mechanism of ductile fracture initiation in metals
is void nucleation caused by dislocation pileups,
second-phase particle cracking, or other imperfec-
tions. Voids grow with increasing plastic defor-
mation and subsequently coalesce to form
dominant evolving cracks (Ref 21). Various dam-
age laws have been proposed in the literature to
predict the onset of failure as functions of stresses
and strain history. Of these, those commonly used
for ductile fracture are byClift et al. (Ref 38), Gur-
son-Tvergaard-Needleman (Ref 29, 30), Rice and
Tracey (Ref 7), McClintock (Ref 16), Oyane et al.
(Ref 32, 33), and Cockroft and Latham (Ref 22).
In many of these models, a material point is
assumed to have failed when a local damage
parameter reaches a critical value at this location.
In the numerical simulation of shearing processes,
this damage parameter is often a function of the
equivalent plastic strain and invariants of the
stress tensor, for example, stress triaxiality, hydro-
static stress, principal stress, and so on. An accu-
mulated equivalent plastic-strain-based shear
failure model, featured in ABAQUS (Ref 28), is
also taken as a viable macroscopic model of duc-
tile fracture. Ghosh et al. (Ref 36, 39) calibrated
three different damage models by experiments
and examined for effectiveness in the shearing
process simulations. These are the GTN model,
the CL model, and the shear failure model. The
element-deletion algorithm was used for repre-
senting progressive material separation and crack
propagation with these continuum damage mod-
els. In this algorithm, the element stress-carrying
capacity at an integration point is reduced to zero
when a critical damage condition is attained. The
three damage models are briefly described next.
The Gurson-Tvergaard-Needleman model

(Ref 29, 30, 40) is a widely used phenomenologi-
cal continuum damage model for progressively
cavitating plastic solids. It accounts for the loss
of load-carrying capacity through void nucleation,
growth, and coalescence in the microstructure
with increasing plastic strain. Void coalescence
shifts a relatively homogeneous deformation state
to a highly localized one in the microstructure.
Plastic deformation is modeled using an asso-
ciated flow rule. In this model, the evolving pres-
sure-dependent yield surface is parameterized as a
function,F, of the homogenized von Mises stress
tensor, s, the tensile flow stress, sy, in the matrix
material, and the void volume fraction, f, as:

F ¼ s
sy

� �2

þ2q1f
� cosh �q2

3p

2sy

� �
� ð1þ q3f

�2Þ
¼ 0

(Eq 5)

where p is the hydrostatic pressure, and q1, q2, and
q3 are experimentally evaluated constant coeffi-
cients. An acceleration function, f *, has been intro-
duced to model the complete loss of material
stress-carrying capacity due to void coalescence as:

f � ¼ f 8f � fc
fc þ f �u�fc

ff�fc
ðf � fcÞ 8f > fc

�
(Eq 6)

Here, fc is the critical void volume fraction at
which void coalescence first occurs with accel-
erated void growth. In this phase, the material
starts to soften until the void volume fraction
reaches an ultimate value, ff, at final failure.
As the void volume fraction f! ff, the acceler-
ation function becomes:

f ! f �u ¼ 1

q1

At this value, the yield surface shrinks to a point,
manifesting a complete loss of material stress-
carrying capacity corresponding to ductile fail-
ure. Elements for which all integration points
have failed are removed from the analysis. The
rate of change of void volume fraction is gov-
erned by the equations:

_f ¼ _fgrowth þ _fnucleation (Eq 7)

where the change in volume fraction due to
growth of existing voids is expressed as:

_fgrowth ¼ ð1� f Þ _e�kk

pl (Eq 8)

The matrix void growth rate is due to the plastic

dilatation strain rate, _e
�kk

pl, and Eq 8 accounts

for plastic incompressibility in the underlying
matrix. The change in volume fraction due to
nucleation of new voids is governed by a
strain-controlled nucleation criterion that has
been developed in Ref 40 as:

_fnucleation ¼ A _epl where

A ¼ fN

SN
ffiffiffiffiffiffi
2�

p exp � 1

2

epl � eN
SN

� �� �
(Eq 9)

Here, eN and SN are the mean and standard devia-
tion of the nucleating strain distribution, and fN is
the volume fraction of nucleating voids.
The Cockroft-Latham model (Ref 22), also

discussed in Ref 32 and 33, determines the like-
lihood of tensile fracture during plastic defor-
mation from the consideration of plastic work.
The material is assumed to undergo ductile
fracture when a damage parameter, D,
expressed as a function of the stress and plastic
strain components, reaches a critical value, Dc:

D ¼
Zepl

0

s�

s

� �
d epl ! Dc (Eq 10)

Here, eplis the equivalent plastic strain, s is the
effective von Mises stress, and s* is the maxi-
mum positive principal stress. The material loses
its stress-carrying capacity at the fracture plastic
strain, eplfrac. This model is implemented in ABA-
QUS-Explicit (Ref 28) using the user material
subroutineVUMAT and is called from all integra-
tion points in the finite-element model.
The shear failure model in Ref 28 uses the

accumulated equivalent plastic strain as a dam-
age indicator. Failure occurs when a plastic-

strain-dependent damage parameter, w, satisfies
the condition:

w ¼
X
n

Depl

eplf

 !
� 1 (Eq 11)

where Deplis the increment of equivalent plastic
strain, eplf is the plastic strain at failure, and n
corresponds to the number of increments in
the finite-element analysis. While eplf can be a
function of the plastic strain rate, stress triaxial-
ity, and temperature, it is assumed to depend on
stresses only in the present analysis.

Mechanical Testing and Damage
Characterization

A set of experiments is designed to characterize
the parameters in the damage models discussed in
the section “Continuum Damage Models for Fail-
ure and Their Calibration” in this article. The dog-
bone specimens of Fig. 7(a) are used to measure
the evolving void volume fraction at regions of
interest. Samples are strained to failure, and the
average failure strain is recorded from extensome-
ter readings to be approximately 11.3%. In addi-
tion, interrupted tests are conducted with
specimens loaded to various levels of prefailure
strains. The strains at interruption are concentrated
near the fracture strain to capture the rapid growth
of the local void volume fraction in the necked
regions. Each specimen is sectioned after load
interruption to extract samples from the notched
regions, thus focusing on studies around each
notch near the center of each specimen. These
samples are polished using standard metallo-
graphic techniques, andmicrographs of each sam-
ple are taken with a Philips XL-30 environmental
scanning electron microscope. Figure 8(a) shows
themicrograph near the edge at 11.3% strain level.
The actual microstructural geometry of the voids
is generally quite complex. Equivalent elliptical
voids that closely approximate the actual mor-
phology are generated following techniques
developed in Ref 41. In this work, the volume of
each void in the micrograph is retained through
equivalent major and minor axes of the ellipse.
Three-Dimensional Volume Fraction from

Two-Dimensional Data Using Stereology. It
is necessary to map two-dimensional (2-D)
microstructural section data onto three-dimen-
sional (3-D) microstructural representations for
comparison with computational models. Such
data can include size and shape distributions
of elliptical inclusions in the microstructure.
Methods of stereology enable the mapping of
certain 3-D characteristics by projecting 2-D
data (Ref 42). For example, distribution of
3-D spheroids in the microstructure can be esti-
mated from the size and shape distribution of
2-D elliptical cross-sectional information. Fol-
lowing developments in Ref 41, the Saltykov
method is used to generate 3-D void volume
fraction data. A modified version of the Salty-
kov method incorporating shape effects has
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been suggested in Ref 42 for generating prolate
or oblate spheroid geometries.
To construct spheroids, the major axis length

(a � amax) and the minor axis length (b � bmax)
for each ellipse in the section are first recorded.
Here, amax and bmax are the maximum possible
lengths of major and minor axes. The range of 2-
D ellipses and the 3-D spheroids is divided into
m intervals or classes. For prolate spheroids, the
size of these intervals depends on the largestminor
axis length, bmax, while the largest major axis
length, amax, is needed for oblate spheroids. The
size of the interval,△, for prolate spheroids is:

D ¼ bmax

m

and for oblate spheroids is:

D ¼ amax

m

In addition, a shape parameter is defined as:

y2 ¼ 1� b

a

� �2

;8 y2 2 ð0; 1Þ

The range of y2 is divided into k intervals
of equal size 1/k. The 2-D and 3-D objects
with size in the range [(i-1)D, iD] and shape
parameter y2 in the range [(j-1)k, jk] belong
to the (ij)th size-shape interval. The 3-D
spheroid size-shape distribution is obtained

from the 2-D size-shape distribution
(Ref 41, 42) as:

Nvði; jÞ ¼ 1

D

Xm
a¼i

Xk
b¼j

pia qjb NAða;bÞ (Eq 12)

where Nv (i,j) is the number of prolate or oblate
spheroids in the ijth size-shape interval, NA(a,b)
is the number of ellipses in the size-shape inter-
val ab, and the coefficients pia and qbj for the
prolate and oblate categories are taken from
tables in Ref 42. Void volumes for each interval
ij are obtained from the mean size (i-0.5)D and
mean shape parameter j�0:5

k . The total volume of
voids near the notch is calculated for specimens
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Fig. 8 Experimental and simulated stress-strain curve with micrograph. (a) Sample micrograph near the notch at 11.3% strain. (b) Experimental load-strain curve for the dogbone
specimen showing failure, together with simulated results of three damage models

Fig. 7 Test specimen dimensions and stress-strain curve. (a) Dimensions of the dogbone specimen of unit thickness (in inches). (b) True stress/plastic strain response of the various
aluminum alloys
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loaded to various strain levels by adding the
volumes from all intervals. Micrographs are
taken at three different locations near the edge,
and the average values of void volume fraction
are tabulated in Table 2. The void volume frac-
tion is observed to increase with overall strain
level in an exponential manner.
Evaluating Damage Parameters from

Experiments and Simulations. Damage para-
meters in the various models of ductile fracture
include fc, ff, eN, SN, and fN in the GTN model,
Dc in the CL model, and the failure strain eplf in
the shear failuremodel. These are evaluated using
an inverse method involving numerical simula-
tions and experiments. The experimental load-
displacement curve showing failure for the first
set of experiments is depicted in Fig. 8(b). The
experimental specimen is simulated by a finite-
element model in ABAQUS-Explicit (Ref 28).
The specimen model contains a small geometric
imperfection at the center to initiate necking.
The material plastic constitutive behavior follows
the stress-strain curves in Fig. 7(b). The damage
parameters in each model of ductile fracture are
adjusted in the finite-element simulations such
that the results of the simulation match the exper-
imental results. Evaluation of the nucleation para-
meters eN, SN, and fN and in the GTN model (Ref
29, 40) requires the microscopic void volume
fraction data as a function of overall strain. The

nucleation parameters are determined by a micro-
genetic algorithm (Ref 37), which minimizes the
least-square difference between simulated and
experimental void volume fraction.
Figure 9 shows the void volume fraction, f,

as a function of the strain from experiments
as well as simulations. The experimental
points correspond to each of the interrupted
load tests. These void volume fraction data
are found to be best represented by an expo-
nential function of the strain, which matches
the simulation results quite well. The damage
parameters for the various models are tabu-
lated as follows:

Damage parameter Value

fc 0.08
ff 0.1
eN 0.5
SN 0.1
fN 0.04
Dc 0.6

eplf 0.35

The macroscopic load-displacement curves
and failure behavior resulting from these simu-
lations are shown in Fig. 8(b). All the simulated
results match the experimental results rather
well. The corresponding crack profiles with
the damage models are compared with the
experimental crack in the dogbone sample in
Fig. 10. Following the material and damage
parameter calibration, the model is ready for
shearing process simulations.

Edge-Shearing Process Simulation
and Parametric Studies

From the second category of shearing, edge
trimming is now examined.

Finite-Element Model and Simulations

A plane-strain finite-element model is set up
in ABAQUS-Explicit for modeling shearing of
thin aluminum sheets. The plain-strain con-
straint restricts the edge of the cutting tool to
be parallel to the width of the sheet, avoiding
skewness in cuts. The clamping pad, die, and
blade, shown in the schematic of Fig. 1(a), are
modeled as rigid surfaces. The metal sheet of
dimensions 1 by 2 mm is meshed using approx-
imately 7000 plane-strain QUAD4 elements
with reduced integration and hourglass control
(CPE4R). Because the deformations and stres-
ses are localized in a very narrow region near
the cutting tool, a graded mesh that facilitates
high gradients is used. As shown in Fig. 11, a
very fine mesh is used in the region of strain
localization, with a coarse mesh representation
for the remaining area. Excessive element dis-
tortion can occur in these simulations involving
large plastic deformation in the presence of
sharp contact zones and localized material fail-
ure. Loss of element accuracy and/or misrepre-
sented boundary conditions can lead to high
degrees of inaccuracy, sometimes causing ter-
mination of analysis. To avert this, the arbitrary
Lagrangian-Eulerian (ALE) option is used in
ABQUS-Explicit simulations. The ALE algo-
rithm can effectively avoid excessive element
distortion and improper contact surface penetra-
tion for the shearing problems, as discussed in
Ref 43 and 44. In this analysis, the rigid die
and clamping pad are assumed to be totally
constrained, while translation in the horizontal
direction as well as rotation are constrained
for the blade. A vertical velocity boundary con-
dition of 0.05 m/s is specified for the blade.
Contact between the rigid surfaces and the
metal sheet is modeled using surface-to-surface
contact with a penalty formulation in ABQUS-
Explicit. Master surfaces are associated with
the rigid bodies, while the top and the bottom

Table 2 Void volume fraction at the notch
edge as a function of overall strain

Overall strain, % Void volume fraction

8 3.52 	 10�4

9 9.62 	 10�5

10 1.75 	 10�3

11 8.23 	 10�4

11.2 3.40 	 10�3

11.25 1.91 	 10�2

Fig. 9 Void volume fraction as a function of strain for experiments and simulations with Gurson-Tvergaard-
Needleman model. FEM, finite-element model

Fig. 10 Crack profiles in the dogbone sample for (a)
experiment and simulations with (b) the

Gurson-Tvergaard-Needleman, (c) the Cockroft-Latham,
and (d) the shear failure models
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surfaces of the sheet are defined as slave sur-
faces in the contact algorithm. A Coulomb fric-
tion model is used between the contacting
surfaces. A friction coefficient of m = 0.05 is
arrived at by comparing results of simulations
with experiments. The low value of m is attrib-
uted to well-lubricated contact surfaces.
Numerical simulations of shearing processes

with the GTN model, the CL model, and the
shear failure model are conducted and com-
pared with experiments for establishing their
suitability in process simulations. A contour

plot of the void volume fraction at high strains
with the GTN model is shown in Fig. 12(a).
The material does not adequately separate for
this model, because the void volume fraction
does not evolve to the critical void volume
fraction due to a small increase in the hydro-
static stress. Consequently, crack propagation
becomes arrested in the thickness direction.
From Eq 4, it is known that the void growth,
_fgrowth, depends only on the dilatation part of
the plastic strain tensor and does not account
for the deviatoric parts. However, ductile

fracture in the shearing processes is predomi-
nantly shear dominated, and hence, material
separation in problems with low triaxiality can-
not be modeled accurately with the GTN
model. In recent years, extensions to the GTN
models have been made (Ref 45) to incorporate
damage growth under low triaxiality straining
for shear-dominated states. In Ref 45, an addi-
tional term that scales with plastic shear strain
increment is added to the expression for _fgrowth
to represent void softening in shear.
The CL model, however, develops complete

material separation due to crack propagation,
as shown in Fig. 12(b). When the simulated
crack profile is compared with the experimental
profile in Fig. 6, a significant difference is
observed. Also, the burr heights obtained from
the simulations using the CL model do not
match the experimental results for various
values of clearance, tool radius, and cutting
angle. For all cases, the crack propagation ends
very near the corner of the bottom die. This is
not observed experimentally. This model is
based on the macroscopic value of plastic work
as a damage parameter, and it predicts an ear-
lier failure than experiments. This prediction
is consistent with continuum damage laws
based on damage work, where homogenization
of local variables often overpredicts failure.
This CL model is considered inappropriate with
respect to the objectives of this study. Finally,
the shear failure model is able to successfully
model material separation and crack propaga-
tion. As shown in Fig. 13 and 14, the simulated
crack profile with this model agrees with the
experimental results. The appropriate represen-
tation of the burr heights with the shear failure
model confirms its suitability in shearing pro-
cess simulations. Three-dimensional simulation
of the shearing process with 3-D brick elements
is conducted, as shown in Fig. 13(d). The clear-
ance is set to 5% of the sheet thickness, and the

Fig. 11 Finite-element model setup of the edge-shearing problem. (a) Full cross section. (b) Zoomed-in view in the
deformation zone showing the transition between coarse and fine mesh
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Fig. 12 Simulation of edge-shearing process. (a) Contour plot of void volume fraction with the Gurson-Tvergaard-Needleman model showing arrested cracking. (b) Contour plot of
equivalent plastic strain with the Cockroft-Latham model

380 / Simulation of Machining Processes

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



tool radius is 0.025 mm. The cut-surface profile
for the 3-D model is similar to that for the 2-D
plane-strain model.

Parametric Studies on the Edge-
Shearing Process and Design

The validated finite-element model is now
used for parametric design of edge-shearing
process parameters to reduce burr formation.
The clearance, blade radius, and cutting angle
are identified as the most critical design para-
meters. Experimental evidence suggests that
there is no significant effect of the punch veloc-
ity on burr formation. Figures 14 and 15 depict
the sensitivity of burr height to the clearance,
blade radius, and cutting angle obtained from
simulations and experimental results. The pre-
dicted burr heights from simulations are smaller
than the experimental values, especially at
larger clearances. The plot of burr height versus
clearance for �0� cutting angle shows a clear
trend that burr height increases with increasing
clearance and large blade radius (duller blade).
When the clearance is very small (�5% of
sheet thickness), the burr height does not vary
significantly with blade sharpness. This sug-
gests that, in conventional shearing, very small
clearances may provide an advantage of less
tool sharpening. To understand the effects of
cutting angle, burr heights are plotted as a func-
tion of cutting angle in Fig. 15(a) for 5% clear-
ance. The burr height decreases as the cutting
angle increases, with the heights almost zero
at 20� cutting angle for all blade radii. At large
cutting angles, burr heights are insensitive to
the blade sharpness at small clearance (�5%).
The values and trends predicted by simulation
match the experimental values for small clear-
ance at all cutting angles. The crack is found
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Fig. 13 Results of simulation with shear failure model showing contour plots of equivalent plastic strain for 5%
clearance, 0.025 mm blade radius, and 0� cutting angle. At (a) 0.14, (b) 0.15, and (c) 0.18 mm blade

travel. (d) Three-dimensional model showing the cut surface

Fig. 14 (a) Simulated and (b) experimentally observed burr height as functions of the clearance for various radii for 0� cutting angle
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to propagate faster as the cutting angle
increases. This explains the reduction in the
extent of burr formation with increasing cutting
angle.
A genetic algorithm (GA) program is imple-

mented in conjunction with the finite-element
model simulations to generate an optimal com-
bination of process variables that will yield the
minimum burr height. The resulting design pro-
cess variables are:

Clearance, % Radius, mm Cutting angle, degrees

5.34 0.08 18.4

The results converge to a value very close to
the minimum clearance of 5%. The blade radius
from GA is found to be 0.08 mm instead of the
minimum radius 0.025 mm, because at very
small clearances, burr heights are almost insen-
sitive to the blade radius. The cutting angle of
18.4� is close to the 20� angle found in para-
metric studies. It is observed that beyond 17�,
burr heights are insensitive to the cutting angle.
Burr heights are negligible for cutting angles in
the range of 17 to 24� for the 5% clearance, as
shown in Fig. 16. Thus, burr heights are at a
minimum for small clearances close to 5%
and for cutting angles greater than 17�. Because
the burr height is insensitive to the blade radius
at these clearances and cutting angles, even a
dull blade can result in a negligible burr
formation.

Shear-Slitting Process Simulation
and Parametric Studies

Current practices of shear slitting of alumi-
num sheets and foils rely heavily on operator
experience and a trial-and-error method. This

second type of continuous shearing is dis-
cussed, and numerical simulations of the
shear-slitting process develop relationships
between the slit-edge quality and process para-
meters. Various process parameters such as
clearance, blade overlap, cant angle, rake angle,
web speed, and web tension have been consid-
ered in numerical studies in Ref 36. As shown
in Fig. 2, clearance is the distance between the
blade and the lower die cutting edges in the
horizontal direction. The cant angle is the angle
between two blade planes viewed in the direc-
tion perpendicular to the web plane. Rake angle
is between the blade and the bottom blade,
viewed in the direction parallel to the web
plane. Experimental work in Ref 1 has inferred
that cutting angle or rake angle can have a sig-
nificant effect on the burr height. Technology to
improve burr height and cut-edge quality for
nonzero rake angles was developed (Ref 14).
This section discusses numerical simulations
focusing on the effects of rake angle and cant
angle on burr formation, conducted in Ref 36.
The computational model is validated with lab-
oratory and field experiments discussed in the
section “Experimental Studies for Material and
Process Characterization” in this article. Para-
metric studies are done to study the effect of
various parameters on the extent of burr
formation.
The material considered is the aluminum

alloy 5182-H19, commonly used in the high-
volume-usage beverage can end and tab stock.
The sheet materials are normally supplied in
narrow-width coil form. Therefore, it requires
the high-speed, high-efficiency, and high-
quality slitting process to cut multistrip coils
(up to 40 cuts) from a master coil. A 3-D
finite-element model for the shear-slitting pro-
cess is developed in ABAQUS-Explicit (Ref
28), as shown in Fig. 17. The nature of

boundary conditions and the geometry of the
setup, for example, cant and rake angles, neces-
sitate a 3-D computational model. A metal
sheet of dimensions 0.2159 	 2 	 6 mm is
meshed using approximately 16,000 eight-
noded brick elements (C3D8). A graded mesh
that facilitates high gradients in a very narrow
region near the cutting tool is used to account
for localized deformation and stresses. The
ALE option is again used in ABAQUS-Explicit.
Based on observations made in the 2-D shear-
ing-process simulations, the shear failure model
with a calibrated critical shear strain of
eplf ¼ 0:29 is used in these simulations.

The clamping pad and blades are modeled as
rigid surfaces and are assumed to be totally
constrained. The effects of friction and wear
of the tooling material are much more signifi-
cant than its elastic deformation. It is assumed
that rigid blades (both top and bottom) have lit-
tle effect on the cutting edge quality. For the
blade, translation in the horizontal direction as
well as rotation is constrained. A vertical
boundary velocity of 0.5 m/s is specified for
the blade. Contact between the rigid surfaces

Fig. 15 (a) Simulated and (b) experimental burr heights as functions of cutting angles for various blade radii for 5% clearance

Fig. 16 Simulated burr height as a function of the
cutting angle at 5% clearance and 0.025

mm blade radius
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and the metal sheet is modeled using surface-
to-surface contact with a penalty formulation
in ABAQUS. The Coulomb friction model with
a friction coefficient of m = 0.05 is used
between contacting surfaces. The deformed
configuration for the process simulation
with 0� rake and 0� cant angles is shown in
Fig. 17(b).

Parametric Studies for Burr Formation
in Shear Slitting

The effect of variations in the rake and cant
angles on the extent of burr formation is studied
in this section. Simulations are conducted for
three different rake angles of 0, 10, and 20� and
for three cant angles of 0, 0.25, and 0.5�. The
simulated burr height is measured at various loca-
tions over the cut edge in the z-direction, and the
mean of all these values is used as the final burr
height that is compared with experiments. Figure
18(a) shows the plot of burr heights for various
rake and cant angles. The burr height decreases
with increasing rake angle and is a minimum near
a rake angle of 20�. This effect of the rake angle

on burr height is similar to that of cutting
angle in the edge-shearing processes. The rake
angle introduces a normal component of cutting
force, which accelerates crack initiation and
growth. Consequently, the crack propagates faster
through the thickness of the sheet, resulting in a
reduction of burr height. FromFig. 18(a), it is also
seen that the burr height decreases with an
increase in cant angle. Values of the simulated
burr heights for various cant angles are compared
with those obtained from experiments with cant
angles of 0, 0.25, and 0.5�. A comparison of the
simulated and experimental results is shown in
Fig. 18(b). Simulated values of the burr height
are approximately 15 to 18% lower than the
experimental values. This difference may be
attributed to errors in measurements, lack of
proper lubrication, and temperature effects in the
model. Additionally, the fact that slitting is
simulated using continuum damage laws will also
lead to some errors in the predictions. However,
both sets of results show similar trends in burr
height reduction as a function of the cant angle.
The effect of material properties on the burr

height is studied with additional simulations for

Al6022-T4 alloy, for which the material and dam-
age properties are discussed in the section “Exper-
imental Studies for Material and Process
Characterization” in this article. The simulations
are performed for 0� rake angle and various cant
angles. The comparison of the burr heights for
the two materials at various cant angles is shown
in Fig. 19. The burr heights for the Al5182-H19
alloy are slightly less than the burr heights
obtained using the Al6022-T4 alloy. This can be
explained from the fact that the equivalent plastic
strain at failure for Al5182-H19 is lower than that
of Al6022-T4, implying lower ductility for the lat-
ter material. The extent of burr formation is
related to the ductility of the material and is lower
for materials with lower strain-to-failure values.

Discussions and Summary

This article discusses a set of experimental
and computational studies aimed at understand-
ing the effect of various processing parameters
on the extent of burr and other defect formation
during sheet edge-shearing and slitting

PEEQ
(Ave. Crit. : 75%)

+5.203e+00
+4.769e+00
+4.336e+00
+3.902e+00
+3.469e+00
+3.035e+00
+2.601e+00
+2.168e+00
+1.734e+00
+1.301e+00
+8.672e+01
+4.336e+01
+0.000e+00

1

2

3

Fig. 17 Geometry of shear-slitting simulation. (a) Finite-element model setup for the shear-slitting process. (b) Deformed configuration for 0� rake and 0� cant angles

Fig. 18 Burr height in shear slitting. (a) Plot of burr heights from simulation for various rake and cant angles. (b)
Comparison of burr heights obtained from simulation with experimentally observed burr heights for

various cant angles
Fig. 19 Comparison of burr heights for 5182-H19 and

6022-T4 aluminum alloys for 0� rake angle
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processes. The computational simulations use
macroscopic constitutive and damage models
that are calibrated with experimental results
and microscopic image analysis. Ductile frac-
ture, observed to be the primary mechanism
governing the shearing process, may be mod-
eled using various damage models. While mac-
roscopic damage models have limitations with
respect to representing precise microscopic
crack initiation and plastic flow localization,
as discussed in Ref 46 and 47, experimental
verifications demonstrate that the constitutive
and shear-based damage models can describe
macroscopic responses and microscopic fea-
tures, such as surface profiles and burr heights,
with reasonable accuracy.
Sensitivity analyses exhibit the same computa-

tional and experimental trends in the dependence
of burr height on process parameters such as
blade-die clearances, blade radii, and rake and
cant angles. Material ductility is also found to
affect the development of burrs. A critical stage
in shearing of ductile materials is the formation
and propagation of plastic localization zones.Burr
heights are predominantly influenced by the shape
of the localization zones. These are not necessar-
ily straight under an inhomogeneous state of stres-
ses. The results can be used to estimate process
parameters needed for minimizing burr forma-
tion. On the other hand, burnish depths are primar-
ily influenced by blade sharpness and moderately
by clearances and the cutting angle. Important
conclusions have been reached through these
simulations in Ref 36 and 39 as well as in the
experimental studies of Ref 1 to 5. The best cut-
ting conditions for aluminum alloys can be
achieved through a range of cutting angles, irre-
spective of large clearances and dull blades. This
lays the foundation for the design of robust pro-
cesses that would require much less frequent tool
sharpening and fewer restrictions on clearance
control than the current practices.
Even though research on shearing ductile

metals and alloys began in the early 1900s,
and progress has been made, much more can
be achieved through modern experimental and
evolving computational methods. It is difficult
to conceptualize the entire complexity of the
deformation process to failure from a purely
macroscopic mechanics perspective without
taking the material microstructure into consid-
eration. For example, in Ref 1 to 5 it has been
observed that at certain cutting angles with
intermediate clearances, the burr height first
increases and then unexpectedly decreases with
increasing blade-edge radii. Another observa-
tion is the existence of instability conditions in
the parameter space, at which the cut surface
quality and burr heights are extremely sensitive
to cutting parameters. Also, there is a dramatic
change from a shear mode to a shear-and-tear
mode of the cut surface under certain cutting
conditions. Macroscopic continuum mechanics
considerations suggest that the deformation and
fracture in the shear zone should be 2-D because
of the 2-D applied loads (Ref 1). However, con-
spicuous nonuniformity of the cut surface

implies that material inhomogeneity plays a
key role.
Considerations at both the micro- and macro-

scale are necessary to understand some of the
interesting phenomena discussed previously. Cou-
pling multiscale experiments, microscopy, and
image analysis with powerful multiscale computa-
tional analysis (Ref 46–48) can significantly
improve the precision of predictive capabilities
and provide important solutions to problems
encountered in these industrial processes. Insight-
ful microscale information can be fed into
higher-scale simulations, as discussed in Ref 46,
47, and 49 in these analyses. Multiscale, multidis-
ciplinary approaches can be extremely beneficial
to integratemicrostructure intomacroscopicmate-
rial performance and processing to provide solu-
tions for important industrial problems.

REFERENCES

1. M. Li, An Experimental Investigation on
Cut Surface and Burr in Trimming Alumi-
num Autobody Sheet, Int. J. Mech. Sci.,
Vol 42 (No. 5), 2000, p 889–906

2. M. Li, Micromechanisms of Deformation
and Fracture in Shearing Aluminum Alloy
Sheet, Int. J. Mech. Sci., Vol 42 (No. 5),
2000, p 907–923

3. M. Li, Sliver Generation Reduction in
Trimming of Aluminum Autobody Sheet,
ASME J. Manuf. Sci. Eng., Vol 125, 2003,
p 128–137

4. J. Ma, H. Lu, M. Li, and B. Wang, Burr
Height in Shear Slitting of Aluminum
Webs, ASME J. Manuf. Sci. Eng., Vol
128, 2006, p 46–55

5. H. Lu, J. Ma, and M. Li, Edge Trimming of
Aluminum Sheets Using Shear Slitting at a
Rake Angle, ASME J. Manuf. Sci. Eng.,
Vol 128, 2006, p 866–873

6. T.M. Chang and H.W. Swift, Shearing of
Metal Bars, J. Inst. Metall., Vol 78, 1950,
p 119–146

7. J.R. Rice and D.M. Tracey, On the Ductile
Enlargement of Voids in Triaxial Stress
Fields, J. Mech. Phys. Solids, Vol 17,
1969, p 201–217

8. W. Johnson and R.A. Slater, Survey of
Slow and Fast Blanking of Metals at Ambi-
ent and High Temperatures, Proc. Int.
Conf. Manuf. Technol., CIRP-ASTME,
1967, p 825–851

9. W. Johnson, S.K. Ghosh, and S.R. Reid,
Piercing and Hole-Flanging of Sheet
Metals: A Survey, Mem. Sci. Rev. Metall.,
Vol 77, 1980, p 585–606

10. A.G. Atkins, On Cropping and Related
Process, Int. J. Mech. Sci., Vol 22 (No.
4), 1980, p 215–231

11. A.G. Atkins, On the Mechanics of Guillo-
tining Ductile Metals, J. Mater. Proc.
Technol., Vol 24, 1990, p 245–257

12. A.G. Atkins, Surfaces Produced by Guillo-
tining, Philos. Mag. A, Vol 43, 1981,
p 627–641

13. Q. Zhou and T. Wierzbicki, A Tension
Zone Model of Blanking and Tearing of
Ductile Metal Plate, Int. J. Mech. Sci.,
Vol 38 (No. 3), 1995, p 303–324

14. M. Li and G. Fata, Trimmed Aluminum
Sheet, U.S. Patent 5,820,999, 1998

15. E. Taupin, J. Breitling, W. Wu, and T.
Altan, Material Fracture and Burr Forma-
tion in Blanking Results of FEM Simula-
tions and Comparison with Experiments,
J. Mater. Proc. Technol., Vol 59, 1996,
p 68–78

16. F.A. McClintock, Criteria for Ductile
Fracture by the Growth of Holes Sub-
jected to Multi-Axial Stress States, Trans.
ASME J. Appl. Mech., Vol 35, 1968,
p 363–371

17. J. Lemaitre, A Continuous Damage
Mechanics Model for Ductile Fracture,
J. Eng. Mater. Technol., Vol 107, 1985,
p 83–89

18. R. Hambli, Numerical Fracture Prediction
during Sheet Metal Blanking Processes,
Eng. Fract. Mech., Vol 68 (No. 3), 2000,
p 365–378

19. R. Hambli, Prediction of Burr Height For-
mation in Blanking Using Neural Net-
works, Int. J. Mech. Sci., Vol 44, 2002,
p 2089–2102

20. V. Miguel and J.D. Bressan, A Computa-
tional Approach to Blanking Processes,
J. Mater. Proc. Technol., Vol 125–126,
2002, p 206–212

21. G. Fang, P. Zeng, and L. Lou, Finite Ele-
ment Simulation of the Effect of Clearance
on the Forming Quality in the Blanking
Process, J. Mater. Proc. Technol., Vol
122, 2002, p 249–254

22. M.G. Cockroft and D.J. Latham, Ductility
and Workability of Metals, J. Inst. Met.,
Vol 96, 1968, p 33–39

23. C. MacCormack and J. Monaghan, Failure
Analysis of Cold Forging Dies Using
FEA, J. Mater. Proc. Technol., Vol 117,
2001, p 209–215

24. D. Brokken, W.A.M. Brekelmans, and
F.P.T. Baaijens, Predicting the Shape of
Blanked Products: A FEM Approach,
J. Mater. Proc. Technol., Vol 103, 2000,
p 51–56

25. D. Brokken, W.A.M. Brekelmans, and
F.P.T. Baaijens, Discrete Ductile Fracture
Modeling for the Metal Blanking
Process, Comput. Mech., Vol 26, 2000,
p 104–114

26. A.M. Goijaerts, L.E. Govaert, and F.P.T.
Baaijens, Evaluation of Ductile Fracture
Models for Different Metals in Blanking,
J. Mater. Proc. Technol., Vol 110, 2001,
p 312–323

27. W. Klingenberg and U.P. Singh, FE Simu-
lation of the Punching Process Using In-
Process Characterization of Mild Steel, J.
Mater. Proc. Technol., Vol 134, 2003,
p 296–302

28. ABAQUS Version 6.2, User’s Manual,
Hibbitt Karlsson and Sorensen Inc.

384 / Simulation of Machining Processes

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



29. V. Tvergaard, Material Failure by Void
Growth, Adv. Appl. Mech., Vol 27, 1990,
p 83–147

30. N. Aravas, On the Numerical Integration of
Class of Pressure-Dependent Plasticity
Models, Int. J. Numer. Meth. Eng., Vol
24, 1987, p 1395–1416

31. H.H. Wisselink, “Analysis of Guillotining
and Slitting: Finite Element Simulations,”
Ph.D. thesis, University of Twente, The
Netherlands, Jan 2000

32. M. Oyane, T. Sato, K. Okimoto, and
S. Shima, Criteria for Ductile Fracture and
Their Applications, J. Mater. Proc. Tech-
nol., Vol 4, 1980, p 65–81

33. M. Oyane, Criteria of Ductile Fracture
Strain, Jpn. Soc. Mech. Eng., Vol 15 (No.
90), 1972, p 1507–1513

34. W. Kubli, M. Maurer, and J. Reissner, The
Use of FE Process Simulation in Tool and
Machine Optimization of the Fine Blanking,
Adv. Met. Form. Mach., 1989, p 369–377

35. T.A.J. Nicholson, Optimization in Industry,
Vol 1and 2, Longman, London, 1971

36. S.Ghosh,M.Li, andA.Khadke, ThreeDimen-
sional Simulations of Rotary Shear-Slitting
Process for Aluminum Alloys, J. Mater. Proc.
Technol., Vol 162 (No. 1), 2005, p 91–102

37. S. Roy, S. Ghosh, and R. Shivpuri, A New
Approach to Optimal Design of Multi-
Stage Metal Forming Processes by Micro

Genetic Algorithms, Int. J. Mach. Tools
Manuf., Vol 37 (No. 1), 1997, p 29–44

38. S.E. Clift, P. Hartley, E.N. Sturgess, and G.
W. Rowe, Fracture Prediction in Plastic
Deformation Processes, Int. J. Mech. Sci.,
Vol 32 (No. 1), 1990, p 1–17

39. A. Khadke, S. Ghosh, and M. Li, Numerical
Simulations and Design of Shearing Process
for Aluminum Alloys, ASME J. Manuf. Sci.
Eng., Vol 127 (No. 3), 2005, p 612–621

40. C. Chu and A. Needleman, Void Nucle-
ation Effects in Biaxially Stretched Sheets,
J. Eng. Mater. Technol., Vol 102, 1980,
p 249–256

41. M.S. Li, S. Ghosh,O.Richmond,H.Weiland,
and T.N. Rouns, Three Dimensional Charac-
terization and Modeling of Particle Rein-
forced Metal Matrix Composites, Part 1:
Quantitative Description of Microstructural
Morphology, Mater. Sci. Eng. A, Vol 265,
1999, p 153–173

42. E.R. Weibel, Stereological Methods: Theo-
retical Foundation, Vol 2, Academic Press,
London, 1980

43. S. Ghosh and S. Raju, R-S Adapted Arbi-
trary Lagrangian Eulerian Finite Element
Method for Metal Forming Analysis with
Strain Localization, Int. J. Numer. Meth.
Eng., Vol 39, 1996, p 3247–3272

44. S. Ghosh, Arbitrary Lagrangian-Eulerian
Finite Element Analysis of Large

Deformation in Contacting Deformable
Bodies, Int. J. Numer. Meth. Eng., Vol 33,
1992, p 1891–1925

45. K. Nahshon and J. Hutchinson, Modifica-
tion of the Gurson Model for Shear Failure,
Eur. J. Mech., Vol 27, 2008, p 1–17

46. C. Hu, J. Bai, and S. Ghosh, Microme-
chanical and Macroscopic Models of
Ductile Fracture in Particle Reinforced
Metallic Materials, Mod. Simul. Mater.
Sci. Eng., Vol 15, 2007, p S377–S392

47. S. Ghosh, K. Lee, and P. Raghavan, A
Multi-Level Computational Model for
Multiscale Damage Analysis in Compos-
ite and Porous Materials, Int. J. Solids
Struct., Vol 38 (No. 14), 2001, p 2335–
2385

48. S. Ghosh, Adaptive Concurrent Multi-
Level Model for Multi-Scale Analysis of
Composite Materials Including Damage,
Multiscale Modeling and Simulation of
Composite Materials and Structures, Y.
Kwon, D.H. Allen, and R. Talreja, Ed.,
Springer, 2008, p 83–164

49. S. Ghosh, J. Bai, and D. Paquet, A Homog-
enization Based Continuum Plasticity-
Damage Model for Ductile Failure of
Materials Containing Heterogeneities,
J. Mech. Phys. Solids, Vol 57, 2009,
p 1017–1044

Modeling Sheet Shearing Processes for Process Design / 385

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



Modeling of Residual Stress and
Machining Distortion in Aerospace
Components
Kong Ma and Robert Goetz, Rolls-Royce
Shesh K. Srivatsa, GE Aviation

THE INSERTION OF NEW MATERIALS
into aircraft systems takes several years and
many millions of dollars. Experimental trials to
define themanufacturing process tomeet the spe-
cifications can add significant time and cost.
Many military programs have small lot produc-
tion in either initial engine development pro-
grams or specialized production, providing
additional criticality to improving the first-time
yield of manufacturing processes and quickly
resolving production issues. Additionally, the
impact of an unintended process change is
unknown without evaluating the component,
again adding time and cost to issue resolution.
Therefore, new approaches are required to facili-
tate the rapid certification of materials and pro-
cesses technologies. Significant improvements
in manufacturing processes have been realized
by process modeling tools such as DEFORM
(Scientific Forming Technologies Corp.) and
FORGE (Transvalor) for metal forming and Pro-
CAST (ESI Group) for casting, which are now in
routine industrial use. Modeling and simulation
are critical for increasing the affordability of cur-
rent and future aerospace materials and products
and in developing and certifying materials in a
shorter timeframe that more closely matches the
product design cycle.

Introduction—Residual Stress,
Distortion, and Modeling

Technical Need

Aircraft engine and airframe structural com-
ponents that are machined from forgings or
plate stock represent a significant cost for both
military and commercial aircraft. Typical com-
ponent applications, as shown in Fig. 1, are
rotating disks in aircraft engines and structural
components in airframes. The buy-to-fly weight
ratio, which is the ratio of the forged material

weight to the finished component weight, is
typically between 4 and 10 for such compo-
nents. The excess material is removed by vari-
ous machining operations, which are a major
contributor to the cost of forged components.
Metallic components undergo various forming

processes, such as casting, forging, rolling, and
so on, in which the material is heated to high
temperatures. A typical wrought component of
a titanium- or nickel-base alloy begins as an
ingot. The cast structure is broken down into bil-
let form, which is then forged into the rough
shape of the component, with positive stock sur-
rounding the finished shape. Deformation occur-
ring during the forming process causes residual
stresses that can be compounded by thermal gra-
dients. After forming, the components are sub-
jected to a series of heat treatment processes to
improve the microstructure and material proper-
ties (e.g., toughness, strength, creep, fatigue).
Most heat treatment processes involve heating
the material to a high temperature to produce a
change in microstructure (e.g., phase transforma-
tion, recrystallization).
Nickel-base superalloy disks used in aircraft

engines typically undergo a two-step heat treat-
ment process: solutionizing and aging. The first
step is a solution heat treatment, and the solu-
tion temperatures are often high enough
(�1100 �C, or 2000 �F, depending on the alloy)
to almost completely relax any preexisting
residual stress induced during the forming pro-
cess. When the components are removed from
the heat treat furnace at the end of the heating
and soaking process, they are transported to
the quenching station, during which the compo-
nents lose heat to the ambient atmosphere due
to radiation to the surrounding surfaces, natural
convection through air, and conduction to the
handling mechanism through the direct contact
areas. This period is called the quench delay
or transfer time and usually is very short (15
to 60 s).

This period is followed by rapid quenching.
When the component is subjected to the much
cooler quench medium (typically oil, water,
polymer, salt, or forced air), the outer surface
of the component cools down rapidly, contracts,
and metallurgically stabilizes when it reaches a
relatively low temperature (e.g., below 480 �C,
or 900 �F, for nickel alloys), while the interior
is still at a high temperature. At this point, the
outside of the component is under tensile stress
and yields, while the interior material is under
compression because the outer volume cannot
contract (inward) against the yet-to-contract
hot interior. Gradually, the heat from the inside
dissipates outward. The interior material then
tries to contract, but now the outer volume is
already relatively fixed because it is at a much

Fig. 1 Aircraft engine and airframe components with
large buy-to-fly ratios and high machining

costs. (a) Typical aircraft engine forging. Blue (dark outer
region): forging shape; red (central region): intermediate
shape; green (bright core region): finish machined shape;
large volume of material machined away. (b) Typical
airframe structural forging. Intricate geometrical features
result in a large volume of material being machined away
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lower temperature. Therefore, the interior is
under tension and the outer region is under
compression, because it is being pulled inward
by the inner material. Plastic deformation
subsequent to yielding induces bulk residual
stresses in all directions.
Temperature gradients during quenching cause

thermal stresses, which drive localized plastic
deformation and residual stress buildup. Upon
cooling to room temperature, residual stresses
can exceed half of the alloy tensile strength.
Often, to obtain favorable material strength and
microstructure, fast cooling (quenching) is
applied. Higher cooling rates result in higher
residual stresses. Residual stresses resulting
from thermomechanical processing can cause in-
process cracking, machining distortion, in-service
distortion, and/or lowered life.
The stress profile within a component

depends on the local geometry features and
the temperature difference between the near
surface area and the quench medium (which
determines the rate of heat loss). An area with
a thinner cross section usually has lower stress
than an area with a thicker section. Variations
in residual stress occur due to variability in
manufacturing process conditions, for example,
the loading pattern of components in the fur-
nace and quench medium, the agitation level
in quench tanks, and the nature of the heat treat
fixtures.
During the second heat treatment step,

known as aging, the component is reheated to
a temperature much lower than the solution
temperature (typically 650 to 820 �C, or 1200
to 1500 �F) to form secondary and tertiary
gamma prime in nickel-base superalloys. This
step completes the transformation to the desired
microstructure and properties, with the added
benefit of stress relaxation through creep and
recovery processes. The amount of stress relax-
ation depends on the time and temperature of
the age cycle and the magnitude of the initial
residual stress. Higher temperatures result in a
greater degree of relaxation. Stress relaxation
is related to the creep behavior of the material,
and therefore, the microstructure (grain size and
gamma prime) also affects stress relaxation. If
the level of residual stress is below the steady-
state relaxation stress, further relaxation will
not occur unless higher temperatures are used.

Thus, residual stress cannot be eliminated, only
reduced during final aging, and the component
still has enough residual stress to affect its
behavior during machining and in service.
Component distortion can be caused by

material bulk stresses resulting from heat treat-
ing operations and/or by local near-surface
machining-induced stresses. When the compo-
nent cross section is thick, bulk residual stresses
dictate component distortion. As the cross sec-
tion is machined thinner (�3 mm, or 0.125
in.), surface residual stress begins to play a
more significant role in component distortion.
The prediction of residual stresses at quanti-

fied levels of uncertainty can improve proces-
sing methods, component design, robustness,
performance, and quality as well as achieve
more efficient material utilization and aircraft
system efficiency, which result in lower envi-
ronmental impact. Distortion of machined tita-
nium and nickel alloys contributes
significantly to the cost of these components.
Heat treatment and machining are the two criti-
cal operations in the manufacture of engine and
airframe components that influence residual
stress. Residual stresses and associated distor-
tion have a significant effect on manufacturing
cost in four distinct ways.
First, the forging and intermediate heat treat

shapes contain additional material to account
for expected distortion (Fig. 2). This material,
added to ensure a positive material envelope
over the finished component shape, represents
a raw material cost and increases the machining
cost. This additional material also imposes a
limit on the benefit of near-net shape forging,
which is being vigorously pursued by the
industry.
Second, component distortion during

machining requires that the machining process
engineer plan machining operations and fixtures
so that distortion does not compromise the fin-
ished component shape. Distortion during and
after machining can result in added operations,
such as lineup and straightening, rework, or
scrap. Typically, additional machining opera-
tions and setups are added in a time-consuming
and costly trial-and-error approach to minimize
the effects of component distortion. For exam-
ple, components such as disks are machined
alternately on either side in an attempt to

stepwise balance the distortion. The time spent
“flipping” components erodes productivity for
thick, stiff components; for thin components,
the strategy may be inadequate.
Third, residual stresses and associated distor-

tion add complexity to machining process
development and shop operations. Distortion
affects the details of the machining plan and
the way the component interfaces with machin-
ing fixtures. These effects generally vary
between material suppliers, from lot to lot,
and from one machining process to another.
Distortion thereby not only influences the effort
incurred during initial development of machin-
ing plans but may require adjustments after
the initial plan has been set.
Finally, distortion results in preload of air-

craft structures and fasteners and can cause
assembly problems. Manufacturing residual
stresses can adversely impact the behavior of
the components during service. Distorted and
prestressed components can result in fatigue
capability degradation by increasing the local
mean stresses. Residual stresses affect the
dimensional stability of rotating components
in aircraft engines. These components are
exposed to high temperatures for long times,
and distortions can affect system tolerances,
clearances, and efficiency. For an accurate anal-
ysis of component behavior during service, the
manufacturing residual stresses must be
included as initial conditions.
The physics and mathematics of residual-

stress redistribution within a component during
machining are well understood. Determining
residual stresses and subsequent distortion
requires modeling using finite-element meth-
ods. This method has been used to evaluate
the effect of processing conditions on residual-
stress development and the effect of residual
stresses on distortion during machining. The
buildup of residual stresses during heat treat-
ment and machining are difficult to assess using
intuition, engineering judgment, or empirical
methods. The physical interplay of quench heat
transfer, elevated-temperature mechanical
behavior, and localized plastic deformation is
complex. Subtle changes in processing condi-
tions and component geometry can significantly
affect the magnitude and pattern of residual
stresses.
For routine use, a fast-acting, validated,

physics-based model with sufficient fidelity
and robustness is needed to accurately predict
the effects of thermomechanical processing
and reduce scatter in residual stress, microstruc-
ture, mechanical properties, and their measure-
ment. Residual-stress modeling technology
must be standardized to meet an industry
requirement for accuracy and capability in
manufacturing (distortions), service (dimen-
sional stability), service-life estimation (fatigue
life, crack initiation, crack growth and propaga-
tion), and material testing (measurement scatter
and sampling effects).
There is a need to understand the effects of

heat treating and machining on distortion and
Fig. 2 Extra material envelope is needed to compensate for distortions during heat treating and machining to the

inside finished component shape
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to predict, minimize, and control these distor-
tion-related processes to achieve robust six-
sigma quality. There is a need to develop heat
treatment and machining processes for mini-
mizing distortions, realizing that this is not
always the same as minimizing residual stres-
ses. In addition, there is a need to accurately
predict residual stress and consider its impact
on component life and behavior in service.
The industrial drive is toward stronger and
longer-lasting components with higher-
temperature capability. As new materials with
better properties to meet more exacting
requirements are introduced, they will be more
difficult to machine. While materials scientists
are developing higher-temperature materials, it
is also possible to further improve existing
designs and materials. One way to improve
component design and increase life is by
understanding the distribution of residual
stress from the manufacturing process and
linking it with the product life cycle. Modeling
will help reduce machining problems and
thereby enable more rapid introduction of
high-performance materials and components.

Objectives of Residual Stress and
Machining Distortion Modeling

The overall objective is to develop and vali-
date a high-productivity modeling method that
accurately predicts the magnitude and pattern
of distortion during machining of forgings used
in aircraft engines and airframe structures and
to establish an approach for using machining
modeling to generate machining plans that
yield less component distortion and reduce the
cost of machining.

Metals Affordability Initiative Programs

For almost a decade, the United States Air
Force (USAF) Metals Affordability Initiative
(MAI) has devoted significant resources to under-
standing the impact of residual stresses on compo-
nent variability and machining distortion. The
MAI team consists of materials developers, for-
gers, software developers, universities, aircraft
engine makers, and airframers to bring the real-
world perspectives of the entire supply chain to
the project. The methods developed represent a
sound engineering practice for predictingmachin-
ing distortion and are available for licensing in
commercial codes. Many aerospace original
equipment manufacturers and their suppliers
now have established in-house analysis methods.
TheMAI projects have reduced the time to imple-
mentation of the process technology by permitting
a focused, larger-scale, complete effort across
engine manufacturers, airframers, and material
and machining suppliers than would be possible
if efforts were conducted by individual companies
alone.
Significant progress was made in the

development and validation of two-dimensional
(2-D) modeling tools for predicting machining

distortions in the USAF MAI Dual-Use Science
and Technology (DUST-7) Program, Cooperative
Agreement F33615-99-2-5216. This program
advanced the state of the art in going from the pre-
vious state of a time-consuming, manual, partially
validated, not-production-ready procedure to an
automated, high-productivity, user-friendly, fast-
acting, validated, commercially supported, and
production-ready analysis tool that can be used
to achieve significant cost-savings. It was shown
that 2-D distortions can be predicted to within
the typical process variability of þ�20 % or þ�5
mils (0.125 mm).
Aircraft engine rotating components are 2-D

axisymmetric up until the final machining
operations, when three-dimensional (3-D) fea-
tures such as dovetail slots, cooling holes, and
so on are machined. For this reason and
because of the simpler nature of 2-D models
as compared to 3-D, the development of 2-D
tools was addressed first. The 2-D model was
rigorously validated first on simple-shaped for-
gings and later for complex shapes in a produc-
tion environment. Two-dimensional rotating
disks account for the majority of aircraft engine
forgings. The machining model developed real-
istically captures the process boundary condi-
tions (tooling constraints) for any user-
specified sequence of machining operations.
The method was rigorously validated first on
simple shapes in a well-controlled situation
and then extended to complex shapes in a pro-
duction environment. The material chosen for
this program was cast and wrought U720, but
the model/method is pervasive and can be
employed for other materials.
The 2-D model has been implemented at var-

ious aircraft engine makers, and it has been
used successfully for many production compo-
nents. This analytical tool guides machining
operation sequence and tooling design for
rotor hardware to minimize component distor-
tion, which was previously predominately an
experience-based trial-and-error process.
Following the successful completion of the

2-D program, the MAI team has developed
3-D distortion modeling tools. The results pre-
sented in this article are largely based on the
MAI programs.

Modeling of Heat-Treat-Induced
Residual Stress

Finite-Element Residual-Stress Analysis

Residual-stress analysis involves:

� Determination of heat-transfer coefficients
during quenching

� Measurement of material constitutive behav-
ior (elastic-plastic creep) at processing
conditions

� Finite-element analysis to calculate thermal
and stress fields

� Finite-element analysis for machining
distortion

� Finite-element analysis for in-service distor-
tion and for strength and service-life
estimation

Commercially available process modeling
tools, such as DEFORM and FORGE, are
finite-element-based analysis tools. They
employ an elastic-plastic formulation, which is
the necessary basis for the model formulation.
The detailed steps of setting up a model for
the heat treatment process vary depending on
the software used. However, they all involve
several general steps:

1. Construct the heat treat geometrical model
from computer-aided design (CAD) tools.

2. Obtain the thermophysical material properties
for the componentmaterial. This includes ther-
mal conductivity, heat capacity, density, ther-
mal expansion coefficient, Young’s modulus,
and flow stress describing plastic behavior.
All properties are temperature dependent and
also depend on themicrostructure and previous
processing history of the material. The use of
realistic material data is critical to the success
of any modeling effort.

3. Obtain the detailed process information.
This includes the heat treat solution temper-
ature, soak time, quench delay time, quench
medium type, medium temperature, compo-
nent loading configuration, and so on. Simi-
lar processing data are needed for any
subsequent stress relief (or aging) processes.

4. Determine the heat-transfer coefficients
(HTCs) for the interface between the
quenching medium and the component.
Using the analytical approach, one can use
the sophisticated two-phase (gaseous and
liquid) flow computational fluid dynamic
methods to simulate the quenching agitation
interacting with the specific component
geometry. This requires very detailed char-
acterization of the physical quenching con-
figuration and is time-consuming. A much
simpler approach is to experimentally deter-
mine the effective HTCs by instrumenting
an experimental component with thermocou-
ples. The HTCs are then input into the mod-
eling software as time- and temperature-
dependent boundary conditions.

5. Mesh the component geometry. All the gen-
eral rules and guidelines used for standard
finite-element analysis apply to the process
model; for example, quad elements are bet-
ter than triangular elements, a higher-density
mesh yields more accurate results, and so
on. One point worth noting is that the
elastic-plastic formulation is used to perform
the thermomechanical analysis of compo-
nents. Therefore, particular attention should
be given to the mesh density in the areas
subjected to steep thermal and mechanical
changes during the heat treat cycle.

6. Run the heat treat model. Because of the
complexity of the algorithm and the time
and temperature base of the process model,
it usually takes from a few hours for a

388 / Simulation of Machining Processes

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



mid-sized 2-D model to several days for a
complex 3-D model. Like any finite-element
analysis, if the solution fails to converge, the
use of smaller simulation time-steps and/or
altering the mesh can help eliminate the
problem.

Modeling Procedures (2-D)

Generally, three procedures have been com-
monly used to model the machining distortion
(Fig. 3). All of these techniques use different
methods for how the material is removed during
machining and the subsequent re-equilibration of
residual stresses. All of the techniques described
as follows neglect the surface residual stress
induced by the interaction between the machine
tool and the component, and therefore, the effect
of cutting conditions is also ignored. The effect
of machining-induced stresses is addressed in a
later section in this article.
Method 1. In the one-step procedure, plastic

strains from the heat treat shape are mapped
onto the machined shape, and the strains and
stresses are re-equilibrated to obtain the result-
ing distortion. In essence, this method means
that all the material is machined off instanta-
neously in one machining pass. This method is
straightforward and easy to implement; it
avoids remeshing associated with modeling
each machining operation, and it predicts bulk
distortions and trends correctly. However, it
ignores the influence of the machining path
and the effect of in-process shape change on
the workpiece/fixture interface, and its accuracy
decreases with increasing distortion.

Method 2. The multistep procedure with
predetermined material removal is similar to
the one-step procedure, but material is removed
in multiple passes based on a predetermined
machining sequence. The workpiece is meshed
up front to follow the machining sequence. This
method also avoids remeshing associated with
modeling each machining operation, and it pre-
dicts bulk distortions and trends correctly.
However, it ignores the influence of the
machining path and the effect of in-process
shape change on the workpiece/fixture inter-
face, and its accuracy decreases with increasing
distortion. The initial meshing is more involved
than the one-step method. If changes in machin-
ing sequences are to be evaluated, the heat treat
analysis must be completely redone.
Method 3. In the multistep procedure with

path-dependent material removal, a complete
remeshing is performed at each machining
operation, and the material removal follows
the actual machining sequences. This is a more
realistic representation of the machining pro-
cess, and it accounts for in-process distortions
and workpiece/tooling interactions. It is most
involved to set up the model. The material

removal can be accomplished in two ways:
Boolean or remeshing.
Boolean Procedure. The material inside the

machining path is removed to obtain the new
geometry by a Boolean operation of the cur-
rent geometry and the machining path (Fig.
4a). The new geometry follows the distorted
geometry from the preceding step everywhere
except where the machining cut is taken. This
new geometry, which represents the workpiece
shape after machining, is remeshed and the
stresses/strains re-equilibrated to obtain the
unrestrained distortion. When the Boolean cut
is very thin (e.g., on the last pass) and the
workpiece is not constrained during cutting,
there will be very little additional distortion,
and the cut face will follow the cutting tool
path.
Remeshing Procedure. The plastic strains

from the current geometry are mapped onto
the machined geometry and the stresses re-equi-
librated to obtain the resulting distortion. The
new geometry follows what the user has prede-
fined and not the distorted geometry from the
previous step. The new geometry is indicated
by the solid line. Remeshing to this new

Fig. 3 Comparison of various machining distortion prediction methods. The multistep procedure with path-dependent material removal most accurately represents what is
happening in practice

Fig. 4 (a) Boolean and (b) remeshing procedures
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geometry causes the distortion from the preced-
ing steps not to be carried through, as shown on
the uncut faces in Fig. 4(b).
Of the three methods shown in Fig. 3,

method 1 is straightforward, and methods
2 and 3 require a large amount of user time to
set up the problem for a general multistep
machining process. As a result, such analyses
are not performed routinely. An automated ver-
sion of method 3 that minimizes model set-up
time, streamlines the overall procedure, and
minimizes the interpolation error was devel-
oped in the MAI programs.

Modeling Procedures (3-D)

Three-dimensional distortion modeling is
needed to address airframe structures and com-
plex engine components. Figure 5 shows a dis-
torted airframe component with a 3-D
geometry. Figure 6 shows both axisymmetric

and nonaxisymmetric distortions of a nomi-
nally 2-D axisymmetric-shaped engine disk
forging.
In the modeling of the material-removal pro-

cess during machining, a new finite-element
mesh must be generated on the as-machined
shape. Residual stresses and strains must be
interpolated from the premachined shape
(mesh) to the postmachined shape (mesh). This
process of interpolation introduces errors in the
simulation that can be significant if the compo-
nent geometry has thin walls adjacent to thicker
sections. This problem is more acute in 3-D
modeling than in 2-D modeling because of the
increased geometrical complexity of 3-D
shapes (thin/thick sections) and because of the
limitations on the fineness of the mesh that
can be employed in 3-D to keep the computa-
tions manageable. The solution accuracy was
improved with a combination of controlling
the local mesh density to have finer elements

in thin geometrical features and high-stress gra-
dient regions, local remeshing, and improved
interpolation schemes.
Local Remeshing. During global remeshing,

a completely new mesh is generated over the
entire volume of the workpiece. Therefore,
every element and node in the model is
changed, and the state variables are interpolated
from the old mesh to the new mesh. This intro-
duces large interpolation errors. During mate-
rial removal, generally only a small volume of
the workpiece geometry is altered. Figure 7
shows a schematic of the material-removal pro-
cess. In the local remeshing methodology, only
the elements along the machined surface and
their neighboring elements are remeshed. As
compared with the original mesh, 86.7% nodes
and 79.6% elements remain unchanged in this
example. During data interpolation, only the
modified nodes/elements are affected. There-
fore, interpolation error can be avoided for the
major part of the mesh that remains unchanged.
Improved Interpolation. Two new interpo-

lation schemes were developed. In the first,
the interpolation is performed based on a local
polynomial fit. In the second, the element vari-
ables are also stored at the nodes and the nodal
values used during interpolation, which avoids
the error during transfer of element data to
nodes. The interpolation error was reduced sig-
nificantly with the new interpolation schemes.
When interpolating onto the same mesh, the
error in radial distortion was reduced to 2.5%
as compared to 50% with the old method.
The method of combining local remeshing,

improved interpolation, and mesh windows to
control element size helps reduce errors. In gen-
eral, this method results in peak values of stress
and strain being retained more accurately than
the previous methods; that is, there is less
smoothing error with the new method. Simula-
tion results were found to be in good agreement
with experimental data. All predictions were
within 20% of the measurements with the new
method.
To easily set up the model for multiple

machining operations and passes, a template
(Fig. 8) was set up that can position the work-
piece, the fixtures and loads, and the material
removal in a user-friendly setup. A preview of
all the machining steps ensures error-free setup
before the simulations are commenced.

Fig. 5 Distorted airframe component. This component was machined flat. The material stress and machining-
induced stress are causing it to distort

Fig. 6 Optical scan pictures showing axisymmetric
and nonaxisymmetric distortion (due to

nonaxisymmetric fixturing) following heat treatment.
Colors indicate axial distortion.

Fig. 7 Local remeshing of elements affected by the machining process
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To facilitate the material-removal process for
machining distortion modeling, the machining
path information (described by G-code) was
converted to a geometry that can be used to
generate the machined workpiece configuration
(Fig. 9). A G-code interpreter was developed
and tested with several examples (Fig. 10).
During the simulation of residual stresses and

machining distortions, it is necessary to con-
strain the six degrees of freedom in the work-
piece to eliminate rigid body motion.
Guidelines were developed on the selection of
the nodes and the manner in which they must
be constrained. A preprocessing function was
developed to automate/guide the definition of
these boundary conditions. The method is:

1. Fix one node in x-, y-, z-directions. This
removes the three degrees of freedom in
translation.

2. Find a point at the same x and z but different
y. Fix this in the z-direction; it removes x-
rotation.

3. Find a point at the same y and x but different
z. Fix this in the x-direction; it removes y-
rotation.

4. Find a point at the same z and y but different
x. Fix this in the y-direction; it removes z-
rotation.

The machining distortion solution is depen-
dent on the chosen reference boundary condi-
tions to constrain rigid body motion. A facility

was developed to allow the user to easily select
reference points/planes/axes to represent the
predicted distortion in the selected frame of ref-
erence. This feature enables the display of the
distortion solution in any frame of reference
and enables easy comparison with measured
data. In the free-state distortion simulations,
six degrees of freedom are removed by assign-
ing boundary condition constrains to the model.
Depending on the locations where the boundary
condition constraints are applied, the distortion
results may appear to be different. For the 2-D
example shown in Fig. 11, the distortion results
appear to be different with respect to where
the constraints are applied. However, if the
distorted models are rotated and translated
appropriately, the distortion results would be
the same. This means that results using differ-
ent boundary condition constraints can be
converted to the same results using a suitable
reference frame definition. Various other
improvements were made to facilitate the dis-
play of distortions in an easily usable format,
for example, axial runout display, and so on.

Modeling Data Requirements

Material Characterization

The MAI programs have focused on three
materials: Ti-64, U720, and alloy 718. How-
ever, the model/method is pervasive and can
be applied to other materials. The data needed
to do this are listed as follows. All data should
cover the range from room temperature up to
the heat treat temperature:

� Constitutive behavior (stress-strain in plastic
region)

� Young’s modulus
� Creep and stress-relaxation data
� Poisson’s ratio
� Thermal expansion coefficient
� Heat capacity
� Thermal conductivity
� Heat-transfer coefficients during the entire

quench process

On-Cooling Tensile Tests

On-cooling tests are used to generate data
describing the constitutive behavior of the
material: stress as a function of strain, strain
rate, and temperature. Data should be generated
at a minimum of two different strain rates.
Details of the testing procedure are as follows:

� Heat the tensile specimen to the heat treat-
ment solution temperature and hold at this
temperature for 20 min.

� Cool the tensile specimen at a specified
cooling rate (representative of the cooling
rate during the actual quenching process)
from the solution temperature to the test
temperature, then hold at the test tempera-
ture for approximately 10 min for tempera-
ture stabilization.

Fig. 8 Machining distortion template

Fig. 9 Boolean geometry creation from machining G-code, material removal, and machined component

Fig. 10 G-code converter: machining path (G-code) converted to material-removal geometry
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� Conduct tensile testing at this test tempera-
ture at a strain rate of 0.005 in./in./min to
yield, then at a strain rate of 0.05 in./in./
min to fracture.

� This thermal cycling procedure follows the
thermal history of the forging during heat
treatment, and so, the data generated are rep-
resentative of the heat treated material.

� Conduct the tests over the temperature range
from room temperature to the heat treat
temperature.

� These tests give both the Young’s modulus
and the plastic behavior of the material.

Stress-Relaxation/Creep Tests

There are two methods for generating the
data needed for modeling the stress-relaxation
behavior during aging. One is to use stress-
relaxation curves for the appropriate tempera-
tures and heat treatment condition of the aging
cycle. The second is to use data from creep
tests. The stress-relaxation test consists of pre-
straining a tensile specimen to a high elastic
strain or just over the yield limit. The displace-
ment is then fixed, and the stress-relaxation
curve is recorded for the entire aging time, if
possible. Typically for superalloys, stress
decreases linearly with log(time). In a creep
test, the strain is measured under a given
applied stress that is held fixed over time. The
stress-relaxation technique requires fewer tests
than the traditional creep technique to cover
the entire stress/temperature/time behavior of
the material. Stress-relaxation curves can be

converted to creep strain rate versus stress for
use in finite-element models to analyze stress
relaxation. It is critical to generate these data
with the appropriate microstructure material.

Thermophysical Property Tests

There are ASTM International standard tests
for measuring the various thermophysical prop-
erties—thermal expansion coefficient, thermal
conductivity, and heat capacity—so these tests
are not described here (see the Section “Input
Data for Simulations” in this Handbook for sev-
eral articles on thermophysical properties).

Heat Treat Thermocouple Tests

Heat-transfer coefficient data should include
transfer from the furnace to the cooling station
in addition to the main quench itself (fan, water,
polymer, salt, or oil). Typically, the HTCs are a
function of temperature and the position on the
workpiece. These data are specific to the quench
facility used. Accurate HTC data are critical for
correctly predicting residual stresses and
subsequent machining distortions. The prevalent
method of determining HTCs for furnace heatup,
transfer, and quench (various media) uses ther-
mal data from a quenching experiment (Fig.
12). This method involves a number of subjec-
tive decisions that can significantly impact the
accuracy of the results. Inverse methods (2-D or
3-D) for obtaining HTCs are prone to instability
and nonunique solutions. Problems exist on the
validity of transferring a set of HTCs obtained

on one shape to a different shape and in capturing
localized distributions at critical geometrical
features. An alternative method is to use compu-
tational fluid dynamics to predict coolant flow
and obtain HTCs using well-established correla-
tions to fluid flow. Computational fluid dynamics
has only been used occasionally for this purpose,
due to its complexity and lack of accuracy for
boiling heat transfer in oil or water quench.

High-Strain-Rate Flow Stress for
Machining

For realistic modeling of the machining pro-
cess, accurate material property data are
needed. Flow-stress data are needed over the
range of strain, strain rate, and temperature that
exist in machining operations. Obtaining the
flow stress for use in metal-cutting simulation
is difficult because of the high values of strain
and strain rate that are involved. Conventional
tests (e.g., compression and tensile tests) cannot
be used to obtain reliable flow-stress data under
cutting conditions. Flow-stress data were
measured for mill-annealed Ti-6Al-4V and for
alloy 718 by the Engineering Research Center
for Net Shape Manufacturing at The Ohio State
University. Cutting forces were measured for
slot milling tests on plate samples. Flow stress
was calculated from the experimental forces
and plastic zone thicknesses. The flow-stress
data were then validated through finite-element
method simulations of orthogonal turning. The
advantages of this approach are reduced exper-
imental effort and cost compared to conven-
tional material testing (e.g., compression and
tensile tests). Typical high-strain-rate flow-
stress data are shown in Fig. 13.
This method is limited by Oxley’s assump-

tions (Ref 1):

� Tool edge is assumed to be sharp.
� Chip formation is of the continuous type (no

serrations).
� The width of the cut must be more than 10

times the feed rate to satisfy the plane-strain
assumption.

Y

X
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X
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Vv = 0

Vy = 0 Vx = 0
Vv = 0

Fig. 11 Two-dimensional illustration showing different distortion results using different constraints

Fig. 12 Heat-transfer coefficient measurement using a
disk outfitted with thermocouples
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Fig. 13 Typical high-strain-rate flow-stress data
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� Stress and temperature on the shear plane
and the tool-chip interface are averaged.

� No built-up edge appears on the tool.

A methodology to obtain flow-stress
data suitable for machining simulation using
inverse numerical analysis was developed. In
the inverse calculation, the error between the
measured cutting forces and the forces pre-
dicted by DEFORM are minimized using an
optimization approach. DEFORM is capable
of modeling the machining process in either a
transient or a steady-state mode. The steady-
state approach is significantly faster (�15
min) than the transient approach (�20 h), with
year 2010 state-of-the-art personal computers.
The inverse analysis requires multiple simula-
tions to reach the minimum of the objective
function (least error between the measured and
predicted cutting forces). To shorten the simu-
lation time, the steady-state approach was used
to perform the inverse analysis. The 2-D
steady-state method was validated by compar-
ing it with the transient approach.
The Johnson-Cook flow-stress equation was

used:

seq ¼ ðAþ BenÞ

1þ C ln
_e
_e0

� �� �
1� T � Troom

Tm � Troom

� �m� �

(Eq 1)

where seq is the material flow stress; A, B, n, C,
and m are five material constants; T is the abso-
lute temperature; Troom is the room temperature;
and Tm is the melting temperature. (See the
article “Evaluation of Workability for Bulk
Forming Processes” in Metalworking: Bulk
Forming, Volume 14A of ASM Handbook.)
The procedure was validated using experi-

mental cutting force data from the Aerospace
Manufacturing Technology Center. The process
was longitudinal turning of a tube made of alloy

718. The inverse analysis was carried out on an
Itanium machine, and it took approximately 31
h and 70 iterations to find the minimum of the
objective function.

Residual-Stress and Distortion
Measurement Techniques

Residual-Stress Measurement

All residual-stress measurement methods are
indirect and rely on converting a measured
strain (e.g., slotting, hole-drilling, ring-core) to
a stress. The inverse procedure leads to high
measurement scatter (>100% between different
sources and methods) for complicated 3-D
stress states. In addition, some destructive mea-
surement techniques can change the residual-
stress state as part of the measurement itself.
There is an ASTM International standard that
outlines the limitations of various measurement
methods. Measurement techniques differ in
respect of the stress components measured,
depth (near surface versus through thickness),
mapping dimensionality (1-D, 2-D, 3-D), spa-
tial resolution, sensitivity at low stress levels,
destructive versus nondestructive, and near-
surface resolution. No single measurement
technique is applicable in all cases, and valida-
tion requires a combination of measurements
depending on component geometry and sur-
face-versus-internal measurements. Validation
requirements are dependent on the application
requirements (manufacturing distortion, in-
service distortion, service-life estimation).
In x-ray diffraction (XRD), the stresses are

obtained from the measurement of the crystal
lattice strain. The stress obtained is an average
over the x-ray beam volume. The accuracy of
XRD depends on grain size and therefore the
material type. To measure the stress profiles
inside or near the surface, some material must

be removed to expose the target area. This will
affect the stress equilibrium in the component.
Therefore, correction methods are needed to
obtain the original stress before the material
removal. In spite of these limitations, the mea-
surement technique that is most robust for
determining the machining stress profile is
XRD. However, even this method has the diffi-
culty of collecting data at a sufficient number of
points due to the small depth of machining-
induced stresses. In addition, it is expensive to
gather a large amount of x-ray data.
To test the applicability of the XRD method

in measuring machining-induced residual stres-
ses, measurements were performed on four spe-
cimens. Measurements were made at 0.0002
in. (5 mm) intervals up to 0.002 in. (50 mm) into
the workpiece. Afterward, measurements were
made at 0.0005 in. (13 mm) intervals until
0.005 in. (125 mm). Beyond 0.005 in.,
measurements were taken at 0.001 in. (25 mm)
intervals. These results were corrected for
material removal at various depths. The XRD
measurements indicate high surface stresses but
with shallow depth. The stresses do not propa-
gate greater than 0.001 in. below the surface
(Fig. 14). With measurements taken at 0.0002
in. depth intervals, only three to five meaningful
data points were obtained. The repeat measure-
ment at another test laboratory indicated the
same magnitude of stresses but twice the depth
of penetration. This shows the uncertainties and
variability inherent in all stress measurement
techniques. All measurement techniques are
indirect and convert a measured strain to stress.
Other less-common techniques can also be

employed, such as microslitting, synchrotron,
contour method, and so on.

Feasibility Demonstration of Microslot
Milling and Distortion Measurement

Tests were performed at Microlution, a
designer and builder of micromilling machines,
to determine the feasibility of using microslot
milling to remove very fine layers of material
from the machined surface and to measure the
resulting distortion to investigate machining-
induced stresses present in the sample. Typi-
cally, machining-induced stresses are within
the first few hundred micrometers from the sur-
face in titanium. Figure 15 shows a schematic
of this process. The sample is clamped near
one edge, cantilevering the remainder. First, a
measurement device (e.g., confocal laser) is
used to measure the initial contour along the
path shown by the dotted lines. Next, a small
strip of material is removed by micromilling
in the form of a rectangular slot the full length
of the sample with width w and depth d. The
measurement along the dotted lines is then
repeated to determine any distortion caused by
the layer removal. This process is repeated mul-
tiple times to measure the change in distortion
caused by each layer removal. The measured
change in distortion is related to the removal
of machining-induced stresses present in the

Fig. 14 Residual stresses in the tool axis direction. X-ray diffractionmeasurements; Ti 6-4 sample 90� orientation. Values
less than zero indicate compressive residual stress and values greater than zero indicate tensile residual stress.
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layer that was last removed and the stiffness
properties of the sample.
For aluminum samples, the distortions are

approximately 0.005 in. in magnitude. The
measurement noise using a laser triangulation
measurement system is approximately 0.0001
to 0.0002 in. This provides a signal-to-noise
ratio of 50 to 1, and the method is effective.
However, the method was not feasible for tita-
nium samples, due to low signal-to-noise ratio
at the surface where the larger stresses are
located. The sample is stiffest during the
removal of the first few layers, when nearly
all of the material is intact, and most of the
stresses are present in the first few layers. Thus,
the distortion measurement is least sensitive in
the most critical regime.

Distortion Measurement

When validating the modeling predictions of
machining distortions with experimental mea-
surements, the data should be gathered on the
face opposite to the one machined in the current
operation, before and after this operation. The
difference between the before/after measure-
ments gives the distortion induced during this
machining operation. This quantity should be
compared with modeling predictions. Distinc-
tion should also be made between distortion
when the component is clamped in the machine
fixture versus the free state when all external
loads are removed.
If an attempt is made to correlate the model-

ing predictions of machining distortions with

experimental measurements on a face just
machined, this can potentially involve large
errors. After the workpiece is removed from
the fixtures, a free-state dimensional inspection
is made. The difference between the nominal
undistorted shape and the free-state dimension
is the machining distortion induced during this
operation. However, in practice, the nominal
undistorted state may be slightly offset. Such
offsets can occur because the workpiece is not
perfectly flat or axisymmetric and cannot be
exactly positioned in the fixture on the cutting
machine. So, machining distortions induced
during the current operation on the cut face
are confounded with positioning errors. Axial
drops on the just-machined face measured rela-
tive to the reference point will be sensitive to
the exact amount of material removed and the
distortion that occurs as the material is being
removed. Therefore, a realistic comparison of
the predicted and measured distortions on the
just-machined face is difficult.
Dial indicators are the most commonly used

for in-process measurement. When the compo-
nent is still clamped in the fixture, one can use
the machine turret to carry a dial indicator to
scan the prismatic surfaces and note the distor-
tion contour.
Coordinate measurement machines (CMMs)

are also very common for measuring multiple
features on more complex parts (Fig. 16). When
compared with the modeling results, the model
must be in a free-standing state unless the part
stays in the same fixture during machining
when presented to the CMM.

Optical scanning techniques (laser or fringe
projection) have become more mature and more
accurate in recent years (Fig. 16). Optical scan-
ning has a unique advantage because it is capa-
ble of providing a large amount of digital data
of the component profile in a very short time,
which none of the other techniques can offer.
Because of the size of the X/Y/Z point cloud
data file (can be up to millions of data points),
special software such as Geomagic, Polyworks,
RapidForm, or Surfacers is needed to interro-
gate the data and compare with CAD models.

Model Validation on Engine-Disk-
Type Components

2-D Residual-Stress Validation on
Engine-Disk-Type Components

Model validation was conducted first on simple
pancake shapes and then on complex production
shapes. The experimental heat treat conditions
were selected to maximize residual stresses and
subsequent machining distortions. The intent
was to intentionally generate large residual stres-
ses and machining distortions in order to measure
them accurately and to avoid large errors in exper-
imental measurements, which can prevent mean-
ingful model validation. The heat treat cycle
consisted of heating the U720 forgings from room
temperature to the solution temperature of�1100
�C (2000 �F), holding at temperature for 2 h, fol-
lowed by a 30 s transfer time from the furnace to
the fan cooling station, then fan cooling for 10

Fig. 15 Layer removal and distortion measurement schematic

Fig. 16 Coordinate measurement machine inspect-
ion and optical scanning setup for measuring

distortions
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min, after which the forgings were cooled to room
temperature in still air.
The heat treatment of a Rolls-Royce production

disk (Fig. 17) was performed for two cases: the
current oil quench process and a proposed fan
quench process as an improvement of the current
process. The current production oil quench pro-
cess has high cooling rates. The proposed fan
cooling process results in a close-to-uniform cool-
ing rate in a large volume of the forging of a mag-
nitude that would meet the mechanical property
requirements for the disk. This uniformity in cool-
ing rate reduces residual stresses, heat treat distor-
tions, and subsequent machining distortions as
compared to the nonuniform cooling rates
achieved by the oil quench process. The tensile
residual stresses in the middle of the disk are
reduced by more than 50% in the fan cooling pro-
cess as compared to the oil quench process. The
heat treat distortion is reduced by approximately
70% in the fan cooling process as compared to
the oil quench process.
Residual stresses at the end of heat treatment

were predicted. For simplicity, it was assumed
that any residual stresses fromprior forging opera-
tions were not significant and were relieved dur-
ing the heatup-and-hold stage of solution heat
treatment. This assumption is reasonable because
the yield stress and creep strength of the material
are small at the solution temperature, and there-
fore, any prior manufacturing residual stresses
would be relaxed. The residual stresses in the for-
gings were primarily induced during quenching.
Sensitivity studies were performed to establish
that the results were only slightly affected
(�5%) with respect to finite-element mesh size
and variations in the HTCs. An uncertainty of
þ�10% in the HTCs is typical of production
conditions.
Given an accurate residual-stress profile, well-

defined constraints imposed during machining,
accuratematerial properties, and awell-character-
izedmetal-removal plan, prediction of component
distortion should agree reasonably well with
measured dimensional changes. However, prior
attempts to match measured distortion values
against prediction have shown only qualitative
agreement. The validation of complex models
can easily be frustrated by experimental and anal-
ysis inaccuracies as well as by confounding of
multiple effects. Therefore, a three-step statisti-
cally designed procedure was conducted to vali-
date all the submodules and the overall model:

� Validate the thermal models by conducting
thermocouple tests.

� Validate residual stresses and distortions by
conducting stress and CMM measurements.

� Validate machining distortions by conduct-
ing CMM measurements.

For each step, validation was done in a sys-
tematic step-wise manner by testing each fea-
ture in the model one at a time and then all
together. This helped isolate the shortcomings
of the model and remove them before proceed-
ing to an overall validation. Validation was

performed on both simple and complex 2-D
and later 3-D shapes and on both airframe and
engine materials.
First, the thermal model was validated by

conducting experiments using a pancake instru-
mented with thermocouples to measure the
thermal response during quench. Heat-transfer
coefficients were calculated from the measured
temperature-time data. Good correlation was
established between simulation and experiment,
thus validating the thermal model. The same
procedure was repeated on a production shape
for both oil and fan quench. The accurate pre-
diction of thermal response is a prerequisite
for the accurate prediction of residual stresses
and subsequent machining distortions.
Radial and hoop residual stresses were

measured along three sections and two clock
positions (2 and 10 o’clock) in one pancake
forging using XRD.The measurements were
conducted up to half the forging thickness.
Selected stress measurements were repeated
at another test laboratory to evaluate the repro-
ducibility of the measurements and assess the

accuracy of the data. The two sets of results dif-
fer by approximately 30 to 150%. The accurate
measurement of stresses is difficult. Any stress
measurement technique is indirect and relies
on the measurement of a strain (either by strain
gages, hole drilling, chemical milling, x-ray, or
neutron diffraction) and converting the strain to
a stress measurement. This can lead to large
errors in the measured stresses when the state
of stress is triaxial with a complicated distribu-
tion, as in these forgings. The large differences
between the measurements from the two testing
sources confirm the inaccuracies involved in the
measurement of residual stresses. The valida-
tion of the model itself was based on measured
distortion data.
A significant amount of material is machined

out as the residual-stress measurements are
made at increasing depth, as shown in Fig. 18.
This material removal will influence the state
of stress in the forging. The predicted residual
stresses were corrected to account for the mate-
rial removal. A 3-D 90� model of the forging
was created, and the 2-D residual stresses were

Fig. 17 Machined production disks

Fig. 18 Machining of slots during measurement of residual stresses
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mapped onto the 3-D model. In the 3-D model,
the machining of the slots was carried out in
depths of 7.5 mm (0.3 in.). At each depth, after
the material was removed, the stresses and
strains were allowed to re-equilibrate. This cor-
rects for the state of stress due to material
removal. The predicted stress after successive
material-removal passes was compared with
measured values to provide a better assessment
of the modeling predictions.
Figures 19 and 20 show a comparison of the

predicted and measured residual radial and
hoop stresses at the three measurement posi-
tions. The measurements at the two o’clock
and ten o’clock positions are compared with

the 2-D predictions at the end of heat treatment
and the 3-D predictions corrected for material
removal. The 2-D predictions not corrected for
material removal do not agree well with the
measurements, especially at increasing depth
as more and more material is removed. On the
other hand, there is good agreement between
the measurements and the 3-D corrected predic-
tions. The discrepancy between measurements
and predictions is largest at the surface. Possi-
ble causes of this discrepancy are residual sur-
face hardening from machining not removed
by etching, extrapolation of stresses from the
finite-element centroids to the surface, and
larger experimental errors near the surface

where the stress gradients are steep. Repeat
measurement(s) are shown by closed circles
and show the variability between two different
measurement laboratories.

2-D Machining Distortion Validation on
Engine-Disk-Type Components

Pre- and post-heat treat CMM inspection of
the forgings consisted of taking measurements
at various radial locations at 45� intervals to
obtain the distortion induced during heat treat-
ment (Fig. 21). Forgings that were heat treated
identically and also had the same support dur-
ing heat treat show similar distortions. This
demonstrates that the measured heat treat dis-
tortions are reproducible. All the forgings had
a 3-D warpage as a result of the heat treat pro-
cess. The measurements for the fan-cooled for-
gings were more tightly bunched together,
showing less 3-D warpage with fan quench as
compared with oil quench. The 3-D effect was
averaged to allow a comparison with the 2-D
cross section results, which are based on the
assumption that the component is perfectly axi-
symmetric (i.e., no warpage). The amount of
nonaxisymmetry decreases as the machining
progresses. Note that the distortions are almost
axisymmetric after machining. The nonaxisym-
metry introduced during heat treatment has
been removed during machining.
The measured distortions are the result of

deformations occurring during heatup from
room temperature to the solution temperature,
holding at solution temperature, and subsequent
quenching back to room temperature. The
meaningful validation of predicted heat treat
distortions is confounded by the interplay
between several factors and by the fact that
the distortions are small (�0.25 mm, or 10
mils, generally). The modeling predictions
show the distortions induced only during the
quenching part of the process. The measured
and predicted heat treat distortions do not show
good agreement, because the distortions occur-
ring due to creep and sagging during heatup
and holding have been ignored in the model.
The modeling of these distortions requires
creep material property data at high tempera-
tures and the inclusion of gravity-induced sag-
ging. This influences the distortions strongly.
However, because the internal residual stresses

Fig. 19 Comparison of predicted and measured residual radial stress

Fig. 20 Comparison of predicted and measured residual hoop stress

Fig. 21 Optical scan data showing distortions after
heat treatment
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are relieved during holding at solution tempera-
ture and regenerated during the cooling process,
this assumption has a negligible effect on the
prediction of residual stresses and subsequent
machining distortions.
For the pancake forgings, the finished shape

shown in Fig. 22 was chosen for the purpose
of achieving large distortion (for easy measure-
ment). The material was removed in the four
quadrants (top/bottom, inside diameter/outside
diameter). Several alternate machining shapes
were investigated, and this one was chosen to
obtain distortions in the 10 to 20 mils range.

Distortions in this range are required in order
to measure them accurately and to avoid large
errors in experimental measurements, which
can prevent meaningful model validation.
Initial predictions of machining distortions

showed poor agreement with the measured
data. For some cases, the predicted distortion
was in a direction opposite to that measured.
Measurements showed that the distortions
caused by clamping forces while the forging
was machined were negligible. All modeling
inputs and procedures were examined carefully,
and five improvements were made to obtain
better agreement between the measured and
predicted residual stresses and machining
distortions:

� Exact stress-strain behavior instead of a sim-
plified bilinear representation

� Strain-rate dependency of stress-strain data
� Material removal in layers versus single pass

to predict the correct distortion direction
� Kinematic versus isotropic hardening
� Temperature-dependent Poisson’s ratio

Of these five changes, the first three had the
most significant effect on modeling predictions.
The last two had a smaller effect. The plots
shown in Fig. 23 to 25 are a small sample of
all the results and show the general behavior.
These figures show, in general, a good

agreement between the predicted and measured
machining distortions, considering the extent of
nonaxisymmetric deformation at some opera-
tions. In most of the cases, the agreement is
withinþ�20%.When the distortions are very small
(<5 mils, 125 mm), the noise in the measurements
is large relative to the measurement. This can
show up as a large percentage error but small
absolute error. Process improvements by chang-
ing the machining sequence have been demon-
strated using the model and were implemented
successfully, resulting in cost-savings.
The conclusions of the distortion validation

study are:

� Distortion measurements are more reliable
and were used for model validation.

� Measurements and predictions show the
same trend for all cases.

� Predictions agree better with measurements
for smaller depths of cut.

� Predictions agree better with measurements
for oil quench than for fan quench.

� Moving the finished shape axially changes
the distortion approximately the same as
the 3-D variation.

� The machining distortions are �50% less
with fan quench than with oil quench due
to reduced residual stresses. This is a poten-
tial process improvement.

� Possible reasons for the discrepancy include:

a. 3-D heat-transfer coefficient variation not
exactly captured in the 2-D axisymmetric
model

b. Inaccuracy in extrapolated low-strain-rate
stress-strain data

c. Sag in the furnace: effect of heat treat
fixtures

In practice, material is removed on one side
of the component, the component is flipped
over, and material is then removed on the other
side. This process is repeated until one gradu-
ally approaches the finished component shape
by successively removing smaller amounts of
material on each side. This requires a number
of machining operations, especially for distor-
tion-prone geometries and/or materials. A pos-
sible machining strategy is to model the
material removal to increasing depths on one
side, up to the point where there is positive
material left over the finished component shape.
At this point, the forging would need to be
flipped over and the process repeated on the
other side.

2-D Machining Distortion Validation
using National Aeronautics and Space
Administration Data

The National Aeronautics and Space
Administration’s (NASA) Integrated Design and
Processing Analysis Technology and Advanced
Subsonics Technologies programs studied resid-
ual stress and machining distortions in advanced
disk alloys. This work was extended to predict
the effect of heat treatment on residual stress and

Fig. 23 Comparison of measured and predicted distortions for pancake forgings

Fig. 22 Forging of U720 after all four quadrants have
been machined

Fig. 24 Comparison of measured and predicted distortions for pancake forgings
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subsequent machining distortions of simple for-
gings made of an advanced disk alloy (Ref 2, 3).
Four pancake-shaped disks, weighing approxi-
mately 45 kg (100 lb) each, were isothermally
forged to a pancake shape 35 cm (14 in.) in diam-
eter by 4.8 cm (1.9 in.) thick. The four forgings
were given different heat treatments. Heat treat-
ments 2, 3, and 4 produced a fine-grained micro-
structure as a result of subsolvus solution
temperature (1135 �C, or 2075 �F) and were
designed to yield progressively lower residual
stress. The first heat treatment produced a
coarse-grained microstructure as a result of the
supersolvus temperature (1182 �C, or 2160 �F)
and was included to provide a direct comparison
with the subsolvus, stabilized heat treatment.
The dimensions of the four forgings were
measured to obtain the initial distortion/warpage
resulting from heat treatment.
DEFORM was used to simulate the four heat

treatments to predict the initial residual-stress

distribution prior to machining. Following this,
two machining operations were performed
(Fig. 26), which consisted of two face cuts on
the top surface of each forging. The first cut
went to a depth of 0.24 in. (6 mm), and the sec-
ond cut went an additional 0.24 in. for a total
depth of 0.48 in. After each cut, the disk was
unclamped, and warpage and thickness mea-
surements were made. These data were gath-
ered under controlled conditions for multipass
machining operations and are therefore very
suitable for model validation. Figure 27 shows
a comparison of the axial distortion data
measured by NASA (dotted lines) and the sim-
ulation data from the DEFORM (solid lines)
machining distortion model. The measurements
show that the disks are not perfectly axisym-
metric. The measured distortion is an average
of the eight sampling points around the circum-
ference. The agreement between measurements
and predictions is very good. Similar good

agreement was obtained for the distortion of
the other disks, also.

3-D Model Validation on Engine-Disk-
Type Components

The machined U720 forging shown in
Fig. 22 was selected for broaching distortion
validation. The heat treatment and prior
machining of this forging had been well charac-
terized. Several simulations were carried out to
define the machined geometry that would result
in measurable distortions. Distortions should be
large enough so that they can be measured
accurately and used meaningfully for model
validation. Small distortions are likely to have
noise in the data, making such data unsuitable
for model validation.
Two slots, each 5 cm (2 in.) deep, were

broached in the U720 disk (Fig. 28). These
slots simulate dovetail slots for blades in air-
craft engine rotating disks. This was a well-
controlled experiment to generate meaningful
data for model validation. The finite-element
mesh was fine in the vicinity of the slot to accu-
rately capture the stress and distortions in this
region. Radial, axial, and hoop distortion mea-
surements were taken in the slot region after
the machining of each slot.
Two tapered pockets with a wall thickness of

0.5 cm (0.2 in.) were milled in another U720
forging (Fig. 29). These pockets simulate features
in airframe structural components. The pocket
wall thickness was large enough to avoid distor-
tions induced by cutting forces and surface
residual-stress effects. The finite-element mesh
was fine in the vicinity of the pockets to accurately
capture the stress and distortions in this region.
Radial, axial, and hoop distortion measurements
were taken in the slot region after the machining
of each pocket.
Model validation was completed on experi-

mental 3-D shaped components similar to pro-
duction forgings. Alloy 718 pancake forgings
were made from 20 cm (8 in.) billet weighing
55 kg (120 lb) and forged to �35 cm (14 in.)
in diameter and 5 to 7.5 cm (2 to 3 in.) thick.
One forging was used for gathering temperature
data during quench for obtaining HTCs.
Figure 30 shows the comparison between
measured and predicted temperatures at two

Fig. 25 Machining distortions: fan vs. oil quench. Distortion data represent the average of the eight experimental
measurements at 45� intervals. The data points (coordinate measurement machine, CMM) show all eight

measurements and the extent of nonaxisymmetric distortion. DEFORM represents the modeling predictions

Fig. 26 Two machining operations
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thermocouples representing the best and worst
matches. This figure also shows the layout of
the thermocouples. A total of 13 thermocouples
were used to capture the HTC variations around
the forging.
Production disklike features were machined

in four forgings, modified to accentuate the
machining distortions: dovetail slots in the
rim, holes in the web, and stem slots (Fig. 31).

Prior to machining the forgings, the process
was modeled to define the machined geometry
and machining sequence. The objective was to
define conditions that would result in measur-
able distortions. Distortions were measured
at each machining step. The measured dist-
ortions of each disk were compared to the
corresponding numerical prediction. Much data
were gathered at all steps of machining. Here,

only the distortions introduced during the 3-D
machining steps are shown for the four disks.
A comparison of the measured and predicted

distortions at the stem (disk 1) and at the out-
side diameter (OD) (disk 2) is shown in
Fig. 32. A comparison of the measured and pre-
dicted distortions at the OD (disk 3) and at the
stem (disk 4) is shown in Fig. 33. In all cases,
the measured and predicted machining distor-
tions matched within þ�30% on average.
Thermocoupled trials, residual stress, and

machining distortion analyses have been com-
pleted on various production aircraft engine
disks at the various original equipment manu-
facturers. The modeling results were generally
in good agreement with the measurements.

Machining-Induced Residual
Stresses and Distortions

For airframe-type components, machining-
induced surface residual stresses are generally
the main cause of distortions. The 3-D process
model predicts component dimensional
changes as a function of the initial residual-
stress state, cutting tool forces, machining-
induced surface stresses, machining plan
design, and machine fixtures. Measurement
and modeling of machining-induced residual
stresses and distortions in subscale rib/web
geometries were performed. Machining-
induced residual stresses were obtained from
one of four methods:

� Detailed finite-element analysis of the cut-
ting process: Slow, expensive to run, reason-
able accuracy

� Simple fast-acting mechanistic model: Fast,
cheap to run, reasonable accuracy after
calibration

� Semiempirical linear stress model: Fast,
cheap to run, good accuracy after calibration

� X-ray diffraction measurements: Empirical,
slow, expensive

The first three methods are described in the
following sections. X-ray diffraction measure-
ments have already been described in the pre-
ceding sections. Stresses from these models

Fig. 28 Good agreement between predicted and measured distortions in U720 after slot broaching. (a) U720 forging
being machined. (b) Predicted axial distortion. (c) Measured distortion

Fig. 29 Good agreement between predicted and measured distortions after pocket milling in U720. (a) U720 disk. (b) Measurement holes. (c) Measured distortion. (d) Predicted
distortion

Fig. 27 Good agreement between DEFORM predictions (solid lines) and NASA’s measurements (dotted lines) of the
axial distortions of disk 1 after heat treatment and after two machining cuts
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and/or measurements were input into a 3-D dis-
tortion finite-element model to predict compo-
nent distortion. Distortion data were gathered
after machining and compared with the model-
ing predictions.

Finite-Element Prediction of Machining-
Induced Stress

Detailed finite-element modeling of the
machining process can be performed using
commercial software such as DEFORM or
AdvantEdge (Third Wave Systems). Here,
results from AdvantEdge are reported.

Simulations were performed using AdvantEdge
for selected conditions of cutting speed, feed,
radial and axial depths of cut, cutter geometry
(including edge preparation, axial and radial
rake angles, number of flutes), and material
grade. The simulations predict temperatures,
forces, and machining-induced residual stress.
The tool used had a 35� helix angle, 8 flutes,
a 19.05 mm (750 mils) diameter, with a 3.048
mm (120 mils) corner radius and an edge sharp-
ness of 0.0508 mm (2 mils).
Hole-drilling measurements were conducted

at Los Alamos National Laboratory (LANL).
The error for each measurement was estimated

as 5% by LANL, based on historical evidence,
with the exception of the first measurement
(0.05 mm, or 2 mil, depth), which was esti-
mated to have a 10% error due to the dish angle
of the drill. Due to the nature of the hole-
drilling experiments, axial stresses could not
be obtained, and the first point measured was
at 0.05 mm depth. Figure 34 shows a compari-
son of the predicted and measured tangential
and radial stresses for a cutting speed of 121
surface meters per minute (smm) and a feed
of 0.0508 mm/tooth. Both exhibit maximum
compressive stress values at approximately
0.05 mm; however, the simulation results
underpredict the magnitude compared to the
measurements.
AdvantEdge 3-D predictions satisfactorily

captured the effects of variations in chip loads
and cutting speeds on the workpiece residual
stresses. Trends of peak stress as a function of
feed and speed were similar between the simu-
lations and hole-drilling measurements. Cutting
speeds were observed to have a significant
effect on surface stresses in the simulations.
With increased cutting speed (and correspond-
ingly higher temperatures on the tool and work-
piece), the surface residual stresses were
observed to increase and become more tensile.
Increased chip loads (feeds) were observed to
have a pronounced effect on subsurface stres-
ses. With increased chip loads, subsurface stres-
ses (below peak compressive zone of stresses)
were observed to become less compressive in
nature. Mesh refinements did not result in a
substantial change in the predicted results.
Detailed finite-element models of the chip

formation process are time-consuming to run
and are not yet fully validated. Meaningful
results can be obtained if the cutting process
can be approximated as 2-D (e.g., turning), with
computational times of 4 to 8 h. For 3-D cutting
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Fig. 30 Comparison between measured and predicted temperature during water quench: thermocouples (TC) 2 and 8

Fig. 31 Machining of production-like features in engine-disk-type forgings. OD, outside diameter
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processes, several days of computational time
are required. Therefore, these models are not
yet production-ready to be used in the industry
on a routine basis.

Mechanistic Machining Model

Mechanistic machining models have been
developed for quickly predicting (in seconds as
opposed to several hours or days for finite-
element methods) cutting forces, temperature,
and machining-induced residual stresses for
broaching and milling processes. The speed with
which these models generate results provides the
potential for analyzing a wide range of conditions
in a short period of time to establish a set of condi-
tions for use in a production environment. The

overall procedure consists of obtaining cutting
forces from the mechanics of cutting, computing
stresses from the applied cutting loads, and relax-
ing the stresses to obtain the residual stresses in
the workpiece (Ref 4). Mechanistic models must
be calibrated with experimental data and are good
over a limited range of cutting conditions close to
the calibration data set. The models predict the
cutting forces reasonably well for both broaching
and milling operations. The residual stresses are
captured with respect to trends and depth of
penetration.

Linear Stress Model

Samples of ribs and webs that are representa-
tive of large airframe structural components

were used to evaluate machining-induced resid-
ual stresses and distortions. The principal stres-
ses for rib coupons are aligned with the helix
angle of the cutter. For the web coupons, the
principal stresses are aligned tangential and
normal to the cutter radius. Process parameters
used as control variables included spindle
speed, feed rate, cutting tool material, cutting
tool geometry, and edge sharpness, which were
defined using Taguchi methods. Ribs were
made by finishing with the side of a cutter,
and webs were made with the bottom of a cut-
ter. The geometry was chosen to allow a 5 by
5 cm (2 by 2 in.) sample for stress and distor-
tion measurement. Industry-standard milling
cutters were selected to machine the samples
(Fig. 35).
A thin sample distorts after machining, thus

relieving some of the machining-induced stres-
ses. Therefore, the residual stress measured in
a thin sample is not the same as the machining
stresses. To accurately measure the machining-
induced stresses, samples much thicker than
typical thicknesses were used. This eliminates
the postmachining distortion and partial relief
of stresses and accurately captures the stresses
induced by machining.
Based on the rib and web distortion experi-

mental data, a linear stress model was devel-
oped for the mapping of residual stresses on
an airframe-type component and for obtaining
its distortion due to machining-induced residual
stresses. Based on experimental and numerical
observations, the following assumptions were
made:

� Machining-induced effects are concentrated
in a thin surface layer.

� Machining-induced effects from previous
cuts are removed, and a new surface stress
layer is created during each pass of the tool.
Therefore, only the machining parameters in
the last pass are needed to determine the
machining-induced effects.

� Machining stresses depend on the thickness
direction only and can be averaged over the
machined surface.

� Machining-induced plastic strains do not
depend on the shape of the component for
a given set of tools, material, and machining
parameters.

� Machining-induced effects at joints (e.g., fil-
leted regions) are not significant and there-
fore are ignored for the determination of
distortions and residual stresses.

The distortion of the rib and web samples
was measured using laser interferometry. The
measured distortion was fitted with polynomial
functions (linear coefficients for the x-, z-, and
xz-directions). The three coefficients represent
bending in the two directions and the twist,
respectively. Figure 36 shows the contribution
to the distortion caused by each one of the lin-
ear terms (x, z, and xz). The ability to obtain a
good fit of the distortion using linear terms indi-
cates that the linearity assumption is valid.

Fig. 32 Comparison of measured and predicted distortions for disks 1 and 2. OD, outside diameter

Fig. 33 Comparison of measured and predicted distortions for disks 3 and 4. OD, outside diameter
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Coupons with a worse fit had small distortions
with a small signal-to-noise ratio.
For a component that is a collection of ribs

and webs of relatively uniform thickness joined
by fillets, the distortion can be predicted by

using as input linear terms determined through
the experiments described here. Based on risk,
cost, and schedule feasibility, for production
use, an empirical combination of XRD with cal-
ibration by linear stress modeling was selected.

This approach combines the best measurement
of the shape of the machining stress profile (x-
ray) with the best measurement of the magni-
tude of the machining stress profile (linear
stress model). The x-ray data defined the shape
of the stress gradient as starting negative (com-
pressive) and quickly decaying to zero. The
coefficients in the linear stress model were
obtained by matching the area under the stress
profile (weighted by the distance normal to the
surface). Figure 37 is one example of the stress
input.
Four rib and four web coupons were modeled

(Fig. 38, 39). The dimension of the rib and web
coupons was 5 by 5 cm (2 by 2 in.). The thick-
ness of the coupon was assumed to be uniform.
Eight-noded linear brick elements were used.
Surface meshes were generated to capture the
initial stress variation through the thickness
direction. Six nodal points are enough to cap-
ture this input curve. The coupon was then
allowed to re-equilibrate under the applied
stress field. The resulting distortion was com-
pared with the measurements. Numerical tests
were conducted to evaluate the effect of mesh
size on the distortion results. Increasing the
number of thickness layers had minimal impact
on the results. However, increasing the number
of in-plane elements had a significant impact.
A mesh size of 96 by 96 in-plane elements
with 12 thickness layers provided a mesh-inde-
pendent converged solution.
The model was validated on a selected subset

of rib/web samples using residual stresses from
a mechanistic model and from x-ray measure-
ments. Figure 40 shows a comparison between
the measured and prediction distortions for typ-
ical rib and web samples. The ribs twist and the
webs bow out, which is consistent with prior
experience. The error between the predictions
and the measurements ranges from 2 to 29%.
Similar agreement was obtained on production
components that cannot be shown here due to
proprietary reasons.

Integration of Machining Stresses into
DEFORM

Inclusion of surface stresses and cutting tool
forces is important for components with thin
section sizes. Figure 41 shows a flow chart of
the production distortion model. The machining
stresses are imported into DEFORM using a
graphical user interface (GUI), taking into
account the cutter direction, path, and type.
The GUI enables easy, error-free import of
data. Bulk residual stresses, if significant, can
be superposed on the machining stresses. The
overall stress field is then equilibrated to obtain
the component distortion. If the distortion is
outside prescribed limits, the process is
repeated with a different machining process
until the distortions fall within the prescribed
limits.
The simulation procedure consists of these

steps:
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Fig. 34 Turning/hole-drilling comparison for a cutting speed of 121 surface meters per minute (smm) and a feed of
0.0508 mm/tooth

Fig. 35 (a) Tungsten carbide and AISI M-42 cutting tools. (b) Machining of subscale webs. (c) Machining of subscale ribs
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1. Generate a brick mesh for the final machined
component.

2. Generate multiple layers of near-surface
mesh to capture the machining stresses.

3. Interpolate bulk residual stress from heat
treatment to this mesh, if needed.

4. Import machining-induced residual stresses
to the near-surface mesh (details follow).

5. Carry out a stress equilibrium simulation.
6. Repeat the process for subsequent machin-

ing operations, if needed.

The following procedure was developed for
importing cutting-induced residual stress:

1. Generate a fine surface mesh.
2. Pick surface nodes in the region where the

stresses are to be imported.
3. Input cutting direction for the region.
4. Define machining-induced residual stress as

a function of depth or a constant value.
5. Interpolate imported stress components to

the mesh nodal locations. Rotate the stress
components to the model coordinate system.
The rib region is cut by the flutes on the cut-
ter, and the principal residual stresses in the
cutting and the transverse directions are ori-
ented with respect to the helix angle. The
web region is cut by the bottom of the cutter,
and the principal residual stresses in the cut-
ting and the transverse directions change
depending on the tool path direction.

Aircraft structural components typically con-
sist of multiple thin walls, as shown in Fig. 42.
To predict the distortion of thin ribs and/or
webs, meshing of thin walls is important for
accurate results. Because thin walls can be eas-
ily modeled by a structured mesh system, a
brick mesh is often used for thin-walled aircraft
components. The advantages of tetrahedral
meshes are that it is possible to automate initial
mesh generation, remeshing, and near-surface
mesh generation, which makes it possible to
automate the modeling of multiple machining
operations. Because automatic brick mesh gen-
erators are not available, it is not possible to do
this with brick meshes. However, brick meshes
provide greater accuracy, and a much smaller
number of brick elements is needed to define
large thin-walled airframe geometries, which
reduces the computing required. A large num-
ber of tetrahedral elements are required for
thin-walled airframe geometries, thereby signif-
icantly increasing the computational effort. The
selection of the approach must be evaluated on
a case-by-case basis depending on the compo-
nent geometry, machining operations, and the
distortion information required from the model.
Scientific Forming Technologies Corporation

has developed a procedure to realistically
model the machining process and streamline
the analysis of multistep machining with the
commercially available software DEFORM.
A custom machining template was developed
for a user to perform all the simulation steps
in an automated sequence. A series of

Fig. 37 Example of stress input curve

Y

XZ(a)

(c)

(b)

Fig. 36 Displacement computed for linear shape functions. (a) x-component. (b) z-component. (c) xz-component

Fig. 38 Finite-element model for rib coupons. bcc, body-centered cubic
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machining distortion simulations can be trig-
gered from the procedure to simulate the com-
plete process, from the heat treat shape to the
final machined shape. Because machining
involves the complexity of multiple passes and
multiple operations, it is essential to graphically

preview the relative location of the fixtures,
workpiece, and machining paths prior to the
analysis. This feature enables an upfront review
of the entire material-removal process and
ensures that all data have been input correctly.
An important objective of the improved

machining simulation method is to bring the
modeling analysis and methods into closer
alignment with the physical machining process
as understood by a machining process engineer.
The key challenge is to achieve the appropriate
balance between improved functionality and
ease of use for the resulting simulation method.
Modeling steps include Boolean operation

for material removal, stress re-equilibrium
under clamping condition (after material is
removed), and free-state distortion (after
clamps are removed). The approach starts with
a residual-stress pattern and distorted heat treat
shape generated using DEFORM for heat treat-
ment process modeling. These results are then
mapped onto the mesh used for machining sim-
ulation along with the geometry of the machin-
ing plan generated using CAD software and
numerical control machining information. The
geometry, representing the machined shape, is
then meshed, clamping loads are added, and
machining is carried out through element
removal. A subsequent analysis is required to
verify that the tooling has sufficient stiffness
to withstand the rebalanced loads following
machining. The machined, distorted shape is
calculated following removal of clamping

Fig. 39 Finite-element model for web coupons. bcc, body-centered cubic

Fig. 41 Production model flow chart. GUI, graphical user interface; FEM, finite-element model; HT, heat treatment

Fig. 40 Rib/web distortion. Predictions and measure-
ments match 2 to 29%.
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loads, and the entire cycle is repeated for each
operation of metal removal until the finished
component shape is reached. The results are
presented in a format that is directly compara-
ble to dimensional measurements. Typical
results are shown in Fig. 42. For a realistic
model size of a typical aircraft component, a
total of approximately 150,000 elements are
expected. Depending on the computer, solution
method, and boundary conditions used, this
model has a runtime of approximately 15 min
to 3 h. Therefore, it is concluded that using
DEFORM with the brick approach can be prac-
tical from the perspective of computational
requirements.

Modeling Benefits

Althoughmachining is amaturemanufacturing
process, the drive toward affordability continues
to press established machining operations to
increase metal-removal rates, increase machine
utilization, and eliminate machining steps. These
efforts are worthwhile because machining costs
are a significant fraction of the total cost of
manufacturing for aerospace forged components.
In the near-term, savings will accrue from

reduced machining costs, reduced scrap,
improved manufacturing lead and cycle times,
reduced time to first article, and improved com-
ponent performance and life during service,
resulting in reduced operating costs. A more
significant additional cost-savings is the ability
to go to nearer-net shape forgings after this
technology has been more extensively vali-
dated. Accurate prediction of distortions will
enable a reduction of the material envelope
needed to compensate for distortions, especially
for the high-cost powder metal alloys used in
rotating disks. The technology developed here
is applicable to all military (United States Air
Force and United States Navy) and commercial
aircraft and engines.
The program is well aligned with the philos-

ophy to achieve affordable metallic materials
and processes with accelerated implementation
for aerospace systems. Benefits are a reduction
in acquisition costs of metallic components.
Additional benefits also include potential for
design of more robust components that have
reduced tendency to distort during engine oper-
ation, which may affect engine clearances, effi-
ciency, and performance.
Modeling provides a data-driven understand-

ing of residual stress, validated commercially
supported tools, and standardized modeling
and measurement procedures. The MAI pro-
grams represent a major technology advance
for the industry and have advanced the state
of the art to a user-friendly, validated, commer-
cially supported, and production-ready analysis
tool for 3-D machining problems, which can be
used to achieve significant cost-savings.
Because process modeling can be used to
improve both the fabrication processes and the
component performance during service, it

should be incorporated into the integrated
design environment in the organization to
achieve design for manufacturability and design
for process excellence. Various design disci-
plines can take advantage of process models,
such as service-life estimation, inspection, sup-
plier/original equipment manufacturer (OEM)
collaborations, repair, and overhaul.
The supply chain, consisting of manufac-

turers of aerospace components in addition to
the OEMs, stands to benefit from the use of
modeling. The OEMs will see a reduction in
machining costs, and the forging suppliers will
benefit by being able to better control the heat
treatment process. Distortion problems pose
the biggest challenge to new components and/
or new suppliers. Modeling technology will
help shorten that learning curve. Current com-
ponents with distortion problems will benefit
during a change of suppliers. New components
will benefit right from the start. Although mod-
eling has been demonstrated here for only
selected engine and airframe materials, the
model/method is pervasive and can be applied
to other materials, adding to the total savings.
The methodology of this program will

include the capability to evaluate the full range
of process conditions for production hardware
and to define process sensitivities relative to
material and process variations early in the pro-
duction process. This information will better
define the process window. In addition, these
tools could be used for evaluations when it
was determined that the process window was
breached.

Modeling Implementation in a
Production Environment

Successful completion of the various MAI
programs has permitted technology implemen-
tation on a wide variety of components. Imple-
mentation has occurred initially on new
components in which process(es) could be
integrated into the original design, thus reduc-
ing or eliminating additional certification costs.
Subsequent production implementation to
address distortion problems on existing compo-
nents is based on the cost benefit balanced
against any additional certification costs. Spe-
cific applications with noted cost-reduction
potential include superalloy rotating compo-
nents and titanium structural components.
Implementation of the 2-D model is more wide-
spread, and it has been used successfully for
several production components at several
OEMs. As the models become more accurate
with more validation, the use and benefits will
grow.
The mode and extent of use of the machin-

ing model will be somewhat user-specific,
depending on the extent of validation carried
out, the problem the user is trying to solve or
avoid, the certainty with which the various
boundary conditions and material property
data during heat treatment and machining can

be quantified, and so on. Here, only some gen-
eral guidelines can be provided. The general
implementation approach is shown in Fig. 43.
The details of implementation will differ for
large/small suppliers and airframe/engine
components. The OEMs, forge/heat treat sup-
pliers, and machining suppliers are involved
at various stages.
This article demonstrates that finite-element

modeling can be a powerful tool to predict the
residual stresses developed during heat treat-
ment processes and the distortion during
machining operations. The use of commercially
available software minimizes maintenance and
enhancement risks. The machining template in
DEFORM also provides an easy way to model
the distortions developed during multioperation
machining sequences. These models have been
integrated with standard engineering tools and
implemented within the modeling organizations
at the OEMs and at their forging and/or
machining suppliers.

Future Work

Future work should focus on establishing
standard material characterization, measure-
ment, and modeling methods to ensure accurate
and repeatable residual-stress predictions.
Additional model validation on more materials
and different types of components is also
needed. Suggested future work includes the
following.
Roadmap. A roadmap is needed to formalize

plans to address the various issues relative to
residual-stress modeling, development, and
rapid implementation of modeling tools that
link various materials and process models and
provide a known level of accuracy and uncer-
tainty. The roadmap should identify risks and
a risk mitigation plan, balancing risk, cost, pay-
off, and maturity. Lessons learned from engine
programs should be leveraged to airframe com-
ponents, recognizing the tremendous scaleup in
computational requirements from 2-D engine
disks to large 3-D airframe components.
Modeling and Measurement Accuracy.

For the modeling results to be useful, different
levels of accuracy are needed, depending on
the application. The bulk residual-stress model-
ing and measurement accuracy required for a
range of applications should be established,
including manufacturing (heat treat and
machining distortions), service (dimensional
stability), service-life estimation (fatigue life,
crack initiation and propagation), and material
characterization. Various residual-stress mea-
surement methods should be compared to
develop standardized procedures and recom-
mendations. An assessment of the accuracy
and variability of the predicted and measur-
ed residual-stress profiles and their impact
on manufacturing, service, and service-life
estimation should be determined. Model accu-
racy, capability, and user-friendliness should
be addressed to obtain an industrially usable
tool.
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Material Data. Material constitutive proper-
ties (tensile and creep) are needed as inputs to
the residual-stress models. Development of
standard material test methods (on-cooling
tensile and creep/stress relaxation) and an
industry-wide data set for commonly used
alloys will reduce uncertainty and improve
modeling accuracy. These data sets could more
thoroughly cover the full range of temperatures,
strain rates, and microstructural conditions than
would be economically feasible for a single
company. Modeling enhancements are also
needed to incorporate these data into the
model in a standardized way and to develop a
physics-based model, which includes micro-
structure evolution and deformation mechan-
isms to describe material behavior during heat

treatment. Effects of evolving microstructural
features and crystallographic texture on ele-
vated-temperature mechanical properties should
be evaluated. If these are significant, a testing
plan to capture these effects should be devel-
oped. The methodology should also include
aluminum airframe and nickel-base engine disk
materials.
Validation. Residual-stress predictions

require further validation to support their quan-
titative application to various applications. Val-
idation is needed on subscale and full-scale
components in a production environment,
streamlining and integration of commercial
codes for user-friendly industrial implementa-
tion, and developing industry guidelines for
model usage. Use cases that codify the

methodology and describe the problem-solving
steps have been used successfully in prior pro-
grams to demonstrate the modeling framework.
Standard benchmark use cases should be
defined to design a heat treatment and machin-
ing process to better balance properties and dis-
tortions and to identify optimal parameters.
This involves the generation of experimental
data under controlled and production conditions
and extensive model validation followed
by implementation on production hardware
(Fig. 44). This effort will allow comparison
and transfer of residual-stress predictions seam-
lessly through the supply chain, including mills,
forge suppliers, OEMs, and machining
suppliers.
Modeling Sensitivity Studies. Traditionally,

engineering analysis is performed for nominal
conditions. The design must account for various
sources of uncertainty inherent in materials
behavior, manufacturing processes, models,
and so on to arrive at a robust control strategy
to ensure minimal variability in the component
characteristics. The error in residual-stress pre-
dictions can be estimated by a Monte Carlo
analysis driven by probability density functions
that describe the uncertainty in inputs (e.g.,
heat-transfer coefficients and material proper-
ties). An error propagation analysis should be
used to quantify the compounding of errors
as the analysis progresses through various

Fig. 43 General implementation approach. OEM, original equipment manufacturer; HT, heat treatment

Fig. 44 Typical aircraft engine and airframe applications
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steps. This will establish confidence limits
on the modeling predictions and experimental
measurements.
A sensitivity study is recommended to estab-

lish which inputs most strongly impact the
modeling outputs of interest. Variations in the
critical inputs should be quantified to assess
the accuracy of the modeling outputs. Efforts
can then be focused on reducing the variability
in component distortion by studying the most
critical steps. The sensitivity analysis can also
potentially define the resolution needed in the
input material property data.
Qualitative analysis is the capability to pre-

dict the trend under different processing condi-
tions. Engineers can use this to carry out many
“what-if” studies without the need to rely on
expensive experiments. Quantitative analysis
is the capability to accurately predict the com-
ponent behavior. This requires an accurate
modeling algorithm and input parameters/data,
including both the boundary conditions and
material properties.
Industry Standards. Residual-stress model-

ing and measurement techniques and the proce-
dures to generate the various modeling inputs
lack a standardized approach. An industry stan-
dard must be established that can be used
throughout the supply chain (mills, component
producers, and OEMs) to enable integrated
design, material, and processing technology
efforts. As a “best practice,” the analysis and
experimental methods should include metrics,
red flags, and/or guidelines to permit a quantita-
tive assessment of the adequacy of each analy-
sis and measurement. It should also include
instructions about the range of applicability of
the associated methods. Standards for modeling
and measurement procedures, material data,
and boundary condition inputs should be
prepared. The goal would be to develop stan-
dard methods in the form of an Aerospace
Material Specification. Developed best prac-
tices (input data, simulation, postprocessing)

should be aimed at producing consistent results,
independent of the user, with acceptable
accuracy.
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Introduction to Integrated Weld
Modeling
Sudarsanam Suresh Babu, The Ohio State University

THE SCOPE of this article is to provide an
overview of integrated weld modeling. It is
not intended to provide a comprehensive review
of integrated weld modeling activities in the lit-
erature but introduces methodology and rele-
vant resources that can be accessed by the
reader for further development, evaluation,
and deployment.
Integrated weld modeling is an important

activity that crosscuts many industries. In early
2000, the American Welding Society, Depart-
ment of Energy, Edison Welding Institute, and
industrial members from the heavy industry,
aerospace, petroleum/energy, and automotive
industries developed a research roadmap for
the welding industry (Ref 1). The strategic
goals for the welding industry by 2020 were
identified to be the following:

� Increase the uses of welding by 25%,
decrease the cost, and increase the
productivity

� Enhance the process technology that allows
for the use of welding across all
manufacturing sectors

� Develop new welding technology along with
new materials so that it can be used for all
applications

� Assure that welding can be part of the six-
sigma quality environment

� Increase the knowledge base of people
employed at all levels of the welding
industry

� Reduce energy use by 50% through produc-
tivity improvements

Although welding itself does not consume
extensive energy, welding does play a critical role
in the development and deployment of the materi-
als for energy exploration, transfer, conversion,
efficiency, and storage. The roadmap also identi-
fied that the engineering solutions for joiningmate-
rials are not unique and do differ depending on the
geometry, materials, and applications. Due to this
complexity of the problem, the development of
joining technology for a given material is asso-
ciated with extensive experimental trial-and-error
optimization. To minimize this experimental

approach, an integrated computational modeling
was suggested as a solution (Fig. 1).
This leads to a fundamental question: Is it

possible to develop physics-based computa-
tional models to describe the behavior of exist-
ing and emerging materials subjected to joining
processes? A review of the literature shows that
the development of physics-based models is
indeed challenging due to the complex interac-
tion between physical processes during weld-
ing. Some of these physical processes include
heat and mass transfer, phase transformations,
electromagnetic phenomena, plastic strain,
and reactions with the environment during
welding/joining. Researchers, including Ashby

(Ref 2), Bhadeshia (Ref 3), Cerjak (Ref 4),
David (Ref 5), DebRoy (Ref 6), Eagar (Ref
7), Easterling (Ref 8), Goldak (Ref 9), Grong
(Ref 10), Kirkaldy (Ref 11), Koseki (Ref 12),
Kou (Ref 13), Leblond (Ref 14), Matsuda (Ref
15), Rappaz (Ref 16), Szekely (Ref 17), Vitek
(Ref 18), Yurioka (Ref 19), and Zacharia (Ref
20), developed a framework for linking thermo-
mechanical histories to microstructure develop-
ment and mechanical heterogeneity in welds.
These developments can be summarized in the
form of a schematic diagram (Ref 11) published
by Kirkaldy (Fig. 2). According to this diagram,
by integrating individual submodels for heat,
mechanical, and material models, one can

Fig. 1 Suggested roadmap for the development of a model-based tool in the year 2020 as a way of ensuring process-
based quality by the year 2040
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predict the overall performance of welded
structures. The approach starts with a heat-
transfer model that will simulate temperature
distributions in three dimensions [T = f {x, y,
z, time}] as a function of process parameters
and time. Thermal cycle data will be used by
material models to predict the microstructure
evolution and its impact on transient mechani-
cal (s-e relations) properties. The transient
changes in temperature and mechanical proper-
ties will be fed into a finite-element structural
model to predict plastic strain distribution. This
information allows for the prediction of final
properties, residual stress, and distortion in a
complex welded geometry. This interdisciplin-
ary approach may appear simple; however, it

requires collaboration between experts in met-
allurgy, finite-element analysis, welding pro-
cess, and computer science (Ref 21, 22). To a
limited extent, this vision has become a reality
by pioneering work in many organizations and
commercial software companies (Ref 23–27).
It is noteworthy that the scope of this article

is not to provide a comprehensive review of
integrated weld modeling activities in the liter-
ature. It is designed to provide an overview of
the methodology and relevant resources that
can be accessed by the reader for further devel-
opment, evaluation, and deployment. The
reader is also referred to other articles within
this Volume that describe modeling of inertia
welding, diffusion bonding, and the additive

manufacturing process. The reader is also
referred to some of the series of conference
proceedings titled Mathematical Modeling of
Weld Phenomena (Ref 4, 28–34) as well as
Trends in Welding Research conference pro-
ceedings published periodically by ASM Inter-
national (Ref 35, 36). These conference
proceedings provide a detailed progression of
integrated weld modeling and its capability for
a wide range of joining processes. In addition,
the reader is also referred to three classic text-
books related to modeling of welding processes
(Ref 37–39). This article discusses some of the
salient features of each subprocess model that is
indicated as part of the integrated weld model-
ing shown in Fig. 2. Most of the materials pre-
sented in this review have been adopted from
Ref 40.

Process Modeling

The goal of process modeling is to predict
weld pool shape, thermal cycles, and fluid flow
conditions under transient (coordinate system
fixed to the part) or steady-state (coordinate
system moving with the welding heat source)
conditions. This section discusses the funda-
mentals of the underlying physics and the meth-
odologies to solve the same.

Underlying Physics and Methodologies

Modeling of Heat Transfer during Weld-
ing. Heat transfer in welding can be represented
by equations of heat conduction in solids. For
example, the spatial variation of the heating or
cooling rate in a Cartesian coordinate can
be related to the second derivative of the tem-
perature gradients in x-, y-, and z-directions
(Ref 39):

@T

@t
¼ l

rc
@2T

@x2
þ @2T

@y2
þ @2T

@z2

� �

¼ a
@2T

@x2
þ @2T

@y2
þ @2T

@z2

� �
(Eq 1)

where T is temperature, t is time, l is thermal
conductivity, r is density, c is specific heat
capacity, and a is the thermal diffusivity of
the material being welded. With boundary con-
ditions imposed by the welding, Eq 1 can be
solved for both transient and steady-state condi-
tions of welding. A famous solution of the
generic equation for steady-state distribution
of temperature in a plate during arc welding
was given by Rosenthal (Ref 41) as:

Tfx;Rg ¼ T0 þ ZVI
2pl
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n o
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x2 þ y2 þ z2

p
(Eq 2)

where T{x,R} is the temperature as a function
of the radial distance (R) and distance (x) along
the welding centerline, T0 is the preheat or
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Fig. 2 Overview of integrated welding modeling methodology proposed by Kirkaldy (Ref 11) shows the importance of
predicting transformation behavior and microstructural development as well as thermal andmechanical behavior
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interpass temperature, V is the arc voltage, I is
the welding current, v is the welding speed, a
is the thermal diffusivity, and Z is the arc effi-
ciency. This solution is often referred as the
Rosenthal equation and has been extensively
used for obtaining approximate temperature
isotherms during welding of plate as a function
of process parameters. For example, Eq 2 was
used to calculate the steady-state temperature
distributions on a steel plate surface for two dif-
ferent welding speeds. The calculations (Fig. 3)
show the formation of a teardrop-shaped weld
pool with an increase in welding speed. The
aforementioned distribution also can be used
to calculate the heating and cooling rate. Equa-
tion 2 assumes a point heat source, which is not
strictly applicable to arc welding heat sources.
Modification of the previous equations for
distributed heat sources has been attempted by
many researchers. A review of the same can
be seen in the book by Grong (Ref 39). In addi-
tion, this book also provides analytical solu-
tions for other steady-state and transient
welding cases.
Although analytical solutions provide a faster

estimation, these solutions often ignore bound-
ary conditions imposed by the geometries of a
realistic welded structure. To address this limi-
tation, finite-difference and finite-element for-
mulations (Ref 42) have been developed.
These formulations allow for both steady-state
and transient solutions (Ref 37). However, one
of the biggest challenges in these formulations
is to describe the heat flux into the weld pool.
The extent and the distributions of heat flux
determine the shape of the weld pool, peak tem-
perature, and heating and cooling rates (Ref 43,
44). This challenge has been elegantly
addressed by researchers from Goldak’s group
to distribute the power density within front
and rear quadrants of the weld area. This meth-
odology is schematically explained in Fig. 4.
The power density distribution in the front
quadrant is given by Eq 3:
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where Q is the energy input rate (in watts); the
parameters a, b, and c are the dimensions that
describe the ellipsoidal shape in x-, y-, and
z-coordinates, respectively; t is the lag factor;
t is time, and ff and fr are the fractions of heat
source deposited in the front and rear quadrant
and are related to each other by Eq 5:

ff þ fr ¼ 1 (Eq 5)

By changing the dimensions of the a, b, c, ff,
and fr values, it is possible to match most of the
complex weld pool shapes that are observed in
fusion welds. It is important to note that these
parameters must be obtained by the optimiza-
tion procedure. For example, Kelly (Ref 45)
must consider more than 2000 sets of such
parameters to match the experimental weld
pool size. In such calibration studies, it is often
impossible to match all the experimental para-
meters, such as weld pool width, depth, curva-
ture, and spatial variation of thermal cycles.
Improvements to the aforementioned double
ellipsoidal model are being pursued by many
researchers (Ref 45). In this regard, it is impor-
tant to understand fundamental reasons for such
variations of the weld pool shape by using cou-
pled heat- and mass-transfer models.

When the weld pool flux is calibrated using
the double-ellipsoidal models, it is easier to
describe steady and transient thermal cycles
for complex welding conditions. An example
of transient thermal simulation of laser cladding
to build a nickel-base superalloy structure on a
substrate is shown in Fig. 5 (Ref 46). The simulations
were performed with commercial finite-element
analysis software (ABAQUS) and user-defined
subroutines. (Reference to any commercial soft-
ware in this article does not imply endorsement
of this software by the author or ASM Interna-
tional. Readers are requested to independently
evaluate software for their own applications.)
During the early stages of cladding, thermal
simulations showed a small molten pool
(Fig. 5a) due to the three-dimensional heat
conduction mode. With the progress of the
buildup, the heat conduction mode changes to
two dimensional. As a result, the molten pool
size increases, and there is remelting of the pre-
vious layers. The spatial and temporal varia-
tions of thermal cycles also change. These
simulations demonstrated that for efficient laser

Fig. 3 Calculated temperature isotherms during welding of low-alloy steels are shown in image and contour plots.
The plots demonstrate the change of weld pool shape with an increase in welding speed from 1 to 5 mm/s

Fig. 5 Simulation of temperature transients while
building a complex shape through the laser

cladding process. (a) Thermal gradients are large at the
early stage of cladding due to three-dimensional heat-
transfer conditions. (b) With the buildup of sufficient
layers, the heat-transfer condition changes to two
dimensional. As a result, the thermal gradient is
shallower. Such changes will affect the ensuing
solidification and solid-state microstructure

Fig. 4 Schematic of parameters used in describing the
heat flux during welding. The reader is referred

to Eq 3 and 4 in the text
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cladding of the complex shapes shown in Fig.
5, the heat input must be changed based on
local heat-transfer conditions. By coupling
these thermal models with optimization soft-
ware, it is possible to a priori design the path
and heat input during laser cladding. The reader
is referred to the article “Modeling of Laser-
Additive Manufacturing Processes” in this Vol-
ume for more details.
Fluid Flow Modeling. As mentioned earlier,

a complex weld pool shape develops due to heat
transfer through conduction in the liquid and solid
as well as convective transfer by way of electro-
magnetic force, buoyancy forces, and shear stres-
ses due to the spatial variation of surface tension
with temperature. The effect of fluid flow on weld
pool shapewas initiated by the pioneeringwork of
Kou (Ref 13), Zacharia (Ref 20), and DebRoy
(Ref 6) and their collaborators. The underlying
methodology relies on solving equations of
energy and momentum conservation as well as
continuity conditions. The first governing equa-
tion is the conservation of momentum:

rr V:Vð Þ ¼ �rPþ mr: rVð Þ þ SV � rr:ðUsVÞð Þ
(Eq 6)

where r is density; V is the fluid flow velocity
vector in the x-, y-, and z-directions, which is
represented by u, v, and w; respectively; Us is
the welding velocity; P is the effective pressure
on the welding pool; and SV is the source term
that takes into account the buoyancy factor
(Sb), Marangoni shear stress (tmar), and electro-
magnetic force (Ref 13).

The buoyancy term (Sb) is described
byrgbðT � TrefÞ, in which b is the thermal expan-
sion coefficient at a temperature, T, with reference
to a reference temperature (Tref). The shear stress
(t) is given by f1 dg=dTð ÞrT. In this relation, the
parameter dg=dTis the variation of surface ten-
sion with temperature. This can take either posi-
tive or negative value and is shown to have large
influence in the weld pool fluid flow conditions.
The other parameter, f1, takes care of the reduction
in shear stress near the mushy (mixture of liquid
and solid) regions.
The second governing equation deals with

the conservation of energy:

rr V:hð Þ ¼ r:
k

Cp
rh

� �
þ Sl þ Sh � rr: Ushð Þ

(Eq 7)

where the total enthalpy of the material, h, is
related to the sum of sensible heat and latent
heat content, which takes into account the
phase change (e.g., solid to liquid and liquid
to solid); Cp is the specific heat; k is the thermal
conductivity; Sh is a source term that takes into
account the heat input from the welding source
and convective and radiation heat loss; and Sl is
a source term that accounts for the latent heat of
melting and the convective transport of latent
heat. This term also takes care of the phase
change during solidification. The aforemen-
tioned governing equations can be solved by

numerical methods to calculate the spatial vari-
ation of fluid flow velocity (u, v, w) and
temperature.
In the early 1990s, the previously mentioned

methodologies were used on simple butt welds.
In addition, the sensitivity of these calculations
to the magnitudes of thermophysical properties
was documented (Ref 47). Recently, the afore-
mentioned methodology has been extended to
fillet welds using coordinate transformation
methods (Ref 48). The methodology to trans-
form the fillet weld geometry in a real x, y,
and z Cartesian coordinate system to a compu-
tational domain is shown in Fig. 6(a). After this
coordinate transformation, the governing Eq 6
and 7 are solved in this domain. A typical result
from such calculations is shown in Fig. 6(b).
The plot shows the ability of fluid flow calcula-
tions to very effectively simulate the curvature
of the welds as well as the penetration of the
weld pool into the base materials. Comparisons
of the calculated weld pool shapes to experi-
mental weld shapes (Ref 49) are shown in Fig.
6(c). This example shows the predictive power
of computational heat- and mass-transfer mod-
els. It is important to note that the change in
weld pool shape shown in Fig. 6(c) also
changes the spatial variation of cooling rates.
As a result, the predictions of cooling rates are
expected to be more accurate with the use of
heat and fluid flow models. The fidelity of such
calculations on the sensitivity of steel weld
metal microstructure was demonstrated by Deb-
Roy and his collaborators (Ref 50, 51).

Microstructure Modeling

The goal of microstructure modeling is to
predict phase fractions as well as grain size in
the heat-affected zone (HAZ) and weld metal
region as a function of alloy composition and
thermal cycles. Because thermal cycles are pre-
dicted by the process models described earlier,
in this section, methods to predict the micro-
structures in the HAZ and weld metal are pre-
sented. The reader is also referred to a classic
textbook by Grong for in-depth treatment of
this subject (Ref 10). In this section, the pio-
neering work done to predict the HAZ and weld
metal microstructure in the early 1980s and
1990s is presented first. Later, the application
of computational thermodynamic and kinetic
models is also presented.

Prediction of HAZ Microstructure

Methods for predicting HAZ properties range
from simple equations using the base material
or weld metal chemistry to complex models
that take many factors into account, including
chemistry, initial grain size, heat input, and
cooling rate. The overall goals and approaches
are summarized schematically in Fig. 7. The
approaches can be broadly classified into two
main themes. In the first approach, the micro-
structure is not predicted explicitly; rather, the

input parameters, such as base metal composi-
tion, microstructure, and welding process para-
meters, are related to one or more HAZ
properties. In the second approach, the input
parameters are used to calculate the HAZ
microstructure and then are correlated with dif-
ferent properties. The historical development of
these approaches is briefly discussed and is
adopted from Ref 52.
First-generation approaches involve simple

correlations between the steel composition and
various properties, such as hardness, tensile
strength, and cracking tendency. All of the for-
mulas have a form of carbon equivalence that
ignores the kinetics and does not consider the
microstructure evolution explicitly (Ref 53).
The second-generation methods (developed
between the 1980s and the 1990s) build on the
carbon equivalence formulas to consider the
intricacies due to the peak temperature, initial
precipitate type, cooling rates, and microstruc-
ture evolution. Yurioka et al. (Ref 54) have
developed a carbon equivalent number (CEN):

CEN ¼ Cþ AðCÞ� Si

24
þMn

6
þ Cu

15
þ Ni

20

�

þCrþMoþ Nbþ V

5
þ 5B

� (Eq 8)

where AðCÞ¼0:75þ 0:25 tan hf20ðC� 0:12Þg.
The third-generation methods (developed

between 1990 and 2000) started to focus on
evaluating the HAZ microstructure with detailed
thermodynamics and kinetics, because thermo-
dynamic and kinetic models are generic and
allowed for extrapolation to a wide range of
steels. However, relating the microstructure to
properties still relied on empirical correlations.
Ion et al. (Ref 55) used a kinetic approach to pre-
dict the hardness and microstructure of weld
HAZs. Their approach uses a modification of
the Rosenthal equations (Ref 41) to provide a cir-
cular disc heat source rather than a point source.
The hardness prediction is based on estimating
the volume fractions of microstructural constitu-
ents (martensite, bainite, ferrite, and pearlite) and
using the rule of mixtures to approximate the
hardness. The model takes into account many
variables, including heat flow, austenite grain
growth, precipitate dissolution and/or coarsen-
ing, and chemistry to predict the volume fraction
of the constituents. An example calculation is
shown in Fig. 8. Using the model developed by
Ion et al. (Ref 55), the microstructure and hard-
ness of the HAZ for a given cooling rate (10
Ks�1) and austenite grain size (50 m) for two dif-
ferent steels with 0.1 and 0.2 wt% C is shown.
These calculations show that a change in carbon
content changes the HAZ microstructure from
ferrite to a microstructure with predominantly
martensite. In addition, the predictions also show
an increase in hardness. Such calculations can be
used to provide guidance for weld cooling rate
control in the HAZ. An online version of these
calculations is available (Ref 56).
Recently, prediction of HAZ microstructure

and/or properties has relied on artificial neural
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networks (Ref 57) and detailed computational
materials models coupled with either thermo-
mechanical or fluid flow calculations. There
has been much published literature that focuses
on calculating the nucleation and growth of

ferrite from austenite as a function of composi-
tion and cooling rate. These are essentially
based on the calculation of time-temperature
transformation diagrams and converting them
to continuous cooling transformation diagrams

(Ref 58). Advanced models that consider simul-
taneous formation of grain-boundary ferrite,
WidmanstŠtten ferrite, pearlite, and bainite are
also available (Ref 59). Some of these models
are currently available in the form of public

Fig. 6 (a) Technique to perform computational heat- and mass-transfer calculations for fillet welds using the coordinate transformation algorithm. (b) Typical result of such
simulation shows the weld pool curvature as well as transients of temperature distributions. (c) Comparisons of predicted shape and size of the weld pool and the heat-

affected zone for various welding process conditions show good agreement. Note the ability of these calculations to predict a change in curvature of the weld pool as one moves
from top cap to the root of the weld. Such curvatures cannot be predicted without considering the fluid flow effects
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domain software (Ref 60). The models to pre-
dict microstructure evolution in the HAZ and
weld metal region of age-hardening aluminum
alloys can be found in the classic work of Myhr
and Grong (Ref 61, 62). In this work, the disso-
lution of age-hardening precipitates and
subsequent precipitation was described by iso-
kinetic equations and assumed the additivity
law.
In the previous treatments of microstructure

evolution, in addition to phase transformation,
an estimation of grain growth is important.
For example, the steel microstructure predic-
tions by equations given by Ion et al. (Ref 55)
are sensitive to the prior austenite grain size.
The austenite grain growth can be described
by the following classic relationship:

dD

dt
¼ nK

1

D
� 1

Dlim

� �ð1=n�1Þ
(Eq 9)

where D is the grain size (in micrometers); Dlim

is the limiting grain size (in micrometers),
which is determined by the stability of the pre-
cipitates; and K and n are the rate constant and
time exponent of grain growth, which depend
on the materials and temperature, respectively.
Therefore, if the composition and thermal cycle
can be acquired from the steels and the welding
parameters, the only thing needed for grain
growth is the limiting grain size. In this article,
the limiting grain size is determined by the pin-
ning effect of precipitates (Ref 63):

Dlim ¼ k
r

f
(Eq 10)

where Dlimis the limiting grain size; k is the
Zener coefficient, which was first derived by
Zener to be 0.75; r is the average radius of

precipitates, with the unit of micrometers; and
f is the volume fraction of precipitates. The lim-
iting grain size is then related to stability
(growth, coarsening, and dissolution) of grain-
boundary pinning precipitates. Although, the
aforementioned methodology has been exten-
sively used, it does not provide morphological
changes in grain shape and size. In this regard,
pioneering work was done by Radhakrishnan et
al. (Ref 64, 65) using Monte Carlo simulations.
Using this methodology, thermal pinning of
grain growth was also successfully simulated.
This work has been pursued by other research-
ers to describe the HAZ grain growth in other
alloy systems (Ref 66).

Prediction of Weld Metal
Microstructure

The earliest models to calculate weld metal
microstructure can be tracked to a classic paper
by Bhadeshia et al. (Ref 3) for steel welds. In
this model, the sequential decomposition of
the austenite phase into allotriomorphic ferrite
(also known as grain-boundary ferrite), Wid-
manstätten ferrite, acicular ferrite, and martensite-
austenite constituents is calculated. The
basis of this model emanates from an ability
to calculate the time-temperature transforma-
tion (TTT) diagram as a function of steel com-
position. The TTT diagrams are then converted
into continuous cooling transformation (CCT)
diagrams. Given an expression for the weld
cooling curve and austenite grain size, the weld
metal microstructure can be calculated using
the flow chart shown in Fig. 9(a). Comparison
of predicted microstructure and measured
microstructure is shown in Fig. 9(b). The afore-
mentioned model has been coupled with

detailed heat- and mass-transfer models by
DebRoy and his collaborators (Ref 50, 51).
Microstructure development in the weld metal
region of aluminum alloys (Ref 67) and nickel
alloys (Ref 68) has been addressed through
computational thermodynamics and kinetics,
which are introduced in the next section
(Ref 40).

Application of Computational
Thermodynamics and Kinetics Tools

There are standard mathematical models to
calculate multicomponent thermodynamic and
diffusion-controlled growth of the product
phase into a parent phase (Ref 69). A typical
calculation of multicomponent equilibrium is
demonstrated with the Fe-Cr-Ni system with
liquid, d-ferrite (body-centered cubic), and g-
austenite (face-centered cubic) phases at 1700 K
(Fig. 10). Thin lines that go across the phase
boundaries in this diagram correspond to tie
lines. For further details on this subject, the
readers are referred to other sections in this
Handbook. In this section, application of these
tools to weld metal microstructure prediction
is described (Ref 40) for various reactions that
happen as a function of high-to-low tempera-
ture during fusion welding.
Liquid-Gas Reactions. The prediction of

weld metal composition in gas-shielded pro-
cesses, including gas metal arc welding
(GMAW) (Ref 70), gas tungsten arc welding
(GTAW), laser beam welding, and low-pressure
electron beam welding, has always remained a
challenge due to competing phenomena with
the arc, plasma, shielding gas, atmosphere,
and consumables. For example, stainless steels
with high nitrogen levels (Ref 71, 72) have
been developed to reduce nickel concentration
but still maintain an austenitic microstructure.
However, predicting the amount of nitrogen
that remains after GMAW or GTAW in these
stainless steels as a function of welding para-
meters is indeed a challenge. Hertzman et al.
(Ref 73, 74) concluded that the final nitrogen
concentration is decided by the equilibrium
between nitrogen activity and composition of
the liquid metal after a critical time.
It is important to consider the effect of

plasma environment, which may lead to
enhanced nitrogen dissolution in steel welds.
This phenomenon may play an important role
at the early stages of nitrogen balance, as dis-
cussed by Hertzman et al. (Ref 73). Mundra
and DebRoy (Ref 75), followed by Palmer and
DebRoy (Ref 76), have developed models to
describe nitrogen dissolution (mono- and
diatomic fashion) into liquid metal from the
plasma environment. Enhanced nitrogen disso-
lution from laser plasma was leveraged by
Babu et al. (Ref 77) to induce fine-scale carbo-
nitrides during surface alloying of iron alloys.
Similar to the kinetics of nitrogen dissolution
(Ref 78–80), it is possible to describe the disso-
lution of oxygen (Ref 81) and hydrogen (Ref

Fig. 7 Schematic illustration of various modeling methodologies to describe the heat-affected zone (HAZ) of steel
welds
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82–84). Dissolved oxygen and sulfur (Ref 85)
have a major influence on the surface tension
of liquid (gsurface) and its variation with temper-
ature (dgsurface/dT). The sign and magnitude
(dgsurface/dT) has a large influence on the fluid
flow characteristics in the weld pool (Ref 86,
87). In addition, evaporation from the weld
pool has also been addressed by various
researchers using thermodynamic and kinetic
descriptions (Ref 88–90) and comprehensive
heat- and mass-transfer models. Some

preliminary efforts are also being made to pre-
dict the composition of the fume particles using
the liquid-gas equilibrium (Ref 91).
Liquid-Slag Reactions. Most fusion welding

processes encounter liquid and slag equilib-
rium, for example, shielded metal arc welding,
submerged arc welding (SAW), and flux cored
arc welding. There is a close similarity between
these processes and steelmaking. As a result,
ladle thermodynamics have been leveraged to
describe liquid-slag equilibrium in welds. In

the classic works of Mitra and Eager (Ref 92–
94), thermodynamic theories were used to pre-
dict the final weld metal composition of SAW
welds as a function of process, flux, and con-
sumable characteristics. Many researchers con-
sidered interactions between flux/slag
chemistry and consumables to evaluate final
weld metal compositions (Ref 95–98) as well
as the inclusion formation. As expected, these
phenomenological theories were based on ladle
thermodynamics (Ref 99).
Inclusion Formation. Inclusions that form

in welds are either oxides, nitrides, carbides,
sulfides, or a combination thereof. Certain
oxide inclusions, with special characteristics,
promote the formation of acicular ferrite (Ref
100, 101) during solid-state decomposition of
austenite. Acicular ferrite is known to promote
the toughness of welds. This beneficial effect
of inclusion outweighs the deleterious effects
on fracture initiation. Early work on predicting
inclusion formation using ladle thermodynam-
ics originated from many researchers, notably
Olson, Liu, and Edwards (Ref 102), Thewlis
(Ref 103), as well as Kluken and Grong (Ref
99). These researchers predicted that complex
inclusions form due to sequential formation of
oxides, including Al2O3, SiO2, TixOy, MnO,
and complex spinels. Even with the aforemen-
tioned classic work, the prediction of inclusion
composition, size, number density, and type of
surface oxide remained a challenge for some
time. By coupling ladle thermodynamic theory,
computational thermodynamics (Ref 104–106),
and overall transformation kinetic theories
(Ref 107–110), it is now possible to compre-
hensively predict inclusion characteristics.
These models have also been extended to
laser-surface alloying to predict dissolution of
hard particles (Ref 111). These models have
also been integrated with computational heat-
and mass-transfer models (Ref 112–114). For
example, Hong et al. evaluated the cyclic
growth and dissolution of inclusions in a weld
pool. The trajectory of the inclusion within a
weld pool is shown in Fig. 11(a). This move-
ment was calculated by using the fluid flow
velocities (u, v, and w) calculated in x-, y-,
and z-coordinates and by assuming no slip
between the inclusion surface and liquid steel
flow. The corresponding variation of tempera-
ture and the associated change in radius of the
inclusion is shown in Fig. 11(b). Using such
calculations and microstructure observations,
the rapid rate of inclusion growth was rationa-
lized based on a collision and coalescence
mechanism (Ref 115).
Solidification. To comprehensively under-

stand the weld metal microstructure, the follow-
ing must be predicted:

� First phase to form from the liquid
� Solidification temperature range (△Tequilibrium

= TL � Ts)
� Extent of alloying element segregation
� Morphology of the solidification grains
� Cracking tendency

Fig. 8 Typical calculations of heat-affected zone microstructural constituent and hardness as a function of cooling
rate. For a given low-carbon steel composition, (a) a slow cooling rate of 10 �C/s leads to a soft

microstructure and (b) a faster cooling rate leads to a hard martensitic microstructure
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� Nonequilibrium solidification as a function
of composition and cooling rates

A multicomponent thermodynamic phase
diagram can be calculated using computational
thermodynamics tools, and this information
can be used to predict the first phase to form
from liquid during welding (Ref 116–118).
Using Scheil-Gulliver calculations, the non-
equilibrium solidification range as well as the
maximum extent of segregation can be pre-
dicted (Ref 119). It is important to note that
equilibrium and Scheil-Gulliver calculations

provide two extreme conditions of weld solidi-
fication. In nominal weld cooling rates, some
extent of diffusion is expected in the solid
phase. This must be considered in the Scheil-
Gulliver calculations. Classic papers from
Dupont’s group (Ref 120–122) focus on using
a modified form of the computational thermo-
dynamics tools to evaluate the solidification
path and also the microsegregation effect in
similar and dissimilar metal welding conditions
for a wide range of nickel-base and stainless
steel alloys.
To track the solid-liquid interface, diffusion

in both liquid and solid phases as a function
of cooling rate must be considered. Early work
on modeling the weld solidification rate was
done by Koseki et al. (Ref 123, 124). With the
introduction of sidewise dendrite growth mod-
els in DictTra software (Ref 69), weld solidifi-
cation for a wide range of alloy systems and
cooling rates can be done easily. With an
increase in cooling rate, an increase in the liquid-
solid interface velocity is expected. This
may affect solute partitioning between the liq-
uid and solid and induce morphological
changes in the solidification microstructure.
Often, this increase in the liquid-solid interface
may also trigger a nonequilibrium phase selec-
tion during solidification. For example, in
steels, a transition from ferrite (body-centered
cubic) solidification and austenite (face-
centered cubic) solidification may occur (Ref
125, 126) with an increase in the liquid-solid
interface velocity. Using levitation melting
methods, Koseki and Flemings (Ref 127) devel-
oped phase stability and growth velocity

criteria to describe these transformations.
Fukumoto and Kurz (Ref 128) used growth
velocity considerations for the phase selection
of austenite instead of ferrite during rapid cool-
ing conditions, using interface-response func-
tion models. This is illustrated in Fig. 12. The
selection of the ferrite or austenite phase is gov-
erned by its dendrite tip temperature. This tem-
perature can be calculated using the interface-
response function theories. The calculations
show that for slow interface velocities, the den-
drite tip temperature of ferrite is always higher
than that of austenite. Under this condition,
only ferrite solidification is expected. However,
above a critical velocity, the dendrite tip tem-
perature of austenite is higher than ferrite. This
condition will lead to the austenite mode of
solidification. Using these theories, the transi-
tion from ferrite to austenite solidification
modes during laser welding was rationalized.
Solid-State Transformation. The role of

various microalloying elements (Ref 129) on
the HAZ microstructure in thermomechanical-
controlled processing in low-alloy steels has
been evaluated with computational thermody-
namics (CT) and computational kinetics (CK)
tools. The ferrite-to-austenite transformation in
stainless steel welds (Ref 130) was simulated
for a condition that is close to limited partition-
ing of the substitutional condition, which is in
between the paraequilibrium and local equilib-
rium conditions. The effect of retained austenite
in the steel microstructure on the reaustenitiza-
tion kinetics during heating was rationalized
using a thermodynamic criterion (Ref 131). To
design new steels with improved properties

Fig. 9 (a) Overview of methodology developed by Bhadeshia et al. (Ref 3) to predict the microstructure constituent in the as-welded region of low-alloy steels. In contrast to the
carbon equivalence formula, this model is based on quasi-chemical thermodynamics and kinetic equations. TTT, time-temperature transformation; CCT, continuous cooling

transformation. (b) Comparison of predicted and measured microstructure in the as-welded region shows good agreement

Fig. 10 Example of a calculated ternary phase
diagram with tie lines and invariant

triangles (three-phase equilibrium) in an Fe-Cr-Ni system
at 1700 K. fcc, face-centered cubic; bcc, body-centered
cubic
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and weldability, CT and CK tools are very
effective. For example, a transformation-
induced plasticity (TRIP) steel with good weld-
ing and galvanizing performance was designed
with CT and CK tools. In this work, carbon, sil-
icon, and phosphorous concentrations were
optimized, and the microstructure evolution

during steel processing was modified (Ref
132, 133). Kaputska et al. used CT tools to
describe the stabilization of d-ferrite in the
HAZ of aluminum-base TRIP steels (Ref 134).
Using CT tools, blast-resistant steels with good
weldability (Ref 135) have been developed.
The HAZ microstructure evolution in duplex

stainless steel weld metal was modeled using
overall transformation kinetic models based on
CT tools. This work stressed the importance
of nitrogen concentration on the stabilization
of austenite (Ref 136). Similar work on duplex
steels has been performed by other researchers
(Ref 137). In addition, the effect of minor varia-
tions in boron was rationalized based on the
CCT diagrams predicted by CT and CK tools
(Ref 138). Barabash et al. (Ref 139) showed
the dissolution of gamma-prime precipitate
and its effect on dislocation activity in HAZ
regions. These interactions were rationalized
based on transmission electron microscopy,
synchrotron radiation, and computational ther-
modynamic calculations.
Kelly (Ref 45) used CT and CK tools to

obtain the parameters for the Johnson-Mehl-
Avrami-Kologoromov model, which is then
coupled with a thermal model for laser near-
net shaping of Ti-6Al-4V alloys. Using this
thermal-microstructure model, Kelly described
the microstructure evolution as a function of
the heating and cooling cycle. This model was
used to describe the formation of various
morphologies of a+b, including the grain-
boundary, colony, basketweave, massive, and
martensitic microstructures. Similar approaches
to describe microstructure gradients in multi-
pass welds in steels were performed by Reed
and Bhadeshia (Ref 140). In these analyses,
the austenite formation and its effect on
increasing the fraction of the reheated region
was described by coupling heat-transfer models
with thermodynamic and kinetic calculations
(Ref 141). Extensive work has been done by
Keehan et al. (Ref 142–146) to develop high-
strength and high-toughness weld metal
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Fig. 11 Prediction of inclusion size distribution in low-alloy steel welds by tracking the growth and dissolution of thousands of inclusions as they gyrate through the weld pool. (a)
Trace of an inclusion as it traverses through the weld pool with different temperature regions, before being trapped by the advancing liquid-solid boundary. (b)

Corresponding variation of temperature and the associated growth and dissolution of an inclusion. The calculations show that the observed inclusion diameters could be
interpreted without invoking Ostwald ripening, which is typical of a stagnant molten pool

Fig. 12 Transition from body-centered cubic (bcc) to face-centered cubic (fcc) mode of solidification with an
increase in the liquid-solid interface velocity. The calculations show that in an Fe-Cr-Ni weld, the bcc

mode of solidification is preferred below 2 � 10�3 m/s, and the fcc mode of solidification is preferred at higher
velocities. These plots are used to rationalize the transition from d-ferrite to the austenite mode of solidification in
laser welds. Source: Ref 127
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compositions that are based on bainite micro-
structure. These developments relied on CT
and CK tools (Ref 147). The reliability of weld
microstructure models and their relation to
properties have been reviewed by Bhadeshia
(Ref 148).
To address the stability of weldment struc-

tures during postweld heat treatment and ser-
vice, CT and CK tools have been used. In
certain 9Cr steels, the addition of boron leads
to a fine distribution of M23C6 and an increase
in creep resistance. Thermodynamic calcula-
tions showed that boron will segregate to mar-
tensite lath boundaries and increase the
driving force of boride precipitation. These pre-
cursor phases will act as heterogeneous nucle-
ation sites for boron containing M23C6 (Ref
149). Simultaneous transformation kinetic the-
ories of carbide precipitation (Ref 150) and
neural network models (Ref 151) have been
used to develop creep-resistant weld metals.
The nucleation and kinetics of chi, sigma, and

secondary gamma (face-centered cubic) phases
during aging of a super duplex stainless steel
weld metal were investigated with experimental
characterization and thermodynamic driving
force calculations (Ref 152). Similar work has
been performed by Sieurin et al. (Ref 153,
154) to describe the sigma-phase precipitation
and reforming of austenite during isothermal
and continuous cooling. Ramirez et al. (Ref
155) used analytical electron microscopy and
thermodynamic modeling to evaluate secondary
austenite formation and its interaction with
Cr2N precipitation. Another form of degrada-
tion in high-chromium stainless steel welds is
the tendency for low-temperature embrittle-
ment. This occurs due to the phase separation
of chromium-rich and chromium-lean regions
through a spinodal decomposition (Ref 156)
and the subsequent precipitation of gamma
phase. Many researchers have characterized this
decomposition using the atom probe technique
and compared it with CT and CK tools (Ref

157). The CT and CK models also have been
used for evaluating the stability of dissimilar
material welds. One successful example is the
prediction of carbon migration in dissimilar
material welds (Ref 158, 159).

Performance Modeling

The goal of performance modeling relates to
the prediction of weldability, geometrical dis-
tortion, and/or locked-in residual stresses as a
function of material, restraint, process, and pro-
cess parameters as well as service temperature.

Weldability Prediction

One of the main uses of numerical modeling
is to predict the cracking tendency in welds.
Weld solidification cracking is governed by
severe restraints (stress/strain state) and the
composition of the base metal (affects epitaxial
growth) and the filler metal (affects the solidifi-
cation range). To predict the solidification-
cracking tendency in welds, there is a need to
couple the CT and CK calculations with finite-
element analysis that predicts the spatial varia-
tion of stress, strain, and temperature (Ref
160–164). This is explained with an example
from the published literature.
There is a growing need to develop joining

processes and process parameters for single-
crystal nickel-base superalloys (Ref 165). Dur-
ing such a development cycle, autogenous
welding experiments showed cracking (Fig.
13a) on only one side of the weld. Orientation
imaging microscopy showed that the cracking
was associated with the formation of stray
grains on only one side of the weld (Fig. 13b).
The reason for such asymmetrical cracking
and grain structure evolution was rationalized
with integrated process-microstructure models.
The first step was to rationalize the dendrite
growth velocities on the left and right side of
the weld. The weld pool shape was modeled
with a simple analytical heat-transfer equation
(Ref 166). Using a geometric model (Fig. 13c)
developed by Rappaz et al. (Ref 16), the spatial
variation of the temperature gradient and den-
drite growth velocity was calculated as a func-
tion of weld pool shape and crystallographic
orientation of the single crystal. Next, these
spatial variations of gradients and velocities
were plotted (shown as triangular markers) on
a processing map (Fig. 13d) that predicts the
probability of stray grain formation. This map
is developed using the constitutional supercool-
ing theory for nucleation of new grains ahead of
the growing liquid-solid interface. The compar-
ison of these values showed that the tendency
for the formation of stray grains is more on
the right side of the weld. The formation of
high-angle grain boundaries has been attributed
as the cause for weld metal cracking (Ref 167).
Solidification cracking also requires mechanical
driving force. Park et al. (Ref 162) integrated
these material models with thermomechanical

Fig. 13 (a) Optical micrograph of an autogenous gas tungsten arc weld made on a single-crystal nickel-base
superalloy shows the transverse crack on only one side of the weld. (b) Orientation imaging microscopy

showing the close correlation between the crack and the presence of high-angle stray grain boundaries. (c) Schematic
illustration of a geometric model of the weld pool used for estimating the dendrite growth velocity as a function of
welding speed. (d) Predicted tendency to form stray grains as a function of dendrite growth velocity and temperature
gradients
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models to develop processing maps for cracking
tendency due to stray grain formation. The pro-
cessingmap developed by Park et al. focused only
on weld cracking for single crystals; however, in
other polycrystalline alloys, the weldability eva-
luations must consider weld penetration, porosity
formation, HAZ liquation, centerline grain forma-
tion, and solidification cracking.
Dye et al. (Ref 163) developed suchweldability

maps (Fig. 14) for nickel alloys using a different
functional relationship between power and veloc-
ity. This map shows microstructural evolutions
that impact weld penetration, tendency for poros-
ity formation, HAZ liquation, solidification crack-
ing, and center grain formation as a function of
welding power and welding speed. For a given
welding power, an increase in welding speed will
lead to a reduction in weld penetration. An
increase in welding power, more than needed for
weld penetration, will lead to the formation of
porosity. Similarly, with a large increase in power
at the same velocity, the thermal gradient in the
middle of the weld will be reduced. Under these
conditions, the formation of centerline grains will
be promoted. The overlaying of all these vulner-
abilities leads to a small processing window
where the welds can be made without undesirable
defects. It is important to note that this optimum
process parameter region will shift depending on
the materials and thermomechanical conditions.

Residual Stress and Distortion Modeling

The reader is referred to Ref 168 for a com-
prehensive review of various methodologies
and applications for processes and mechanisms
of welding residual stress and distortion. In this
section, some examples are presented to show

the capability of numerical models to predict
residual stress and distortion during welding.
Residual-Stress Prediction. The origin of

residual stresses during materials processing is
discussed in depth in a review by Withers (Ref
169). For in-depth understanding of the mechan-
ics, the reader is also referred to a classic textbook
by Masubuchi (Ref 170). Macroscopic residual
stresses develop in welding due to localized plas-
tic strain induced by a severe temperature gradient
brought about by localized heat sources. The pre-
dictions of residual stresses are usually done by
finite-element analyses in either two- or three-
dimensional conditions. Most of these computa-
tional simulations are also performed in a sequen-
tial fashion, as explained subsequently. First, for a
given set of geometry and welding process para-
meters, the thermal distribution is predicted. In
the next step, using thermal distribution and the
associated variation of mechanical properties, the
localized plastic strain distribution is predicted.
Due to the mechanical equilibrium constraint, this
localized plastic strain accumulation at high tem-
perature leads to a distribution of locked-in elastic
residual stresses. It is important to note that these
predictions are sensitive to the boundary condi-
tions used in the mechanical equilibrium calcula-
tions. For example, local constraints (clamps and
fixtures) may affect the evolution of residual stress
as well as postweld heat treatments such as tem-
per-bead techniques (Ref 171, 172) and surface
peening (Ref 173, 174). It has been demonstrated
that the initial distribution of residual stress before
the welding operation is important in the estima-
tion of residual stress due to welding. For exam-
ple, in automotive industries, the sheet metal
forming process may induce a pattern of resid-
ual-stress distribution due to its inhomogeneous

distribution of plastic strain (Ref 175). In addition,
the postweld heat treatment affects the distribution
of residual stress due to relaxation.
Residual stresses in welds can be measured

by hole-drilling, x-ray diffraction, and neutron
diffraction methods (Ref 169). The presence
of residual stress has a large effect on fatigue
life and stress-corrosion cracking. An example
calculation of residual-stress prediction and
experimental measurements using x-ray diffrac-
tion is shown in a steel weld (Fig. 15). The
results (Ref 49) show that it is indeed possible
to predict the distribution of residual stresses
in welds with good accuracy. There has been
a growing impetus to predict the effect of phase
transformation on the magnitude of residual
stresses in welds (Ref 176). This is partly driven
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Fig. 14 Calculated weldability map showing the
tendency for various weld-defect formations

as a function of welding power and speed. Many of
these phenomena, including liquation, are predicted
using computational thermodynamics and computational
kinetics tools. Source: Ref 162

Fig. 15 Simulated residual stress in a butt weld in two directions: (a) perpendicular and (b) parallel to the welding direction. (c) The calculations are compared with the
measurements by x-ray diffraction and show good agreement. Source: Ref 49
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by the need for the use of low-temperature-
transformation wires to induce compressive
residual stress near the toe of fillet welds to
improve the fatigue life of welded components
(Ref 49, 177).
Distortion Prediction. The distortion of the

welded structure is essentially due to dimen-
sional changes that occur during or after weld-
ing due to the imbalance of locked-in stresses.
The distortion simulation can be performed by
finite-element analysis in three dimensions

(Ref 23, 168, 178), with consideration of elastic
and plastic strain accumulation during welding.
However, the application of finite-element sim-
ulation to large-scale structures (e.g., ship
superstructure) with consideration of detailed
local welding process effects and constraints
may become computationally expensive and
time-consuming. In this regard, a simplified
procedure that is based on applied plastic strain
has been developed (Ref 179 to 181). A com-
parison of three-dimensional elastic-plastic

analysis and the simplified plasticity strain
method is shown in Fig. 16. The predicted dis-
tortions are comparable and prove the applica-
bility of this technique to large-scale
structures. This technique is very useful for
consideration of buckling distortion in long
welds on thin sheet structures. The technique
was used to derive the process parameters for
the transient thermal tensioning technique to
minimize buckling distortion in ship panel
structures (Ref 182).

Property Predictions

After the microstructural gradients, residual
stress, and distortion conditions in a weld have
been described, the next step is to predict the
low- and high-temperature properties of the
weld. Some of the methodologies are presented
as follows.
Low-Temperature Properties. Relevant

low-temperature properties for welds are hard-
ness distributions, tensile properties, toughness,
and fatigue properties. Hardness distributions in
welds are often predicted using empirical equa-
tions, which relate the composition of the alloys
and the microstructure. For steel welds, this is
discussed in detail by Ion et al. (Ref 8) and
Bhadeshia (Ref 148). Using these hardness
models, Santella et al. (Ref 183) and Yuping
et al. (Ref 184) predicted the performance of
steel spot welds. Similarly, the tensile proper-
ties of the welds are often predicted using addi-
tive law (Ref 185) and neural networks (Ref
151). An example of toughness prediction in
steel weld metals, using artificial neural net-
works, is shown in Fig. 17. Using such maps,
new filler metal compositions have been
derived for low-temperature service (Ref 146).
In welds, fatigue properties are often controlled
by the crack propagation conditions. This is
partly because most of the welds often have

Fig. 16 Results from distortion modeling based on plasticity strain (Q-Weld) compared with fully three-dimensional
coupled thermal elastic-plastic analysis (3D-EPA) model. The overall shape distortion (exaggerated) is

comparable. In addition, the predicted displacement of the edges from the bottom plane is compared for both
methods, demonstrating the applicability of the strain-based method for predicting the distortion of large-scale structures

Fig. 17 Contour plot of Charpy toughness values, at a
given temperature, as a function of

manganese and nickel concentration constructed using
an artificial neural network model. Such plots can be
used to design welding consumables

Fig. 18 Calculated increase in fatigue life predicted by the modification of residual stresses (RS) in the weld. Note
that an order of magnitude or more increase in fatigue life is predicted due to the presence of

compressive stress near the root of the weld. Source: Ref 49
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submicroscopic features that provide an easy
site for fatigue crack initiation. As a result,
most of the research on prediction of fatigue-
life estimation has relied on crack propagation
conditions. Crack propagation is strongly
affected by geometry (Ref 186) and the pres-
ence of compressive residual stresses (Ref 49,

171, 174, 175). An example calculation on the
effect of tensile and residual stress is shown in
Fig. 18. The calculations indeed show an
improvement of fatigue life near the toe of a fil-
let weld due to the presence of compressive
residual stress. This has been experimentally
evaluated by measurements (Ref 49).

High-Temperature Properties. The inher-
ent creep properties of weld regions without
the consideration of geometry can be predicted
by using neural network models (Ref 148,
151, 187) or with hybrid models that consider
the phase stability (Ref 188 to 190). It is also
possible to develop detailed creep property cal-
culations using detailed computational models,
as described by To et al. (Ref 191). When the
inherent properties are known, there is a need
to map them to predict the creep life of struc-
tural components (Ref 192). Such calculations
have become critical to evaluate the perfor-
mance of welds made on new-generation high-
chromium (P91) steels. These welds often show
a soft zone in the HAZ. These regions will lead
to localized reduction in creep strength. An
example calculation of creep failure in the
HAZ of a girth-welded pipe is shown in Fig.
19. In this model, different creep models (con-
stitutive relations) were applied to the base
metal and HAZ regions. In the next step, the
damage accumulation in these regions was pre-
dicted for a given operating condition. These
calculations have also been validated with
experimental measurements.

Access and Delivery of Integrated
Weld Process Models

The aforementioned examples clearly show
that with an integrated weld-modeling frame-
work, it is possible to evaluate the welded struc-
ture, as envisioned by Kirkaldy (Ref 11). Some
of the commercially available integrated weld-
modeling software providers are listed in Table 1.
In addition, there are public domain software

tools (Ref 193) that can be used for integrated
modeling of welds. The listing of these
resources is not an endorsement of the products,
and readers are requested to make independent
testing and evaluation for their own applica-
tions. It is important to note that this article
did not include any reference to other forms
of fusion welding (resistance, laser and electron
beam) solid-state modeling techniques. There
has been extensive work in this area, which is
covered in other resources.
The discussions and references demonstrate

that it is indeed possible to describe the weld
properties in a wide range of alloy systems as
a function of alloy composition and welding
process parameters using integrated models.
However, these models should be able to con-
sider different processes (submerged, gas metal,
gas tungsten, laser, etc.), process parameters,
geometrical conditions (restraints, distortion),
and mechanical integrity (residual stress, low-
and high-temperature properties) in a simpler
methodology. In addition, these integrated
models should be seamlessly accessible to aca-
demic and industrial users. Although commer-
cially available weld-modeling software exists
(Table 1), it requires expertise in finite-element
analysis as well as a computational and welding

Fig. 19 Predicted accumulation of creep damage in the heat-affected zone of a chromium-molybdenum steel using
constitutive equations as a function of service lifetime. Source: Ref 192

Table 1 Software tools for integrated weld modeling

Software Internet link Platform

SYSWELD http://www.esi-group.com/products/welding Desktop
VrWeld http://goldaktec.com/vrweld.html Desktop
VFT http://www.battelle.org/ Desktop
WELDSIM http://www.aws.org/wj/2008/05/wj200805/wj0508-36.pdf Desktop
SORPAS http://www.swantec.com/sorpas.htm Desktop
E-WeldPredictor http://calculations.ewi.org/VJP/ Internet
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background. However, the presence of such
expertise is often limited in small- and
medium-scale industries. As a result, the use
of computational weld mechanics has been
widespread only in large-scale industries. To
provide access to these models for small- and
medium-scale industries, there is a need to
develop methodologies for rapid deployment
and easy-to-use applications.
To meet this crucial need, the E-WeldPredictor

approach has been developed by researchers from
the Edison Welding Institute (Ref 194). In this
methodology, all of the expertise for developing
and running a finite-element analysis to calculate
thermomechanical-metallurgical responses was
ported into a supercomputing architecture. Sim-
ple, accessible, internet-based applications have
been developed in collaboration with supercom-
puting expertise and have been deployed through
a client-server computational architecture
(Fig. 20). The steps are explained as follows.
First, the user provides the information for the

welding processes. This allows the model to set
the effective heat-transfer efficiency. In the next
step, the user provides the overall geometry of
the welding (pipe or plate) and the boundary con-
ditions (thickness, diameter, and length). This
information is used to set the overall simulation
geometry within the finite-element software. In
the next step, the user provides the detailed joint
geometry (e.g., V- or J-groove). This information
is used to calculate the extent of weld metal vol-
ume to be used for filling the void within the cal-
culation framework. In the next step, the user
provides the materials used for the base and filler
metals. This information is used to calculate the
microstructure and hardness. Currently, these
material models do not consider the initial

microstructure of the base metal, and a ferrite
microstructure is assumed. In the next step, the
user provides the information for heat input and
geometry of the individual weld bead that will
be used for filling up the joint. These parameters
are then used to set the heat-flux conditions for
simulating the weld pool (Ref 42). Finally, the
model allows the user to check whether the
intended weld geometry is indeed the one the user
would like to consider. As soon as the user accepts
and presses the submit button, the overall thermal-
microstructure-mechanical model is evaluated in
a sequential manner within a supercomputer
architecture at the Ohio Supercomputing Center.
The results of the calculations are formatted into
a PDF and delivered to the user in an average time
frame of 15 min. The calculation time does
increase with the number of beads. Currently,
the E-WeldPredictor approach has been deployed
for predicting microstructure, distortion, and
residual stresses in pipe and plate welds for a wide
range of steels. The reader is referred to the inter-
net site listed in Ref 195 for more details and
usage scenarios. In this section, a typical applica-
tion of the tool for a case study to evaluate the use
of X-65 steels instead of 2.25Cr-1Mo steels for a
welded pipeline construction with the same filler
and process parameters is discussed.

Case Study Evaluating Use of X-65
Steels

Case Study Involving Typical Use of the E-
WeldPredictor Tool. While welding a
2.25Cr1Mo steel pipeline, a hard zone was
observed in the HAZ. An ER70S6 filler wire
was used in this situation. The focus of the case

study was to substitute the 2.25Cr1Mo steels
with traditional X-65 steels for the same pro-
cess and filler wire conditions, without adverse
effect in residual stress and distortion. The indi-
vidual steps in running the simulations and
input parameters are shown in Fig. 21. The
results obtained based on these inputs are sum-
marized in Fig. 22. The calculations indicated
that there are no significant differences in the
HAZ width, residual stress, or distortions by
substitution of the 2.25Cr1Mo with the X-65
steel (Fig. 22). The most important difference
was the formation of martensite in the HAZ of
the 2.25Cr1Mo steels compared to a bainitic
microstructure in the X-65 steels. This micro-
structural distribution is also reflected in the
reduction of peak hardness in the HAZs of the
X-65 steels. With this tool, the range of other
process parameter and material combinations
was evaluated, and some key conditions are
being considered for detailed experimental eva-
luations. It is important to note that this tool
now can be used for seamlessly evaluating the
process-material effects and satisfies the need
identified earlier.
Currently, this tool is not comprehensive for

a wide range of geometries (fillet welds),
boundary conditions (restraints), processes
(resistance, laser, friction stir welding, etc.),
alloy systems (aluminum, titanium, etc.), and
performances (toughness, creep, fatigue, etc.).
However, the framework can be modified for
these needs with the development of submodels
for these processes, materials, and perfor-
mances (Fig. 21).

Use of Optimization Methodologies

With the development of these integrated mod-
els, it is now possible to use themodels as a virtual
process design tool. Similar to experimental trial-
and-error optimization, these models can be run
over a wide range of process and material para-
meters. However, there are two challenges in the
implementation of this. These are the inability of
themodels to do an exhaustive search and the lack
of robust material parameters that describe the
physical processes. In this regard, optimization
methodologies have proved to be useful. Muruga-
nanth et al. (Ref 196) have used commercial opti-
mization software so that optimum weld metal
composition can be designed for maximizing the
weldmetal toughness. In thiswork, the exhaustive
search of an artificial neural network model for
weld metal toughness was avoided by using
generic and stochastic optimization algorithms.
The optimization exercise led to a weld metal
composition that was in agreement with experi-
mental measurements (Fig. 23). Although, in this
exercise, the time for one set of calculations is
not more than 10 s, the previously mentioned
methodology proved the utility of the optimiza-
tion tools. Recently, the aforementionedmethod-
ology was used to arrive at weld metal
compositions that will maximize acicular ferrite
in pipeline steel welds (Ref 197).

Fig. 20 Architecture for deploying computational weld mechanics models through internet technology and
supercomputing architecture. This architecture allows for calculation of thermal cycle, microstructure,

residual stress, and distortion within a single computer model
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The previous example is based on a condi-
tion that a model for Charpy toughness is veri-
fied and validated. However, in certain
conditions, the uncertainties of the modeling
results are related to the parameters and con-
stants used in the models. For example, in fluid
flow simulation of arc welding, there are uncer-
tainties in the arc efficiency (Z), arc radius (r*),
arc energy distribution parameter (d), effective
thermal conductivity (k*), and effective viscos-
ity (m) of the liquid metal. To predict the weld
pool shape with greater accuracy, it is necessary

to obtain these parameters by calibration with a
limited number of experimental data. Similar to
the earlier example, an exhaustive search of
parameter space for these variables (Z, r*, d,
k*, and m) is computationally impractical. To
address this challenge, De and DebRoy (Ref
198) developed an elegant optimization meth-
odology to derive these parameters using opti-
mization algorithms. The algorithm evaluates
various combinations of parameter space and
tries to minimize an objective function that is
a function of difference between the

experimentally observed weld pool size and
the predicted weld pool size. The progress of
the optimization is shown in Fig. 24. As soon
as, Z, r*, d, k*, and m are calibrated using the
aforementioned method, the heat-transfer and
fluid flow model can be used for a wide range
of process parameters. The previously men-
tioned methodology has become a standard
technique among weld-modeling researchers.

Concluding Remarks

The integrated weld process modeling meth-
odology presented in this article is in alignment
with the needs identified by the National Mate-
rials Advisory Board. In a report, integrated
computational materials engineering is consid-
ered as a transformational discipline for
improved competitiveness and national security
(Ref 199). The integrated weld-modeling activ-
ity will be crucial for developing and deploying
advanced materials in practical applications.
Moreover, these tools will also accelerate the
critical development and deployment of hybrid
materials (Ref 200), which rely on a wide range
of materials joined in a specific geometric
shape and are expected to fill the holes in the
material property space (Ref 201).
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Simulation of Rotational Welding
Operations
Philip J. Withers and Michael Preuss, Manchester University, United Kingdom

THE PRINCIPLE OF RUBBING TWO
OBJECTS TOGETHER, thereby causing fric-
tional heating, is one dating backmany centuries.
It now forms the basis of many friction-joining,
surfacing, and processing techniques. When
joining objects by friction, the workpieces are
rubbed together under high pressure to generate
the required frictional energy such that the parts
form a solid-state joint without melting.
For axisymmetric components (e.g., cylinders,

tubes, disks, etc.), rotational friction welding
methods are appropriate (Fig. 1a, b). The two
most common variants are direct-drive rotational
friction welding (DD-RFW) and inertia friction
welding (IFW). In rotational welding, the heat at
the interface is generated by rotation of one part
maintained in sliding contact with a stationary
part (Fig. 1). The main difference between the
two welding techniques is that during DD-RFW,
the energy supplied to the rotating part comes
from a large-capacity motor, while for IFW, the
rotating part is connected to a flywheel. The drive
motor is disconnected from the flywheel before
the rotating and stationary parts are pushed
together, so that energy is supplied to the joint
through loss of kinetic rotational energy. In both
cases, friction/plasticity at the interface heats up
the material very rapidly. As a consequence, the
material at the interface becomes softened and is
ejected to form a flash (Fig. 1a), while cold mate-
rial is pushed toward the weld interface, resulting
in a loss of length (often termed the upset).
Accordingly, the American Welding Society has
categorized friction welding as a special form of
forge welding (Ref 1).

Historical Development

Bevington was probably the first to exploit
friction welding. In 1891, he obtained a patent
in which the concept of using frictional heat
for extrusion and welding processes was
applied (Ref 2). However, it was not until the
1950s that this concept was more widely con-
sidered and reached commercial viability. Fric-
tion welding was first put to commercial use in

Russia in approximately 1956 to 1957 due to
the efforts of Chudikov, who successfully
demonstrated the possibility of achieving high-
quality butt welds between metal rods (Ref 3).
In 1959, Vill (Ref 4) and other researchers
(Ref 5–7) started to define welding parameters
more systematically by analyzing the energy
distribution in friction-welded steel bars. The
American Machine and Foundry Company
introduced the process to the western world in
the 1960s, reporting the first experimental work
and a discussion of the basic characteristics of
the process (Ref 8, 9). Cheng later investigated
analytically the temperature distribution during
the welding of similar (Ref 10), as well as for
the first time dissimilar (Ref 11), metal tubes.
Hazlett and Gupta first reported mechanical
properties of friction welds with several metal
combinations, showing excellent weld proper-
ties (Ref 12–14). In the same period, research
on friction welding in Western Europe was
driven mainly by the welding institutes based
in the United Kingdom and West Germany. In
Japan, the burgeoning interest in friction weld-
ing among the industrial and academic circles
led to the formation of the Japan Friction Weld-
ing Association in 1964.
Until 1964, all friction-welding processes

relied on a direct-drive process. In 1965, the
Caterpillar Tractor Company introduced the con-
cept of using a flywheel attached to the rotating
spindle (Ref 15). In this way, all the energy
required for heat generation at the interface can
be provided by the kinetic energy associated
with the inertia of the rotating flywheel. Inertia
friction welding has since become a popular
joining technique for the transport industry. In
recent years, IFW has become particularly
important for joining difficult-to-weld aeroen-
gine materials such as nickel-base superalloys
(Ref 16, 17) and titanium alloys (Ref 18).

Basic Principles

Friction welding is based on the rapid
introduction of heat, causing the temperature

at the interface to rise sharply and leading to
local softening. During rotational friction weld-
ing, the two hot mating surfaces are then imme-
diately forged together to form a sound
metallurgical bond. Figure 2 compares the char-
acteristics of DD-RFW (Fig. 2a) and IFW (Fig.
2b). In both cases, the rotating part is first
brought up to an initial rotational speed (N),
and the welding cycle starts when the nonrotat-
ing part is brought into contact with the rotating
part, resulting in very rapid heating at the inter-
face. In the case of DD-RFW, the rotational
speed, N, is kept approximately constant while
the initial axial pressure is relatively modest;
the aim of this stage is to heat the material
rather than to forge it. When the weld region
has attained the required forging temperature,
the drive from the motor is disconnected, and
the rotation soon arrests (Ref 19). In Fig. 2(a),
this braking phase is associated with the rota-
tional speed curve falling to zero. Usually, the
axial pressure is increased during the braking
phase to achieve the required loss of length
(upset) of the material by squeezing material
out to form the flash, thereby forging the two
parts together. This is then identified as the
forging phase, which lasts beyond the point at
which the rotational speed has dropped to zero
(Ref 1). An appreciable shortening of the work-
piece is generally already seen during the heat-
ing phase after the torque has peaked for the
first time (Fig. 2a). In some cases, a more grad-
ual increase of axial pressure is employed to
avoid overloading the drive motor (Ref 19).
Inertia friction welding is slightly different in
that the entire energy needed to form the joint
is stored as kinetic energy in the flywheel
spinning at the initial rotational speed, N,
before the driving power is cut off and the non-
rotating part is pushed against the rotating part.
This results in a reduction of speed over the
entire weld cycle, but because of the large iner-
tia associated with the flywheels, the braking
takes place over a longer time period compared
to DD-RFW. Consequently, traditional IFW is
carried out under a constant axial pressure but
at variable rotational speed, as compared with
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conventional DD-RFW which uses stepped
pressure and constant rotational speed. In other
words, IFW blends the heating and forging
actions. It should be noted that, in principle, it
is also possible to have a two-stage pressure
approach for IFW (Ref 1).
One of the advantages of IFW is the relatively

small number of process parameters involved,
namely the initial rotational speed (N), the axial
pressure (P) (Fig. 2b), and the moment of inertia
(I) of the attached flywheel and rotating part. The
kinetic energy available for the welding process
is determined by N and I, although it is important
to remember that not all the kinetic energy will
be transformed to heat at the interface due to
the internal friction of the IFW machine. The
axial pressure largely affects the welding time
(Ref 1), although the level of inertia from the fly-
wheel also plays an important role. Essentially,
both low pressure and high inertia extend the
welding time, which will result in an increased
heat-affected zone and a more gradual peak tem-
perature profile across the weld line. The sim-
plicity of only having to optimize three welding
parameters when using IFW is often considered
to be a great advantage because it requires less
effort to develop optimum welding parameters
than the DD-RFW process. However, in some
cases, the limited number of welding parameters
can also be a downside, because thismay not pro-
vide sufficient flexibility when trying to join a
difficult-to-weld material. By contrast, DD-
RFW has approximately seven parameters that
have an effect on weld characteristics (Ref 20).
These parameters are the rotational speed (N),
axial pressure (P1), frictional heating time (t1),

deceleration time (t2), delay time (t3), forging
time (t4), and the forging pressure (P2) (Fig. 2a).
The capability to store energy in the flywheel

makes the motor power requirements of IFW
inherently lower than the DD-RFW process.
This renders it more appropriate when joining
large cross sections or materials requiring high
levels of energy input (Ref 19).
Despite some differences, both friction-weld-

ing processes display similar characteristics of
frictional torque at the interface, that is, two
peaks in the recorded torque: one during the ini-
tial stage and the other near the end of the
welding cycle (Fig. 2). The initial stage of fric-
tion welding is dominated by dry friction and
wear behavior under severe load. As the
rubbing interface changes from partial to com-
plete contact, fluctuations in the rising torque
curves can commonly be observed (Ref 21).
In the case of DD-RFW, the control of the peak
and equilibrium torque levels are considered to
be crucial for the quality of the weld (Ref 22,
23). When developing welding parameters for
IFW, the initial rotational speed and the size
of the flywheel must first be considered in order
to supply enough kinetic energy to the process.
Oberle proposed that the minimum required
rotational speed for successfully joining com-
ponents depends on the yield strength of the
material (Ref 24), although the high-tempera-
ture yield strength may be a more appropriate
parameter when joining some gas turbine
engine materials. The axial pressure applied
during friction welding will affect the rate of
shortening/upset (or the burn-off rate), which
is usually constant during the equilibrium

torque period (Ref 1). It has been reported for
DD-RFW that the burn-off rate can be linearly
proportional to the axial pressure (Ref 25).
In the case of IFW, burn off occurs at the end of

stage2andbeginningof stage3 (Fig. 2b),when the
torque starts to increase and reaches its second,
and usuallymuchhigher, peak. It is at thismoment
that “fresh” subsurface material is brought into
intimate contact to form a metallurgical bond,
while the original and possibly contaminated sur-
face layer has been forged into the flash. The high
torque is attributed to the remaining angular
momentum carried by the flywheel. At this stage,
the torsional forging force becomes crucial,
because the rotational speed during stage 3 is very
low. Thus, when welding difficult-to-forge mate-
rial such as nickel-base superalloys, large fly-
wheels are required to prolong the forging period
and to raise the level of the peak torsion (Ref 1).
Because the flywheel maintains a significant tor-
sional force toward the end of stage 3, thematerial
is forced out along an essentially spiral path com-
pared with the more radial path associated with
DD-RFW, due to the predominance of the axial
force in the forging stage of the process (Ref 26).
As solid-state welding techniques, both DD-

RFW and IFW are suitable for joining dissimi-
lar materials. Nevertheless, metals that have
significantly different high-temperature flow
properties or that open up the possibility of
intermetallic phases forming at the weld line
present challenges when developing such pro-
cesses. Ways to overcome these issues are to
join components with different cross sections
and to keep the welding time as short as possi-
ble (Ref 27–29).

Fig. 1 Principle of rotational friction welding. (a) Schemati. (b) Jaws of a commercial inertia friction welding machine designed for joining aeroengine turbine disks
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One of the important aspects of joint quality
is whether DD-RFW or IFW can cause melting
of the material at the interface. Generally,

postmortem metallurgical evidence and the
observation of essentially continuous torque
curves suggest that DD-RFW and IFW are truly

solid-state welding processes (Ref 1). Because
heating rates are predicted to be approximately
10 to 60 times faster than for DD-RFW, IFW
is probably more prone to melting at the inter-
face, particularly when joining materials that
have a low thermal conductivity, such as tita-
nium alloys (Ref 1, 24).

Weld Microstructure

Both friction-welding processes result in a
narrow (typically 0.5 to 5mm) weld region of
severely deformed material but with a highly
refined grain structure usually termed the ther-
momechanically affected zone (TMAZ). The
TMAZ is surrounded by a wider heat-affected
zone (HAZ), that is, a region that was exposed
to relatively high temperature during welding
but was not significantly deformed. In certain
engineering alloys (e.g., ferritic steels, titanium
alloys, nickel-base superalloys), the tempera-
ture profile across the weld region (TMAZ +
HAZ) can result in substantial phase transfor-
mation in addition to the severe deformation
in the TMAZ. As a result, a highly complex
and often very dramatic microstructural varia-
tion can be observed across the weld region,
which requires advanced characterization tools
to fully describe the changes (Ref 16, 30, 31).
Figures 3(a) and (b) show a low-magnification
macroimage displaying the microstructural var-
iations across the weld line joining two differ-
ent steels (SCMV, 0.3C-3Cr-1.5Mo steel,
against Aermet 100, 0.2C-2.5Cr-10Ni-13Co-
1.5Mo-3.5Nb steel). By using a color etch, the
TMAZ and, to a lesser degree, the HAZ have
been revealed.
When joining precipitation-strengthened

alloys, such as nickel-base superalloys, alumi-
num alloys, and so on, the high temperature in
the TMAZ and HAZ will result in dissolution
of strengthening precipitates. When the welding
process has completed, these may remain in
solid solution due to the very high cooling
rates. In the case of precipitation-strengthened
nickel-base superalloys, the softening of the
HAZ can be seen in alloys that have a relatively
low volume fraction of precipitates, while in
other alloys richer in precipitate-stabilizing
alloying elements, precipitation will occur even
under severe cooling rates (Fig. 4). In the latter
case, the HAZ tends to display a mechanical
strength at least equal to that of the base mate-
rial (Ref 32).
It should be noted that direct-drive friction

welding is often preferred for welding steels
because the thermal conductivity of steel is rel-
atively high compared to nickel and titanium.
This means that the duration of an inertia weld-
ing process may not be long enough to reach a
sufficiently high temperature (Ref 34). The
heating time for direct-drive welding is more
easily controlled.
The development of more advanced high-

temperature materials for aeroengine applica-
tion in the last two decades has provided an

Fig. 2 Process characteristics of typical (a) direct-drive rotational friction-welding and (b) inertia friction-welding
processes
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important area for further developing friction
welding, because some of these alloys cannot
be joined by fusion welding. In addition to the
complex microstructure and mechanical prop-
erty variations across the weld line, the issue
of residual stresses generated during joining
has become of great importance. To assess the
residual stresses deep inside the welded compo-
nent, advanced diffraction techniques, such as
neutron diffraction, can be used that enable a
detailed quantification of the residual-stress
field of the weld region (Ref 16, 32, 35). The
so-called contour method, a destructive method
of determining residual stresses, can also be
used to assess the residual stresses in inertia
friction welds (Ref 36). Generally, such work
has demonstrated that the residual stresses gen-
erated during IFW are largely dependent on the
high-temperature capability of the material to
be joined. In addition, phase transformation as
a result of the joining process can have a very
pronounced effect on the stresses generated in
the hot region (Ref 32, 35). It is also important
to note that when joining high-performance
alloys, a post weld heat treatment is generally
required to relieve or at least reduce the weld-
ing stresses. One important aspect of this heat
treatment is to reduce the residual stresses suffi-
ciently without compromising the microstruc-
ture of the material and the mechanical
properties of the welded component. This can
be particularly challenging when undertaking a
post weld heat treatment of a dissimilar joint,
because one material may restrict the tempera-
ture range to an extent that the residual-stress-
relief heat treatment becomes ineffective for
the other material, leaving high residual stresses
in the weld (Ref 37). In conclusion, much of the
metallurgical and residual-stress analysis car-
ried out on friction joints today (2010) is to
develop an improved understanding of the
welding process and to provide data that can
be used to validate process models and thereby
optimize the process window in an efficient
manner.

Modeling the Welding Process

Models are important in the drive to move
away from a trial-and-error approach to opti-
mizing weld process parameters, whether that
be to obtain a given upset, optimize the micro-
structure, or to control residual stresses. Weld
process modelers have generally shied away
from explicitly modeling the complete rota-
tional welding process due to the computational
demands associated with such a task. This is
because of the very severe circumferential
strains that are introduced in the narrow weld
region. Instead, researchers have tended to
neglect the rotational motion itself, preferring
to capture indirectly the effects of the high rate
of straining and the extensive shearing that
it causes at, or near, the contact surfaces.
As a result, most models regard rotational weld-
ing largely as a forging together of two

Fig. 3 Dissimilar steel inertia friction weld of SCMV against Aermet 100. (a) Macrograph. (b) Micrograph showing
the microstructural variations across the weld revealed by using a color etch. HAZ, heat-affected zone;

TMAZ, thermomechanically affected zone. Source: Ref 31

Fig. 4 Variation in 0.2% proof stress across the thermomechanically affected zone (TMAZ) and heat-affected zone
(HAZ) of three inertia-friction-welded nickel-base superalloys in the as-welded condition. The

measurements were made on cross-weld samples using electron speckle pattern interferometry to map the strain
response across the weld line during tensile testing. Inconel 718 is an alloy with approximately 25 vol% precipitates
in the standard condition, while RR1000 and alloy 720LI contain approximately 45 vol% precipitates when fully
aged. Source: Ref 32. The approximate extents of the TMAZ regions are inferred from Ref 33 and the HAZs from Ref 32
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axisymmetric materials where the heating and
the resulting local plastic properties are deter-
mined by the rate at which rotational energy
or work is transferred to the workpieces. In
other words, the rate at which heat is generated
has been calculated in terms of the work done
by the motor in DD-RFW or the rate of change
of the kinetic energy of the flywheel in the case
of IFW.
During IFW, the operator has relatively little

direct control over the upset, thermal evolution,
and welding time compared to direct-drive pro-
cesses. As a result, to achieve a specified upset,
weld microstructure, and residual stresses, the
welding engineer either must rely on a matrix of
welding trials—varying the initial angular veloc-
ity, flywheel momentum, and pressure to arrive
at the desired result by trial and error—or have
access to a weld process model that provides the
link between them. In the inertia welding of aero-
engine assemblies (Ref 16, 38), for example,
dimensional tolerances of 100 mm are required
so that the assembled engine is within specifica-
tion, while a high level of control overmicrostruc-
ture and residual stress is also desirable. This
places tremendous requirements on the control
and repeatability of the inertia welding process.
Furthermore, a trial-and-error approach would
simply be too expensive on full-scale assemblies,
while the extrapolation of process parameters
from subscale prototype testing would not be fea-
sible. Consequently, inertia friction weld models
are of great importance commercially.

Obtaining a Realistic Friction Law

Modeling the effective “friction” response of
the materials is central to simulating the weld-
ing process. Friction has been treated in model-
ing strategies in a number of ways. Early work
involved the assumption that the friction
coefficient, mfr, is either constant or varies radi-
ally (Ref 8, 39). However, it is typically sensi-
tive to pressure, P, temperature, T, and sliding
speed, v (Fig. 5a). When modeling IFW

nickel-base superalloys, Moal et al. (Ref 41,
42) did not consider the effect of temperature
on friction behavior explicitly, as in Fig. 5(a),
but rather simply plotted the change in shear
stress/pressure, where the shear stress is a func-
tion of angular velocity. Balasubramanian et al.
(Ref 34) undertook a combined experimental
and theoretical analysis of steel DD-RFW to
try and derive an appropriate “friction” law by
fitting numerical models to measured thermal
profiles. Using a regression analysis for 1045
steel, they obtained the relation:

mfr ¼ 35:7T�0:395P�0:601v�0:022 (Eq 1)

valid from T = 20 to 1200 �C, P = 4 to 125
MPa, and v = 2 to 3.4 m/s�1. Although empiri-
cally based, it shows an inverse relation to pres-
sure, temperature, and sliding velocity in
decreasing order of importance. For GH4169
steel, Du et al. (Ref 43) have arrived at a simi-
lar equation but a different dependency on
temperature:

mfr ¼ 0:12ðT � 273Þ0:471P�0:233e�0:739v (Eq 2)

Duffin and Bahrani (Ref 44) identified a series
of distinct “frictional” stages during continuous-
drive friction welding, with “frictional” force
being heavily dependent on the sliding speed:

� Stage I: Initially, sliding takes place between
unlubricated surfaces, forming isolated,
strongly adhering points of real contact.
The adhesion and seizure between the
rubbing surfaces increase the frictional force
and the resisting torque and raise the temper-
ature at the interface.

� Stage II: This is a transition stage during
which the point contacts change into a layer
of plasticized material. The plasticized layer
offers less resistance to rubbing, and the
resisting torque falls.

� Stage III: This is the equilibrium stage, during
which the temperature at the interface and the
rate of upset remain steady. The plasticized

layer will therefore be relatively thick at low
rubbing speed, and its thickness will decrease
as the speed is increased. However, because
the plasticized material is soft, it tends to be
forged out when the axial force is high. The
plasticized layer is considered to behave simi-
lar to a layer of liquid of high viscosity being
sheared between two solid cylinders.

� Stage IV: As the speed decreases during the
deceleration stage, the thickness of the plas-
ticized layer increases, and the frictional
behavior becomes similar to that at low
rubbing speed. Consequently, the resisting
torque rises to a terminal peak value and
then falls to zero when the relative motion
ceases. The increase in torque is accompa-
nied by an increase in the rate of upset.

In response to this, various researchers (Ref 45,
46) have used a two-stage friction law. When the
temperature is low, a Coulomb relation is used:

Shear stress ¼ �mfrsN (Eq 3)

wheresN is the normal stress, and mfr has the form
given by Eq 2. When the temperature is high, the
shear stress is taken to be the shear yield stress.

Thermal Modeling and the Input of
Heat

Rotational friction welding is characterized
by very rapid heating and cooling cycles, the
details of which are important from both a hot
forming viewpoint as well as a microstructural
development viewpoint. In addition, the severe
local thermal excursion also plays a pivotal role
in determining the residual stresses. As a conse-
quence, modeling of the evolution of the thermal
field has been an important objective since the
early days of rotational friction welding.
In some respects, the modeling of rotational

friction welding is simpler than fusion welding
because of the straightforward manner in which
heat is transferred to the workpiece. In contrast
to difficulties associated with estimating the effi-
ciency of welding torches, weld pool dynamics,
and so on, the heat is generated at, or close to,
the contacting surfaces, either by conventional
sliding friction or by plastic flow. In this regard,
DD-RFW is perhaps the simplest case because
the rotational velocity is maintained by the drive.
Consequently, the energy is provided at a rate, q,
determined by applying a force pair or torque, t,
to the rotating tool (q = to, whereo is the relative
angular velocity). In IFW, the energy is provided
by the loss of rotational kinetic energy (½ Io2,
where I is the moment of inertia) as the tool slows.
In essence, thermal models examine the competi-
tion between heat input and heat dissipation. The
rate of heat input, q, is often described simply by:

q ¼
Z r0

0

Pmfr$r2pr dr ¼ 2=3Pmfr$2pr30 (Eq 4)

where P is the pressure, mfr is the friction coef-
ficient, o is the rotational velocity, and r0 is the
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radius of the workpiece. Alternatively, Fu et al.
(Ref47)haveused the internal rateof plasticwork:

q ¼ 0:9seq _eeq (Eq 5)

where seq is the equivalent stress:

seq ¼
�
1

2
�
�
ðs11 � s22Þ2 þ ðs22 � s33Þ2

þðs11 � s33Þ2 þ 6ðs2
12 þ s2

22 þ s2
31Þ

��1
2

(Eq 6)

and _eeq is the equivalent strain rate that is simi-
larly defined, and the constant, 0.9, represents
the thermal efficiency of plastic deformation.
Dissipation is related to the transfer of heat

away from the weld, primarily by conduction
but also by radiation (Ch 3 in Ref 48). In this
context, heat transfer either across free sur-
faces into the environment or into the jigging
must be considered. Some heat is stored within
the plastically deformed body as stored dislo-
cations or elastic strains, but these terms are
normally neglected. For certain systems, there
is the potential for energy changes arising
from phase transformations, but this is not nor-
mally a significant term in the energy balance
equation.

Analytical Thermal Models

In practice, the welding process is very com-
plex. However, by incorporating some basic
assumptions about heat flow in one direction
(axial) and neglecting the variation in material
properties with temperature, it is possible to
develop simple analytical solutions for the heat
flow (Ref 5, 26, 49, 50), at least for direct-drive
welding. Sluzalec and Sluzalec (Ref 49) wrote
the one-dimensional (z) heat flow equation as:

@T

@t
¼ q

@2T

@2z
� 2h

cpr0
T þ qo expðmtÞdðzÞ

cr
(Eq 7)

where z is the direction along the rotation axis, h is
the surface film conductance, c is the heat capac-
ity, r is the density, m is a parameter of the pro-
cess, and d(z) is the Dirac delta function. This
equation can be solved using a Laplace transform
to give an error function solution.
Predictions for the DD-RFW of 50mm diam-

eter cylinders of 20G steel (0.25C, 0.35Si, 1Mn,
0.05P, 0.05S) at 20 MPa pressure for a heating
time of 20s, where q = 84�105W/m�2, are
shown in Fig. 6(a). For the distances from the
weld line plotted, the temperatures increase
steadily until welding is complete. Midling
and Grong (Ref 51) also obtained similar
results for welding at low power. For high-
power direct-drive welding, the near-weld
region is predicted to reach a maximum temper-
ature when a dynamic balance is achieved
between heat conduction and heat generation
at the interface (Fig. 6b). They used Rykalin’s
one-dimensional infinite rod solution (Ref 5),

breaking the welding process down into three
stages.
Stage I (t < th) is the heating stage for which

a continuous, planar heat source warms a long
rod at a constant rate, q:

T � T0 ¼ q0
ffiffi
t

p
Arc

ffiffiffiffiffiffi
pa

p exp
�z2

4at

� ��
�

ffiffiffiffiffiffiffi
p
4at

r
z

� �
erfc

zffiffiffiffiffiffiffi
4at

p
� �� (Eq 8)

where q0 is the net power.
In steady-state stage II (th < t < ts), the con-

tact temperature remains constant (at Tmax),
while the temperature everywhere else slowly
approaches this value:

T � T0 ¼ q0
ffiffiffiffi
th

p
Arc

ffiffiffiffiffiffi
pa

p exp
�z2

4at

� ��
�

�
ffiffiffiffiffiffiffi
p
4at

r
z

� �
erfc

zffiffiffiffiffiffiffi
4at

p
� �� (Eq 9)

In the cooling stage III (ts < t), a negative
heat source is added at z= 0 to stop the input
of further heat.
Fu and Duan (Ref 52) and others (Ref 34, 53)

extended this approach using a two-dimen-
sional (z, r) heat-diffusion equation:

rCp

k

@T

@t
¼ @2T

@2r
þ @2T

@2z
þ 1

r

@T

@r
þ Q

k
(Eq 10)

where k is the thermal conductivity, CP is the
specific heat capacity, and Q is the rate of
volumetric heat generation.
Few analytical inertial weld process models

have been described in the open literature.
Dave et al. (Ref 54) produced a thermal model
to predict the transient thermal profiles when
inertia welding tubes to aid parametric
optimization. Many assumptions were made,
such as averaged temperature and material
properties. Reasonable agreement was found
with thermocouple results.

Fig. 6 Characteristic temperature curves for direct-drive welding. (a) Low-power welding of 20G steel cylinders at
different distances from the weld line (z=0). Line 1: analytical solution; line 2: experiment; line 3:

numerical solution with temperature-independent material properties; line 4: with temperature-dependent properties.
Source: Ref 49. (b) High-power welding of AlCuMg2 alloys welded under different conditions showing measured
(dashed) and predicted (continuous) profiles. Source: Ref 51
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Numerical Thermal Models

In reality, many properties vary in a complex
manner as a function of temperature and strain
rate. Storm (Ref 55), Plunkett (Ref 56), and Yang
and Szewczyk (Ref 57) were among the first to
come up with heat-transfer solutions where the
thermal conductivity and specific heat are temper-
ature dependent. Furthermore, as illustrated in
Fig. 5(b), both the yield stress and the friction
behavior tend to be strain-rate sensitive. As a
result, realistic modeling requires the use of the
finite-difference method (Ref 10, 11, 58, 59) or,
more commonly, the finite-element method (Ref
40, 60).
When modeling rotational welding, one of two

approaches can be used. These have recently
been termed (Ref 61) the representative and the
predictive modeling techniques:

� In the representative modeling technique
(also called the energy balance method)
(Ref 62), the need for a constitutive law
describing the “friction” between the faying
surfaces is circumvented by using data on
the slowing of the flywheel (for inertia weld-
ing) or the torque applied (for direct-drive
welding), taken directly from the welding
process measurements, to calculate the rate
at which heat is input into the workpiece.
This allows the welding conditions to be
simulated, providing information about the
temperature profiles, material flow, and
residual stresses (Ref 33, 47, 62).

� In the predictive modeling technique, a fric-
tion law, which is a function of temperature,
pressure, rotational velocity, and material
properties, is employed. In this way, the
model is able to calculate the instantaneous
rotational velocity or torque from a knowl-
edge of the initial conditions and the “fric-
tion” law, taking into account some loss of
energy due to the mechanics of the machine
(Ref 41, assumed 10% loss). In this way, the
complete welding process can be modeled
(Ref 51, 53, 63).

In the predictive scheme, one must calcu-
late the heating rate via the mechanical work
being introduced into the weld by the forces
acting where the faying surfaces are in con-
tact; if a region moves out of contact, as
may occur in the flash, then the force locally
is zero. On the other side of the energy bal-
ance sheet, heat is transported from the weld
region by a combination of conduction and
convection (less important). Another important
contribution can be the heat-transfer coeffi-
cient between the workpiece and the jig con-
straining it (Ref 33).
For the friction welding of two 50mm diam-

eter 20G steel cylinders, considered analytically
in the previous section, a predictive model has
been developed using the friction response
shown in Fig. 5(a). It can be seen from Fig. 6
that in simple cases such as this, the use of ther-
mally dependent material properties (lines

numbered 4) is not especially important and
that the analytical model (lines numbered 1)
does essentially as well as the finite-element
method. It has been argued that such systems
are, to some extent, self-regulating, thereby
inhibiting melting. Indeed, it has been proposed
that the maximum temperature at the joint can-
not be greater than the temperature at which the
yield stress of the workpiece is equal to the
pressure applied (Ch 10 in Ref 48).
Probably, the first model of the inertia weld-

ing process was a finite-difference model con-
structed by Wang and Nagappan (Ref 59) to
predict solely the thermal evolution during
welding. More recently, Fu et al. (Ref 47)
adopted a representative modeling approach
that imposes a rotational speed-time trajectory,
taken directly from their measurements, onto
their model. The thermal predictions were
correlated with infrared measurements of the
surface temperature field. Likewise, Balasu-
bramanian et al. (Ref 62) also took the repre-
sentative modeling approach for modeling
inertia welding of alloy IN718 (UNS
N07718). The measured temperature profiles
are shown in Fig. 7 for locations originally
4.67 and 8.48mm from the interface, from
which it is evident that the temperature rise is
initially very rapid before falling away. This
decrease is caused by a fall in the angular
velocity of the workpiece and has also been
observed by others (Ref 53, 59).
A representative model for the IFW of

RR1000 nickel-base superalloy tube geometries
has been developed by Grant et al. (Ref 64). In
this study, a series of run-down tests was used
to determine the power loss. A run-down test
involves taking the IFW machine up to welding
speed, N, and subsequently allowing it to decel-
erate under its own internal resistance while
recording o(t). The tests were performed for a
number of different flywheel inertias and start-
ing speeds. This study indicates that increasing
the welding pressure slightly increases the max-
imum temperature at the weld line and
increases the rate at which the temperature

drops with distance from the weld (Fig. 8).
Bennett et al. (Ref 61) compared the perfor-
mance of predictive and representative models
for inertia welding alloy IN718 using
DEFORM-2D by initially training the heating
model using data from previously completed
welds. The thermal predictions for the two
approaches were very similar, with a good
match to thermocouple data near the weld
(1 mm) but underpredicting the temperature
further from the weld line (9 mm).
At a practical level, one of the difficulties

associated with rotational welding is the deter-
mination of the temperature variation close to
the weld, due to the difficulties encountered
when placing thermocouples very close to the
weld (Ref 34). Pyrometers have been used
(Ref 63), but their accuracy can be unsatisfac-
tory, and the flash formation will interfere with
such measurements. In certain cases, it is pos-
sible to validate the thermal predictions by
comparing observed and predicted microstruc-
tures (Ref 63). For some materials, it is possi-
ble to use certain microstructural features,
which change with the peak temperature the
material has been exposed to during joining.
An example is the g0-strengthened nickel-base
superalloys, where the g0 precipitates start dis-
solving at approximately 800 �C until they are
fully dissolved, generally between 1100 and
1200 �C. By experimentally simulating the
temperature history of the material near the
weld line and comparing the g0 distribution
with microstructural observations across the
weld line, it was possible in Ref 64 to validate
temperature predictions very close to the weld
interface (Fig. 9).

Modeling Mechanical Aspects of
Welding

The thermal model is normally coupled to a
mechanical model. Consequently, an important
aspect is the adoption of suitable constitutive

Fig. 7 Comparison of experimental measured
(continuous) and numerically simulated

(dashed) temperature profiles for an IN718 inertia weld
for two axial distances (z) from the weld line. Source:
Ref 62

Fig. 8 Peak temperature as a function of distance from
the weld line attained in an RR1000 weld

inertia-welded tube wall for low (L), medium (M � 37%
higher welding pressure), and high pressure (H � 87%
higher welding pressure). Source: Ref 64
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laws by which materials behavior can be repre-
sented. DD-RFW is characterized by strain
rates reaching 1000 s�1 locally (Ref 51). As a
result, the strain-rate dependency of the stress-
strain response (Fig. 5b) must be captured by
reliable constitutive equations.
Rich and Roberts (Ref 26) used a plasticity

model to describe the softened region. Equa-
tions developed for hot working are often used
to describe the deformation behavior, for exam-
ple, the Norton-Hoff constitutive law:

s ¼ 2Kð ffiffiffiffiffiffiffiffi
3 _eeq

p Þm�1 _e (Eq 11)

where s is the deviatoric stress tensor, _e is the
deviatoric strain-rate tensor, K is a constant, m
is the strain-rate sensitivity, and _eeq is the
equivalent strain rate. The deformation of the
softened material has also been modeled as a
viscous Newtonian fluid (Ref 50). Because
large deformations can occur in the weld zone
as well as the flash, it is often the case that
remeshing is necessary (Ref 33, 41, 45).
When mechanically modeling the DD-RFW

process, it is usual to derive the heat input directly
from the torque offered by the workpieces. As
described previously, this may be predicted in
terms of the frictional response of the workpiece
or measured by experiment and subsequently
imposed on the model as a heating term. Zhang
et al. (Ref 53) calculated the heat introduced into
the weld region for solid GH 4139 steel cylinders
welded by DD-RFW from a knowledge of the
rotational speed, torque, and pressure. The model
was validated by thermocouple measurements of
the temperature at key locations and the shape of
the flash ejected. The amount of flash ejected is
often deliberately engineered to be extensive in
order to sweep awayoxide and dust on the original
joint surfaces into the flash. This work identified
that the largest deformation rate is found in the
center, near the weld centerline.
Moal and co-workers (Ref 41, 42) took the

predictive scheme to derive the slowing of the
workpiece and the upset (Fig. 10a, b). It
appears that while the onset of the upset is well

predicted, the final moments as the workpiece
comes to a halt are not so well predicted. Some-
what better agreement is achieved by Lee et al.
(Ref 65), who extended the functionality of
DEFORM-2D to include torsional effects by
introducing a special axisymmetric element that
included radial, axial, and circumferential
velocity components to model the IFW of an
aeroengine disk component. Plots of the varia-
tion in angular velocity and upset with time
for the training phase of a representative model
for alloy 718 (Ref 61) were similar to
those in Fig. 10, with the velocity measure-
ments in better agreement than the upset (10%
underprediction).

Modeling of Residual Stresses

A number of researchers have exploited their
coupled thermal and mechanical finite-element
models to predict the residual stress introduced
by rotational welding (Ref 33, 45, 61, 64, 66).
Figure 11 shows the measured and predicted
residual hoop, axial, and radial stresses within
5mm of an RR1000 nickel-base superalloy
inertia-friction-welded tube (Ref 64). The max-
imum tensile hoop stress was found at the weld
line close to the inner wall for both predictions
and measurements. The finite-element model
predicts a maximum tensile hoop stress of
1420 MPa compared to 1565 þ� 70 MPa
measured by neutron diffraction, which should
be considered an excellent agreement. As well
as having similar peak stresses, the predicted
and the measured hoop stress fields (Fig. 11a)
have very similar forms. Both demonstrate little
axial variance near the weld line before exhibit-
ing a knee at 3mm, after which the tensile hoop
stresses drop quickly over a relatively short
distance (a few millimeters).
The trends in the axial stresses are also well

captured by the model, varying approximately
linearly from positive to negative from the
inner to the outer wall, indicative of a bending
stress (Fig. 11b), as seen elsewhere (Ref 67).
However, the peak axial stresses predicted by
the model are significantly smaller than the

measured results, varying at the weld line from
470 MPa near the inner wall to �470 MPa near
the outer. This compares with measured values
of 900 and �740 MPa, respectively. The axial
stresses arise as a combination of the tourni-
quet-like contraction of the weld metal as it
cools and the effect of the clamping arrange-
ment. In the modeling, it was found that a
higher tooling pressure increases the axial
bending stress. Because the wall thickness of
the weld is small (8 mm), the radial stresses
were found to be negligible (<150 MPa) for
both the measurements and the predictions
(Fig. 11c).
It should be remembered that for dissimilar

welds, there is also the capacity for residual
stresses to arise from the mismatch in coefficient
of thermal expansion and other properties
between the two materials being joined (Ref
36, 61). Kim et al. (Ref 66) found that for tita-
nium-stainless steel welds, the lower thermal
conductivity of titanium meant that higher peak
temperatures were achieved in the steel near
the bond line compared to joining steel against
itself. Close to the bond line, the radial resid-
ual-stress components were tensile in the stain-
less steel and compressive in the titanium. At
the surface, the axial residual-stress components
were compressive in the steel near the bond line
and tensile further away. In titanium, the axial
component was tensile, except very close to the
bond line. The titanium close to the bond line
was predicted to be severely plastically strained.
In steel rotational welds, there is also the

opportunity for martensitic phase transforma-
tions (Ref 31). On cooling, the phase transfor-
mations from austenite to martensite or bainite
can occur displacively, bringing about both a
shear and a volume change that can reduce
tensile stresses in the near-weld zone (Ref
68). In this context, it is important to remem-
ber that austenitization occurs at a higher tem-
perature on reheating than on cooling, so that
only material in the HAZ that has exceeded
this temperature will transform. Bennett et
al. (Ref 61) have calculated that for
the CMV steel under study, the martensite
start temperature is approximately 300 �C

Fig. 9 Comparison of predicted peak temperatures and
those inferred from a microstructural study as a

function of distance from the weld line. Source: Ref 64

Fig. 10 Characteristic predicted (lines) and measured (data points) variations in (a) angular velocity and (b) axial
upset through the inertia welding process for nickel alloy cylinders (o0 = 7.667 rev/s; I0 = 102 kg/m2;

internal radius = 42 mm; external radius = 48 mm; P = 360 MPa). Source: Ref 41
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(Fig. 12a). Taking this into account within
DEFORM, the predicted residual stresses are
shown in Fig. 12(b). It can be seen that the
transformation has a significant effect, reduc-
ing the stress by approximately 50% of the
yield stress, not just within the HAZ but
beyond. This is very beneficial because it
moves the peak stresses from the HAZ region
into the parent metal.
Finally, an important aspect for the model-

ing of residual stress is to predict the effect
of subsequent postweld heat treatments
(PWHTs). Postweld heat treatments are often
necessary to reduce the residual stresses intro-
duced by the process. Currently, successful
PWHT procedures are found by a combination
of trial and error coupled with detailed resid-
ual-stress measurements, as shown in Fig. 13.
In principle, it is possible to incorporate
annealing formulations into finite-element
models to optimize PWHT procedures, thereby
accelerating the process development cycle.
This is especially important for the joining of
high-g0 nickel-base superalloys, because they
have better high-temperature strength than
conventional superalloys and thus are more
resistant to PWHT. Annealing models must
take into account both short-timescale stress
relief brought about by a lowering of the yield
stress at elevated temperature (Fig. 13c) and
creep models to capture longer-term relaxation
phenomena (Fig. 13d). This remains an area
for future work.

Modeling of Microstructure and
Validation

To date (2010), very little work is available
in the public domain describing any modeling
effort to predict microstrutcure and the perfor-
mance of rotation-friction-welded materials/
components. Soucail and Bienvenu (Ref 70)
produced one of the first attempts to fully pre-
dict the microstructural variation across an iner-
tia friction weld for Astroloy, based on the
thermal evolution. Validation of the tempera-
ture predictions was performed using a pyrome-
ter and thermocouple measurements as well as
metallographic techniques. Good agreement in
the thermal profiles was found close to the weld
line; however, at distances greater than 300 mm
from the weld line, the model diverged consid-
erably from the experimental measurements.
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Simulation of Friction Stir Welding
Junde Xu and Jeff J. Bernath, Edison Welding Institute Incorporated

FRICTION STIR WELDING (FSW) is a
relatively new solid-state joining technique
(Ref 1, 2). In FSW, material joining is facilitated
by a rotating and traveling tool that penetrates
into the workpiece material. The interaction
between the tool and the workpiece material
plasticizes and heats the material. As the weld-
ing tool advances along the joint line, welds
are made by displacing and mixing the softened
material from ahead of the tool to behind the
tool. Compared with the traditional gas metal
arc welding, workpiece material experiences a
much lower temperature in FSW. Therefore,
weld defects such as porosity, slag, and cracking
commonly associated with solid-liquid transfor-
mation can be essentially eliminated. All these
advantages have made FSW a rapidly develop-
ing technique in the past two decades, with its
applications extending from the joining of alu-
minum alloys to titanium alloys and steels. As
part of the efforts, various methodologies and
approaches have been developed to model the
FSW process, evaluate the impact of tool design
details and process variables, and guide the pro-
cess optimization (Ref 3 to 29).

Fundamentals of Friction Stir
Welding

Figure 1 shows a typical FSW operation. As
shown, an FSW tool consists of a shoulder
and a pin. In Fig. 1, the workpiece is firmly
fixed on the anvil to preclude any significant

movement during the welding process. The
length of the protruding pin is slightly shorter
than the desired depth of the weld nugget
(thickness of the workpiece in a butt welding)
so that the annular end surface of the shoulder
can have full contact with the workpiece but
not leave a considerable groove on the top sur-
face after the weld is made. Due to the rotation
of the welding tool, FSW is not a symmetric

process. The side of the workpiece material that
observes the same tool travel direction and rota-
tion direction is customarily called the advanc-
ing side, whereas the opposite side is called
the retreating side (Fig. 1). Figures 2 and 3
show the various designs of the shoulder and
pin, respectively. The shoulder can be flat, con-
cave, or with scrolls, the latter two being
adopted to force the heated surface material to
move toward the pin and minimize the depth
of the groove on the top surface. A cylindrical
pin with helical threads was first used in the
FSW of aluminum alloys. Since then, various
features, such as the frustum-shaped pin and
the threaded pin with flutes or flats, have been
introduced in the design of pin geometry to
obtain more desirable material flow, enhance
heat generation, and reduce process load.
A typical FSW process starts with the plung-

ing of the rotating pin into the workpiece. After
an intimate contact between the tool shoulder
and workpiece is reached, the welding tool
begins to move along the joint line while main-
taining the aforementioned contact. In this pro-
cess, the interaction between the rotating tool
shoulder and the top surface of the workpiece
is twofold. On the one hand, the relative motion
between the two causes friction on the inter-
face, heating both the shoulder and the surface
material. On the other hand, the rotating shoul-
der tends to carry the heated surface material to
move with it. This results in large plastic defor-
mation in a region that is usually limited to the
material near the surface layer and is distinctive

Welding direction

Shoulder

Retreating side

Tool pin

Advancing side

(0,0,0)

Joint

Fig. 1 Schematic illustration of friction stir welding
process Fig. 2 Typical friction stir welding tool Fig. 3 Different tool designs for friction stir welding
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in the micrograph shown in Fig. 4. Heat is gen-
erated by both friction and plastic deformation
in this region. For a threaded pin, the interac-
tion between the pin and the workpiece is
very complex. It has been observed that a
three-dimensional material flow field exists in
FSW (Ref 30 to 32). The pin, whether threaded
or not, relocates the base material when it
advances along the joint line. Again, large plas-
tic deformation is involved, which also gener-
ates heat. Due to the rotation of the pin, the
removed base material is transported to behind
the pin mainly through the retreating side.
Therefore, heat transfer is contributed by both
conduction and convection in FSW.
Comparedwith othermaterial joining techniques,

FSW yields unique microstructures (Ref 33).
Figure 4 is a micrograph of a friction-stir-welded
aluminum alloy. In addition to the base material,
three distinct regions can be identified. Thematerial
in the weld nugget experiences the most severe
deformation and the generated high temperature,
the latter facilitating a recrystallization process that
forms and grows new grains. This region is often
referred to as the dynamic recrystallization zone or
stir zone. Outside the weld nugget, the material also
undergoes certain plastic deformation and high tem-
perature but no recrystallization. This forms a ther-
momechanically affected zone (TMAZ) in which
the microstructure is impacted by both the deforma-
tion and the thermal history. Between the TMAZ
and the base material is the heat-affected zone,

where no plastic deformation occurs, but the heat
generated in the process causes some microstruc-
tural change. It should be pointed out that the previ-
ous description is qualitative because the actual size
and shape of the microstructural zones depend on
welding tool design, workpiece material, and weld-
ing parameters. Even for the same tool design and
workpiecematerial, variations inprocess conditions,
such as travel speed or cooling conditions, can result
in different microstructures.

Governing Equations for Heat Transfer

Because material joining is enabled by the
heat generated in FSW, heat generation and
transfer are important issues in the analysis of
FSW. Based on the descriptions in the previous
section, both conduction and convection con-
tribute to heat transfer. For a fixed Cartesian
coordinate system, as shown in Fig. 5, the gov-
erning partial differential equation of the com-
bined heat conduction and convection is as
follows:
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(Eq 1)

The symbols and nomenclature are summarized
in Table 1.
In Eq 1, y is temperature, t is time, r is the

density, c is the specific heat, K is the thermal
conductivity, and Z is the fraction of plastic
dissipation. In Eq 1, r varies with temperature
because of thermal expansion, whereas c and
K are, in general, temperature dependent. Let
i, j, and k denote the unit vectors in the Carte-
sian coordinate system shown in Fig. 5; the dis-
placement vector of the workpiece material is:

u� ¼ ux i�
þ uy j

�
þ uzk�

(Eq 2)

Then, the velocity vector of the material is:

_u� ¼ _ux i�
þ _uy j

�
þ _uz k�

(Eq 3)

The relation of the deviatoric stress, s0, with
the stress, s, is:
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A (Eq 4)

where

p ¼ �sxx þ syy þ szz

3
(Eq 5)

is the pressure or the negative of the mean
stress. The plastic strain rate, _ep, is:

_e
�
p ¼

_epxx _epxy _epxz
_epyx _epyy _epyz
_epzx _epzy _epzz

0
@

1
A (Eq 6)

Neglecting the elastic deformation in the
workpiece, the components of the plastic strain
rate are:

Fig. 4 Micrograph of friction-stir-welded 25 mm
thickness 2000-series aluminum. (a) As-welded

macro section. (b) Overlay including friction stir welding
tool and weld region map. TMAZ, thermomechanically
affected zone; HAZ, heat-affected zone

Fig. 5 Cartesian coordinate system for formulating the
governing equations for friction stir welding

Table 1 Symbols and nomenclature used in
this article

c Specific heat (J/m2 s K4)
e Emissivity
E Young’s modulus
g Gravitational acceleration (m/s2)
h Thickness of workpiece (m)
H Heat-transfer coefficient (J/m2 s K)
k Stefan-Boltzmann constant (J/m2 s K4)
K Thermal conductivity (J/m s K)
n Outer normal direction
p Pressure or negative of mean stress (N/m2)
p Pressure between shoulder and workpiece (N/m2)
q Heat input power per unit thickness of the plate (J/s m)
Q Heat input power (J/s)
Q Activation energy (J/mol)
r0 Outer radius of cylindrical shoulder (m)
rr Radius at pin root (m)
rt Radius at pin tip (m)
R Gas constant (J/mol K)
t Time (s)
u Displacement (m)
V Tool advancing speed (m/s)
X Welding direction
Y Direction perpendicular to welding direction and

thickness direction
Z Thickness direction
a Thermal diffusivity (m2/s)
aL Thermal expansion coefficient (1/K)
d Percentage slip
E Strain
_ee Elastic strain rate (1/s)
_ep Plastic strain rate (1/s)
_eth Thermal strain rate (1/s)
l Plastic multiplier
m Viscosity
Z Fraction of plastic dissipation
mf Frictional coefficient
n Poisson’s ratio
r Density (g/m3)
y Temperature (K)
s Stress (N/m2)
s0 Deviatoric stress (N/m2)
o Pin rotating speed (1/s)
Gc Portion of boundary where convective heat loss is taken

into account
Gr Portion of boundary where radiative heat loss is taken

into account
c Helix angle of thread
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The heat in the FSW workpiece transfers to
the surroundings through radiation and con-
vection. The radiative heat loss can be calcu-
lated from:

�K
@ y
@ n

����
Gr

¼ k e y4 � y40
� �

(Eq 8)

where k is the Stefan-Boltzmann constant, e is
the emissivity, Gr is the portion of boundary
where radiative heat loss is taken into account,
and @ y

@ n is the temperature gradient on the
boundary in the outer normal direction. As
examples:

@ y
@ n

¼ @ y
@ z

(Eq 9)

on the top surface of the plate shown in Fig. 5,
whereas:

@ y
@ n

¼ � @ y
@ z

(Eq 10)

on the bottom surface of the plate.
The convective heat loss can be calculated

from:

�K
@ y
@ n

����
Gc

¼ H y� y0ð Þ (Eq 11)

where H is the heat-transfer coefficient or film
coefficient, and Gc is the portion of boundary
where convective heat loss is taken into
account.
For workpiece material outside the weld nug-

get and TMAZ, no plastic deformation is
involved in FSW. Therefore:

ux ¼ uy ¼ uy ¼ 0 (Eq 12)

and Eq 1 reduces to:
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(Eq 13)

Although the weld nugget and TMAZ occupy
only a small region of the workpiece, the trans-
ported material carries most of the generated
heat in the process.
Analytical Solution. One of the early

attempts to study the heat transfer in FSW
was to neglect the temperature gradient in the
plate thickness direction and the heat convec-
tion in the workpiece. Under these conditions,
Eq 13 further reduces to:
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@ y
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@ y
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(Eq 14)

Consider an infinitely large plate with con-
stant thermal properties (r, c, K) and a uniform
initial temperature of �y (Fig. 5). When a point
heat source travels at a speed of V in the X-
direction and no heat is lost to the surrounding
environment, the solution of Eq 14 (Rosenthal’s
solution, Ref 34) is:

Dy ¼ y� y ¼ q

2 pK
exp �V x

2 a

	 

K0

V r

2 a

	 

(Eq 15)

where

a ¼ K

r c
(Eq 16)

is the thermal diffusivity, q is the heat input
power per unit thickness of the plate, K0 is the
modified Bessel function of the second kind of
order zero,

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
(Eq 17)

and x and y are the X and Y coordinates of the
location of interest, respectively (Fig. 5).
The two-dimensional Rosenthal’s solution is

capable of calculating the temperature every-
where in the plate except for the location x = 0
and y = 0. This is because the function K0

approaches to infinity when r approaches to zero.
As described previously, in FSW the heat is gener-
ated in a certain volume of the workpiece.
Neglecting this detail not only causes the solution
to fail to predict the temperature at x = 0 and y = 0
but also provides invalid solution for the adjacent
locations. Besides, temperature-dependent ther-
mal properties should be considered in the solu-
tion. A complete analysis model should also take
into account the temperature gradient through
the plate thickness and the heat loss to the backing
material and surrounding air. Including all these
complexities in the analysis model makes it
impossible to derive analytical solutions like
Rosenthal’s. Therefore, various numerical techni-
ques have been adopted to solve the equations and
simulate the FSW process.

Modeling Neglecting Convective
Heat Transfer in the Workpiece

Solutions for Heat Transfer in the
Workpiece

A series of analysiswork has been conducted to
study the thermal process in FSW by neglecting
the convective heat transfer in the workpiece. As
described previously, convective heat transfer
occurs in the weld nugget and TMAZ, where the
material transportation and deformation change
the location of some workpiece material. The
analysis work in this class assumes the workpiece
material does not experience any displacement
while introducing heat source models to simulate
the heat generated in FSW.

A commonly used heat source model for the
shoulder-workpiece interface is as follows. Let
o denote the rotating speed of the welding tool,
p the pressure between the shoulder and work-
piece, and mf the frictional coefficient. The fric-
tional force per unit interface area, f, is:

f ¼ mf p (Eq 18)

For a location having a radius of r on the inter-
face (Fig. 6), the relative speed between the
shoulder and the workpiece, vr, is:

vr ¼ 2 por (Eq 19)

Assuming that the work done by the fric-
tional force is completely transformed into heat
on the interface, the heat generation per unit
time (power) on a unit area is vr f. The total heat
input power, Q, is:

Q ¼
Z r0

rr

ðvrf Þ 2pr dr ¼
Z r0

rr

2po r2 m p dr (Eq 20)

where r0 is the outer radius of the cylindrical
shoulder, and rr is the radius of the pin root
(Fig. 6). In Eq 20, m and p are, in general, func-
tions of location and temperature; m may also
depend on p. Therefore, a simple expression
for Q is not available. For the heat-source
model for the pin-workpiece interface, some
analysis work has either neglected it or replaced
the integration interval in Eq 20 from [rr, R] to
[0, R] to include the contributions from the pin.
Although these approximations could be rea-
sonable when the workpiece thickness is very
small compared with the shoulder diameter,
attempts were also made to model the pin-
workpiece interaction.
The heat generated due to pin-workpiece

interaction consists of:

� The heat generated by shearing the base
material

Fig. 6 Geometry of a friction stir welding tool
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� The heat generated by the friction on the
threaded surface of the pin

� The heat generated by friction on the cylin-
drical pin surface

One of the approximations suggests the total
generated heat is (Ref 4):

Qpin ¼ 2 p rr hK tVmffiffiffi
3

p þ 2 m p rr hK tVrpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 1þ m2ð Þp

þ 4 mFpVm cos f
p

(Eq 21)

where

Vm ¼ sin l
sin cþ fð Þ rr o (Eq 22)

Vrp ¼ sin f
sin cþ fð Þ rr o (Eq 23)

f ¼ 90� � c� tan�1 m (Eq 24)

where h is the thickness of the workpiece, t is
the average shear stress on the pin-workpiece
interface, Fp is the translational force on the
tool, and c is the helix angle of the thread.
Another similar approximationassumesauniform

shear stress, t, between the workpiece, the shoulder,
and the pin (Ref 7). Therefore, Eq 18 becomes:

t ¼ m p (Eq 25)

and Eq 20 can be calculated as:

Qshoulder ¼ 2

3
po tR3 (Eq 26)

where the integration interval is set to [0, R].
For a cylindrical pin surface, the heat-input
power is modeled as:

Qpin ¼ ð2 p rr hÞ t o rr ¼ 2 po t r2r h (Eq 27)

Heat-input models, as described previously, can
be easily implemented in finite-element analysis.
Because material transportation is not taken into
account, the problem becomes symmetric with
respect to the welding direction. Therefore, the
finite-element model only analyzes half of the
plate. An incremental heat conduction analysis
with appropriate radiative and convective bound-
ary conditions will be required to solve the evol-
ving temperature field in the workpiece. Figure 7
shows the temperature distribution of an aluminum
alloy plate being friction stir welded when the pin
tool travels to the midpoint of the welding line.

Solutions for Structural Distortion
in FSW

Similar to traditional arc welding, the non-
uniform heating and subsequent cooling cause
nonuniform volume change of the workpiece

material. Residual stress develops in this pro-
cess, which deforms the workpiece and results
in structural distortion. Based on the solved
temperature history, the development of the
residual stress accompanying the heating-cooling
process in FSW and the resulting distortion can
be simulated using the methods well established
in solid mechanics.
Consider the equilibrium equations of the

workpiece, as shown in Fig. 5:
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(Eq 28)

where g is the gravitational acceleration. The
total strain rate is:

_e
�
¼

_eexy _eexy _eexz
_eeyx _eeyy _eeyz
_eezx _eezy _eezz

0
@

1
Aþ

_epxx _epxy _epxz
_epyx _epyy _epyz
_epzx _epzy _epzz

0
@

1
A

þ
_ethxx 0 0

0 _ethyy 0

0 0 _ethzz

0
@

1
A

(Eq 29)

where the superscripts “e,” “p,” and “th” denote
the contribution from elastic deformation, plas-
tic deformation, and thermal expansion, respec-
tively. The thermal strain rate can be calculated
from the solved temperature:

_ethxx ¼ _ethyy ¼ _ethzz ¼ aL _y (Eq 30)

where aL is the thermal expansion coefficient,
and _yis the temperature changing rate. The elas-
tic strain rate can be calculated from Hooke’s
law:

_eexx ¼
1

E
_sxx � n ð _syy þ _szzÞ

� 

_eeyy ¼
1

E
_syy � n ð _szz þ _sxxÞ

� 

_eezz ¼
1

E
_szz � n ð _sxx þ _syyÞ

� 

_eexy ¼
1þ n
E

_sxy _eeyz ¼
1þ n
E

_syz _eezx ¼
1þ n
E

_szx

(Eq 31)

where, again, an overdot denotes the changing
rate. The plastic strain rate can be calculated
based on the theory of plasticity. For most
metals, the von Mises yield criterion and the
associated flow rule have been widely adopted
in the analysis. Based on this:
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(Eq 32)

where _l is the plastic multiplier, and se is the
effective stress:

se ¼ 3
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(Eq 33)

As an example, the temperature history of the
plate shown in Fig. 7 is used to simulate the
resulting residual stress and distortion. Figures
8 and 9 show the distribution of residual longi-
tudinal and transverse stress (S33 and S11 in
the figures), respectively. Figures 8 and 9 corre-
spond to a state when the plate has fully cooled
to environmental temperature but is still fixed
on the anvil. When the constraints are removed,
the residual stress will cause the plate to distort.
Figure 10 shows the distorted shape and the

Y

XZ

Y

XZ

Fig. 7 Temperature distribution of an aluminum plate in friction stir welding when the tool travels to the midpoint of
the welding line
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out-of-plane (Y-direction) displacement of the
plate.
The aforementioned modeling approaches

can be readily implemented in solid
mechanics-based engineering software
packages such as finite-element packages.
While they are particularly useful in dealing
with residual stress and structural distortion
issues, they do not aim to investigate the intri-
cate interaction between tool and workpiece.
As a matter of fact, it is the complex material
transportation, its dependence on the tool
geometry and welding parameters, and its con-
sequences in weld quality that have driven
another class of analysis, which is detailed in
the following section.

Modeling Considering Convective
Heat Transfer in the Workpiece

Basic Equations

The analysis work in this class tries to
include the material deformation and displace-
ment in the analysis model. This requires the
solution of Eq 1, which represents the conserva-
tion of energy, to obtain both the temperature
and velocity of the workpiece material. To
focus on the large deformation and displace-
ment of the workpiece material such as the
weld nugget and TMAZ, the elastic deforma-
tion is neglected because it is comparatively
small (Eq 7). Under this assumption, mass
conservation guarantees the incompressibility
of the workpiece material, which can be
expressed as:

@ _ux
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þ @ _uy
@ y

þ @ _uz
@ z

¼ 0 (Eq 34)

Finally, in this class of analysis work, the
steady-state movement of the workpiece mate-
rial is governed by the conservation of momen-
tum, which yields the following Navier-Stokes
equations:

r
@ _ux _ux
@ x

þ @ _ux _uy
@ y

þ @ _ux _uz
@ z

� �

¼ � @ p

@ x
þ @ sxx

@ x
þ @ sxy

@ y
þ @ sxz

@ z

r
@ _uy _ux
@ x

þ @ _uy _uy
@ y

þ @ _uy _uz
@ z

� �

¼ � @ p

@ y
þ @ syx

@ x
þ @ syy

@ y
þ @ syz

@ z

r
@ _uz _ux
@ x

þ @ _uz _uy
@ y

þ @ _uz _uz
@ z

� �

¼ � @ p

@ z
þ @ szx

@ x
þ @ szy

@ y
þ @ szz

@ z

(Eq 35)

In the aforementioned equations, the pressure,
p, is defined by Eq 5.

Fig. 8 Distribution of residual longitudinal stress in an aluminumplate after it is friction stirweldedbut is fixed on the anvil

Fig. 9 Distribution of residual transverse stress in an aluminum plate after it is friction stir welded but is fixed on the anvil

Fig. 10 Distorted shape of an aluminum plate after it is friction stir welded and the clamping removed
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Material Properties

Equations 1, 34, and 35 constitute a set of
basic equations that have been used to analyze
the steady-state flow of incompressible fluid.
In other words, the workpiece material has been
idealized as a fluid. The material property that
correlates the flow stress and the strain rate is
viscosity, which is defined as:

m ¼ se

3 _ee
(Eq 36)

where se is the effective stress or the flow
stress as defined by Eq 33, and the effective
strain rate, _ee, is defined as:

_ee¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

3
_exxð Þ2þ _eyy

� �2þ _ezzð Þ2þ2 _exy
� �2þ2 _eyz

� �2þ2 _ezxð Þ2
� �r

(Eq 37)

respectively. Experimental data show that viscos-
ity depends on material, strain rate, and tempera-
ture. Based on the measurement results, various
functional forms have been proposed for the rela-
tion between the flow stress and the strain rate.
Many relations have used the following Zener-
Hollomon parameter to include the influence
of temperature and to suggest a temperature-
compensated strain rate (Ref 35):

Z ¼ _ee exp
Q

R y

� �
(Eq 38)

In Eq 38, Q is the temperature-independent acti-
vation energy, R is the gas constant, and y is the
absolute temperature. It was found for a given
material that themeasured flow stress can be satis-
factorily expressed as simple functions of the
aforementioned Zener-Hollomon parameter. One
of the widely used relations is the following
hyperbolic-sine relation between the Zener-
Hollomon parameter and the flow stress (Ref 36):

se ¼ 1

a
sinh�1 Z

A

� �1
n

" #
(Eq 39)

or

_ee ¼ A sinh ðaseÞð Þn exp � Q

R y

� �
(Eq 40)

where A, a, n, and Q are to be determined by
curve-fitting the test data.

Solutions of the Steady-State
Temperature and Velocity Fields

The aforementioned basic equations and
material properties make the problem ready to
be solved using the techniques developed in
computational fluid dynamics (CFD). In the
numerical implementation of the solution, it is
found convenient to fix the axis of the rotating
pin while having the workpiece move at the
pin advancing speed but in an opposite direc-
tion. Figure 11 is a two-dimensional description

of the problem, in which the rectangle repre-
sents the workpiece, and the circular hole in
the rectangle models the pin tool. Because the
material is modeled as a fluid, the size of the
rectangular plate is chosen to be large enough
such that the pin advancing speed can be
imposed as the far-field boundary conditions,
that is, the velocity at the inlet, outlet, and the
moving wall (Fig. 11). The rotating speed of
the pin surface is imposed on the boundary of
the circular hole (no-slip condition). To ade-
quately simulate the large velocity gradient
near the pin, the mesh used in the CFD analysis
is usually very fine near the circular hole but
becomes coarser as the distance to the hole
increases (Fig. 12). Figure 13 shows a two-
dimensional solution of the streamlines in the
FSW of aluminum alloy 6061. The results

indicate material transport occurs mainly
around the pin in the retreating side. Based on
the solved material flow field, the final position
of material points can be predicted. Figure 14
shows a comparison between the experimen-
tally observed final positions of marker inserts
and the predictions. In the experiments, small
marker particles were lined up in the transverse
direction in the flow field. The final positions
were determined in a postweld procedure
involving cutting, etching, and imaging. As
shown, the two-dimensional simulation is capa-
ble of matching the experimental results.
The fluid flow problem has also been solved

three dimensionally. Compared with the two-
dimensional solutions, both the pin and the
shoulder are taken into account in imposing
the boundary conditions for the analysis of

Fig. 12 (a) Two-dimensional mesh for computational
fluid dynamics analysis for friction stir

welding. (b) Mesh details near pin tool

Fig. 13 Plot of simulated streamlines at pin. Source:
Ref 21

Fig. 11 Schematic of flow domain and boundary
conditions in the computational fluid

dynamics solution

Fig. 14 Comparison between predicted final position
and marker inserts. Source: Ref 21
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material flow and heat generation/transfer. The
corresponding velocity boundary conditions
can be expressed as:

_ux ¼ o r sinf� V

_uy ¼ o r cosf
(Eq 41)

where

r ¼ rr ¼ rt (Eq 42)

for the surface contacting a cylindrical pin and:

rr � r � r0 (Eq 43)

for the top surface contacting the flat shoulder.
The aforementioned velocity boundary con-

ditions assume no slipping between the rotating
tool and the workpiece. To account for the rel-
ative motion at the tool-workpiece interface,
various models have been developed (Ref 14,
15, 17–19). A simple approach is to introduce
a parameter, percentage slip, d, to quantify
the slipping. d is a number between 0 and 1.
d = 0 denotes a sticking boundary condition,
whereas d = 1 indicates slipping on the tool-
workpiece interface. Using d, the velocity
boundary conditions are expressed as:

_ux ¼ ð1� dÞ ðo r sinf� VÞ
_uy ¼ ð1� dÞo r cosf

(Eq 44)

A different approach to model the slipping
between the tool and workpiece is to prescribe
a threshold value for the shear stress on the
interface (Ref 14). Using this approach, two
different types of boundary conditions can exist
simultaneously on different parts of the
interface:

� Sticking condition: For the part of the inter-
face where the shear stress is lower than
the threshold value, the tool velocity is
imposed on the contacting workpiece
material.

� Slipping condition: For the part of the inter-
face where the shear stress is higher than the
threshold value, the shear stress on the inter-
face is truncated to the threshold value. As a
result, slipping occurs.

In the aforementioned modeling approaches,
both the percentage slip and the threshold shear
stress must be determined experimentally.
Figure 15 shows the streamlines at different

horizontal planes in the FSW of a plate. Com-
paring Fig. 15 against Fig. 13, it can be seen
that the flow fields from the three-dimensional
solution display similar features as their two-
dimensional counterparts, although the influ-
ence of the shoulder diminishes quickly in the
plate thickness direction. The streamlines
shown in Fig. 15(a) depict the material flow
pattern only 0.35 mm from the top surface.
They are similar to the results in Fig. 16, which
show the parallel incoming SiC markers being
swept around the retreating side, and the flow

separation near the advancing side. The temper-
ature distributions at various horizontal planes
are plotted in Fig. 17. Also similar to the two-
dimensional case are the temperature distribu-
tions, which display slight asymmetry, with
the material on the advancing side showing
marginally higher temperature.
Analysis work adopting this class of modeling

approaches has been used to study and improve
tool design (Ref 14, 15). Attempts have also been
made to evaluate weld quality based on the solved
strain rate and temperature (Ref 14, 15). Typi-
cally, the computation for this class of models is
time-consuming. With the rapid development of
computer technology, it is believed that, in the
future, this class of analysis will be employed rou-
tinely for tool design.

Active Research Topics in the
Simulation of Friction Stir Welding

Due to the need to improve tool design and
optimize the process of FSW, the simulation
of FSW has been a very active research area.
To date, tool design and the selection of the
accompanying FSW process parameters still
adopt a trial-and-error methodology, which is

costly and time-consuming. The complex phys-
ics involved in FSW has posed various chal-
lenges for simulation and has motivated a
series of attempts to include them in the analy-
sis model.
The fact that tool design directly impacts the

heat generation, material flow, and quality
of the joints made in FSW has long been
recognized. It is hoped that a full-scale three-
dimensional analysis taking into account the
tool geometry features will help investigate
the aforementioned issues. This is particularly
true for tools having complex geometry, which
results in three-dimensional material flow pat-
terns, such as the threaded frustum-shaped pin

Fig. 15 Stream traces on horizontal planes (a) 0.35,
(b) 1.59, and (c) 2.28 mm below the top

surface of a 304 stainless steel of 3.18 mm thickness
that was friction stir welded at a welding speed of
4 mm/s and a tool rotation at 300 rpm. Source: Ref 17

Fig. 16 Macrograph showing the parallel incoming
SiC markers being swept around the

retreating side and the flow separation near the
advancing side. Source: Ref 37

Fig. 17 Plots of temperature and velocity fields on
horizontal planes (a) 0.35, (b) 1.59, and

(c) 2.28 mm below the top surface of a 304 stainless
steel of 3.18 mm thickness that was friction stir welded
at a welding speed of 1.693 mm/s and a tool rotation at
300 rpm. Source: Ref 17
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widely used in the FSW of aluminum alloys.
Challenges in building up the analysis model
come mainly from modeling the interaction
between the tool and the workpiece. For a non-
axisymmetric pin (a pin having a varying shape
of axisymmetric cross section, such as pins with
flats), the contact between the pin and the work-
piece changes periodically, which implies there
is no mathematically strict steady state of mate-
rial flow. Experiments have shown that the flats
are not fully in contact with the workpiece
material (Ref 32). For a cylindrical pin with
three flats, two-dimensional CFD analysis has
been performed by assuming that the whole
outer surface of the pin is in contact with the
workpiece material. The calculation results
indicate that the tool orientation has only small
effects (Ref 14). The same approach has been
used in three-dimensional analysis (Ref 15). It
is expected that further verification of the
three-dimensional analysis results with the
experimental results will help establish a
model that is capable of simulating the three-
dimensional material flow pattern, hence ulti-
mately assisting the design of FSW tools and
the selection of process parameters.
The localized intense deformation in FSW has

also motivated various numerical approaches to
accommodate the deformation feature. Among
these approaches, the arbitrary Lagrangian-Euler-
ian method has attracted many researchers. In
continuum mechanics, there are two basic
descriptions of the motion of material points: the
Lagrangian description and the Eulerian descrip-
tion. The Lagrangian description observes the
motion of material points while moving with the
material, but the Eulerian description observes
the motion at a fixed location. Because the
Lagrangian description tracks the history of mate-
rial motion, it makes it very convenient to find the
deformation of materials. The Lagrangian
description has beenwidely used in solidmechan-
ics, although it does not work properlywhen shear
deformation is large. The Eulerian description, on
the other hand, provides the velocity field for
given locations and given time. The solutions of
most fluid dynamics problems have adopted the
Eulerian description. Because it does not directly
deal with the deformation history, large shear
deformation can be handled with relative ease.
Based on the aforementioned, it can be seen that
the Lagrangian description is appropriate for
material away from the weld joint, whereas the
Eulerian description is suitable for material in
the vicinity of the stir zone. A numerical tech-
nique known as the arbitrary Lagrangian-Eulerian
method has been developed to combine the
strength of the two descriptions of material
motion. This method has also been used for the
simulation of FSW (Ref 25 to 28).
While research is being conducted to include

contributing physics in the FSW model and to
develop efficient numerical schemes for the
solution, attempts have been made to use the
existing FSW models to find guidelines in
selecting welding parameters, predicting weld
quality, and improving tool design. Parametric

studies have been conducted to simulate the
material flow pattern, traversing force, torque,
and temperature in FSW. The parameters inves-
tigated include the tool profile and welding pro-
cess variables, such as travel speed and rotation
speed. Guidelines have been provided to evalu-
ate tool designs. The predicted flow field and
temperature field are used to estimate the qual-
ity of the joints. On the other hand, experimen-
tal data are also collected to verify the
simulation results. The synergy between the
continuous improvement of the FSW process
and the development of comprehensive FSW
models has made the simulation of FSW a very
challenging, although attractive, research area.
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Modeling of Diffusion Bonding
C.C. Bampton, Pratt & Whitney Rocketdyne

THE PROCESS OF DIFFUSION BONDING
may be described as one in which no macro-
plastic deformation (not more than a few per-
cent) of the components being joined takes
place. Joining is achieved mainly by atomic
transport at the mating interfaces to remove
bond line voids. To ensure sufficient atomic
mobility while minimizing macroplastic defor-
mation, an appropriate balance between the
process variables of temperature, pressure, and
time must be established. Typically, the process
variables are up to several hours at moderate
temperatures and pressures. However, the bal-
ance also depends on the properties (yield
stress, creep behavior, diffusion constants) of
the materials being joined and on the condition
of the two faying surfaces.
Typically, the two surfaces to be bonded are

far from smooth on the atomic scale, and the
initial contact area between the two surfaces
constitutes a very small fraction of the total sur-
face area. Nonetheless, where the atoms on
each surface are within an atomic distance of
one another, there is the opportunity for a
metallic bond to form, physically joining the
two surfaces together (Ref 1). However, on
application of pressure, the contact areas will
expand to support that pressure. Again, it is
assumed that, over the contact area, atoms on
the surface of each component are within an
atomic distance of one another and that a
metal-to-metal bond forms across the interface.
The fraction of bonded area has thus increased.
The aspect ratio of the voids is governed by the
roughness profile of the original surfaces. The
majority of the diffusion bonding process is
spent in bringing the surfaces of these voids to
within an atomic spacing so that a metallic
bond may form over the whole of the surface
to be bonded.
The goals of modeling diffusion bonding can

be regarded as twofold: to optimize the selec-
tion of the process variables for a given mate-
rial and to provide an understanding of the
mechanisms by which bonding is achieved.
With regard to the latter, diffusion bonding
takes place as a consequence of one or more
competing mechanisms, the contributions from
each changing not only from bond to bond as
process variables and/or materials are changed

but also during the time an individual bond is
fabricated. Given this complexity, existing
models of diffusion bonding described in the
following section tend to assume that the sur-
faces to be joined are free of contaminants
and oxide, that bonding occurs between similar
materials, and that the materials are single-
phase metals. These points are discussed further
in the final section on the limitations of existing
models.

Models for Metallic Alloys

The majority of models simplify the geome-
tries (profiles) of the contacting surfaces and
assume that they can be regarded as a series
of identical asperities touching at their tips to
create any array of identical voids. The manner
by which one (or part) of such a representative
void is removed is then studied in the various
models.
Cline (Ref 2) proposed that diffusion bond-

ing could occur in two ways. In the first, the
applied load was sufficient to cause consider-
able plastic deformation of the asperities. In
the second, bond development was dominated
by diffusion-controlled processes, more akin to
the original recrystallization model of Parks
(Ref 3). The combination of these two
approaches, albeit refined considerably, pro-
vides the basis for all subsequent models; most
later quantitative models assume that, initially,
plastic deformation occurs until the contacting
area of deforming asperities increases suffi-
ciently that the stress on these areas falls below
the yield stress of the material, and that subse-
quently, bonding continues by various diffu-
sional processes (including creep).
The next qualitative model was proposed by

King and Owczarksi (Ref 4), who suggested
that bonding takes place in three stages. The
first two stages were as described previously,
but migration of the interface away from the
voids was assumed to occur during the second
stage, and so, volume diffusion was required
in the third stage to ensure removal of the
remaining isolated voids. In fact, interface
migration does not necessarily occur in all
materials.

Hamilton (Ref 5) developed a simple but
remarkably accurate quantitative model based
on careful microstructural observations of the
faying surfaces evolution and measurements
of creep-type behavior. To illustrate the
sequence of surface asperity deformation, a
diffusion bond was produced with an
equiaxed, two-phase Ti-6Al-4V alloy under a
pressure gradient. The pressure gradient was
achieved by machining a thickness taper into
one Ti-6Al-4V sheet and bonding a second
as-rolled sheet of uniform thickness to it. The
processing conditions were 1700 �F, 5 h, and
nominal 2000 psi over the specimen plan area.
Due to the taper, local bonding pressure actu-
ally varied from 0 to well over 2000 psi. The
resulting sequence of bonding is shown in
Fig. 1, where the effect of pressure gradient
on the removal of asperities is clearly illu-
strated. It is apparent that the surface deforma-
tion across the bond line is directly related to
the pressure applied. Also, as the interface
voids shrink, they become spherical, indicating
that surface tension and diffusional processes
are becoming effective. The apparent bridging
that is seen to occur under very light contact
suggests that vapor-phase transport may also
occur at this bonding temperature. This
sequence illustrates the importance of apply-
ing sufficient pressure during initial stages of
bonding to overcome workpiece separations
due to the surface asperities.
Hamilton (Ref 5) used this microstructural

evolution and materials behavior to develop the
first quantitative model to predict the time
required to attain full interfacial contact between
two rough surfaces. Hamilton assumed that the
surfaces to be joined consisted of triangular-
section asperities in point-to-point contact (Fig. 2).
The asperities were thought to collapse by
time-dependent plasticity (in this case, by super-
plastic flow) under plane-strain conditions.
The asperities were treated as deforming in

plane strain. Hamilton calculated the deforma-
tion of the entire asperity using a mean stress
value. He derived the required equations to
determine the relationship between applied
bond pressure and time to overcome asperities,
provided that the required material properties,
relating to stress and strain rate, are available.
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To determine the pressure requirement, it is
necessary to calculate the average effective
strain rate, establish the corresponding flow
stress for the material and temperature under
consideration (from experimentally determined
data), and then compute the required bond pres-
sure. The average stress in the asperity was
related to the applied pressure and the calcu-
lated mean strain rate. The bonding time was
then calculated from both the displacement
required to fully overlap the asperities and the
axial strain rate.

The Hamilton model was based on plastic
deformation and creep, and favorable agree-
ment between experiment and prediction was
found for the titanium alloy Ti-6Al-4V. Figure
3 shows the calculated bond pressure require-
ments evaluated as a function of bonding time.
However, in such an alloy and with the
assumed surface roughness (large wavelength
of 100 mm), creep would be expected to
be the dominant mechanism under normal
diffusion bonding conditions. Thus, a model
based on just this one diffusion-controlled

mechanism, creep, would be expected to give
good results; the agreement may be poorer for
other materials or if bonding conditions were
chosen such that creep was no longer the domi-
nant mechanism. Interestingly, the highest dif-
fusion bonding temperature, as shown in Fig.
3, did not correspond with the shortest bonding
time. This reflects the change in microstructure,
due to traversing the alpha-phase solvus, creat-
ing a single phase (beta), which is then free to
grain grow, hence reducing creep rate.
Garmong et al. (Ref 7) refined Hamilton’s

model both by treating each ridge as a series
of horizontal slices and then summing the
response of each slice to the applied stress and
also by including diffusion mechanisms. In
addition, the surface was modeled as two super-
imposed wavelengths (Fig. 4), a feature that has
not appeared in some later models, even though
it more accurately represents a real surface in
terms of both waviness (large wavelength) and
roughness (short wavelength equivalent to the
dimensions of a ridge in later models).
The collapse of the two wavelengths was

treated sequentially by plastic deformation and
creep. The removal of the final small voids
was modeled as the shrinkage of a thick-walled
hollow plastic sphere under hydrostatic pres-
sure; the various diffusion mechanisms were
analyzed using sintering equations (Ref 8).
The model by Garmong et al. embodied not

Fig. 1 Sequence of diffusion bonding in Ti-6Al-4V under a pressure gradient. Source: Ref 5

P

P

d0

df
do/2

εPl

(a)

(b)

Fig. 2 Idealized geometry of Hamilton’s model. (a)
Plastic collapse of asperities. (b) Effective final

thickness of bond zone. Source: Ref 6

Fig. 3 Bond pressure requirements as a function of bond
time as determined analytically. Source: Ref 5
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only the important features of earlier models
but also stands out for several reasons:

� It includes the use of two wavelengths to
describe surface roughness, which perhaps
should be adopted again in future models,
given that long-range waviness may control
the ease of bonding.

� It was the first to use sintering theory to
model void closure, an approach that has
been developed considerably in later
models.

� It was potentially applicable to materials
other than the titanium alloy for which
experimental data were given.

The use of sintering theory was adopted more
extensively in the model by Derby and Wallach
(Ref 9, 10). One aim of their model was to be
able to relate the extent of bonding for any sin-
gle-phase metallic alloy to the various process
variables and thus examine the mechanisms by
which bonding was achieved in different alloys.
The original interface was regarded as a series
of straight-sided ridges contacting peak-to-peak;
this simplified modeling because plane-strain
conditions could be assumed in the subsequent
analysis. Because diffusion bonding does not
take place by one mechanism alone, seven possi-
ble mechanisms were considered.

� Plastic yielding deforming an original con-
tacting asperity

� Surface diffusion from a surface source to a
neck

� Volume diffusion from a surface source to a
neck

� Evaporation from a surface source to con-
densation at a neck

� Grain-boundary diffusion from an interfacial
source to a neck

� Volume diffusion from an interfacial source
to a neck

� Power-law creep

Given an initial geometry (i.e., wavelength
and height of voids, based on measurement of
the original surface roughness), rate equations
for each of the seven mechanisms operating
independently are summed to give an overall
void shrinkage rate and hence to predict the
small extent of bonding for a correspondingly
small increment of time. The void geometry is
naturally changed by this bonding in a manner

that depends on the extent of the contribution
from each mechanism. Using the new geome-
try, the extent of bonding for the next time
increment can again be predicted from the rate
equations. This iterative process continues until
bonding is complete. The results are displayed
in a manner similar to that adopted by Ashby
(Ref 11) and Wilkinson and Ashby (Ref 12)
for pressure sintering, that is, plots of the extent
of bonding against one of the major process
variables (temperature, pressure, void wave-
length, or void height) and with time contours
superimposed on the plots. In this model, three
stages of void closure were employed:

� Instantaneous plastic flow
� Straight-sided void geometry until the void

aspect ratio reached unity
� Circular cross-sectional void. (Hence,

mechanisms for which the driving force
arises from variations in surface curvature,
e.g., surface diffusion, can no longer contrib-
ute to bonding.)

Good agreement with experiment was obser-
ved for a number of materials (in particular,
iron and copper), although the change in geom-
etry from second to final stage resulted in a dis-
continuity in bonding rate. This discontinuity
was reduced, but not eliminated, by remodeling
the creep mechanism (Ref 10).
In commenting on an early version of the

previous model, Allen and White (Ref 13)
pointed out that the original assumption of long
cylinders in the model by Derby and Wallach
(Ref 10) would lead to an overestimate of bond-
ing time. In practice, a long cylinder would be
expected to break up into a series of isolated
spherical voids, and the shrinkage rate of these
is considerably greater (by 5 to 20 times) than
that of the corresponding cylinder. Additional
points by Allen and White (Ref 13) related to
the effects of contaminants and, in a qualitative
way, to grain size.
Pilling et al. (Ref 14) proposed a diffusive

creep cavitation model, based on original work
by Chen and Argon (Ref 15), rather than using
sintering as an analog. An initial circular void
geometry was adopted, instead of the elliptical
shape generally observed in most micrographs
of void cross sections, because it was assumed
that rates of surface diffusion mechanisms were
sufficient to maintain circular voids. Thus, the
contributions from mechanisms whose driving
force relies on differences in surface curvature
are precluded, and so, the model is not as uni-
versal as those in which surface curvature
mechanisms are considered. Because surface
diffusion mechanisms are important when
bonding many materials (e.g., steels under most
conditions, copper at low temperatures), this
model seems to be intended mainly for predict-
ing bonding of fine-grained superplastic alloys
in which creep mechanism tends to dominate.
Nonetheless, an innovation of the model by Pil-
ling et al. (Ref 14) was the inclusion of an anal-
ysis of grain size; the material surrounding each

void is divided into horizontal slices, each of
thickness equal to the grain size, and the contri-
bution of each boundary intersecting the void is
added to the grain-boundary contribution.
Pilling (Ref 6) further developed his model-

ing approach to predict the diffusion bonding
kinetics for Ti-6A1-4V under a variety of bond-
ing conditions and material parameters. For a
given surface finish, the predicted bonding time
was found to be insensitive to the bonding tem-
perature as long as the temperature remains
within the superplastic regime (from 900 to
940 �C). Increasing the bonding pressure by a
factor of 10 reduced the bonding time by a fac-
tor of 3. Measurements of the roughness of as-
received and pickled surfaces, ground surfaces,
and grit-blasted surfaces showed widely differ-
ent asperity geometries. The variation in bond-
ing time with pressure predicted by Pilling’s
isostatic model showed that the surface finish
exerts the greatest influence on the time
required to attain full interfacial contact. The
reasons postulated are twofold. First, as the
voids decrease in size, the surface tension
becomes progressively larger with respect to
the applied pressure and contributes increas-
ingly toward the effective stress in the wall of
the cylinder. Second, for a fixed amount of dif-
fusion, the fractional change in the volume of
the interfacial void increases as the void dimen-
sions decrease—diffusion is more effective at
closing smaller voids. It was also evident that
the bonding time tends asymptotically toward
an upper limiting value as the applied pressure
is decreased—the self-sintering limit.
Comparison of the predicted bonding times

with those measured experimentally shows that
Pilling’s isostatic model underestimates the
time required to attain full interfacial contact.
Consideration of only the short-wavelength
asperities does not allow an adequate represen-
tation of the surface geometry, and it would
appear that the long-wavelength roughness, or
waviness, of the surfaces to be joined should
also be considered. Because the bond zone is
usually relatively narrow with respect to the
thickness of the pieces being bonded, the
applied pressure will probably be unable to
force the two surfaces to make point-to-point
contact over the entire interface. The attainment
of contact over much larger dimensions than
the short-wavelength asperities is therefore per-
haps the more important step in ensuring the
integrity of diffusion bonds. As the planar
dimensions of the interfacial voids increase,
the time taken to attain full interfacial contact
becomes decreasingly dependent on the actual
void dimensions, the surface tension, and the
diffusive mass transfer. The kinetics of void
closure tend toward those given by the size-
independent form and toward that predicted by
the plane-strain model of Hamilton (Ref 5).
A subsequent model, developed by Hill and

Wallach (Ref 16), aimed to overcome some of
the approximations and limitations inherent in
previous models. First, by using an ellipse to
represent the initial void shape, the need for

Long-wavelength
Asperity Wavelength Long-wavelength

Asperity Height
Direction of Lay

Profile
Short Wavelength
Asperity Wavelength

Short Wavelength
Asperity Height

Fig. 4 Schematic of bimodal topography of mechanical
surfaces. Source: Ref 7
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discrete stages with their own geometries is
removed, because an elliptical cross-sectional
void can develop into a round void by succes-
sive incremental changes to the two axes of
the ellipse, that is, without a discontinuity. In
fact, a further advantage of describing a void
as an ellipse is that surface source mechanisms
can be reactivated naturally if a void that has
become circular during bonding then changes
its shape back to an ellipse as a consequence
of contributions to bonding from interface
sources and creep mechanism. Second, the
elliptical geometry permits more rigorous ana-
lyses of plastic deformation and creep than
those used earlier. Third, a simple statistical
analysis enables the contributions from grain-
boundary sources in fine-grained materials to
be more accurately included, and so, the effects
of grain size can be incorporated. In other ways,
the same philosophy as proposed by Derby and
Wallach (Ref 10) was continued; the contribu-
tions from the seven possible bonding mechan-
isms were summed iteratively and the results
displayed in a similar fashion by a mapping
technique. Good agreement with experiment is
reported (Ref 16).
Most recently, Li et al. (Ref 17) have devel-

oped a promising approach for a probabilistic
model for the prediction of diffusion bonding
time, based on the identification and characteri-
zation of deterministic variables and random
variables. The probabilistic distribution of sur-
face roughness is introduced into a determin-
istic model of diffusion bonding by taking the
parameters of void radius and height as random
variables. The cumulative distribution function
of the bonding time was calculated using Monte
Carlo simulation and a numerical integration
method. After comparing the predicted bonding
time of the probabilistic model with those of
the existing deterministic models and with
experimental results from previous work on
the (superplastic) Ti-6Al-4V alloy, they con-
cluded that the bonding time predicted by the
probabilistic model is in best agreement with
the test results. An evaluation of the effect of
surface roughness on bonding time could be
shortened greatly by improving the surface
quality.

Current Status of Modeling

For single-phase metallic alloys, there is a
reasonable understanding of the dominant
bonding mechanisms and of the extent to which
each mechanism contributes for different mate-
rials and bonding conditions. Therefore, the use
of a model can lead to optimization of process
variables in a much faster manner than can be
achieved by experiment alone.
To achieve further improvements in kinetic

modeling, there is the problem of evaluating the
predictions of any model, that is, the experimen-
tal difficulty of accurately measuring the bonded
area (Ref 18). Also, there are difficulties in
obtaining, with sufficient accuracy, the necessary
input data to a model for a specific material; for
example, diffusion and creep data generally are
obtained from tabulated data and not measured
exactly for the sample being bonded. (The ther-
momechanical history and precise surface condi-
tion will differ for each nominally identical batch
of the same alloy.) With only slight adjustments
to, say, process parameters and input data, model
predictions can change considerably from poor
to exact agreement with experimental data from
bonding. This has been considered by Hill (Ref
19), who has shown that for many materials, the
values of shear modulus, creep, and surface dif-
fusion data (and their temperature dependence)
are critical. The latter two values are particularly
important because, for most materials, creep and/
or surface diffusion mechanisms dominate and
contribute significantly to bonding. Unfortu-
nately, it is precisely these two properties that
are difficult to measure accurately.

Future of Modeling

Future challenges include:

� Improved surface profile descriptions (e.g.,
returning to the two-wavelength model of
Garmong et al., Ref 7)

� Recognition of the roles of surface contami-
nants, surface oxides, and surface coatings
applied to enhance diffusion bonding

� Modeling of two-phase materials

� Modeling of bonding between dissimilar
materials

� Modeling of bonding in nonmetals
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THE FIRST STEP IN EVERY HEAT
TREATING PROCESS is heating the parts to
the desired temperature. The heating process
takes valuable time, and this time at elevated
temperatures may have a significant influence
on the microstructure of the parts. The heating
time also adds to the total cycle time. The heat-
ing rate for each part in a furnace load is a func-
tion of the heating method, furnace design
parameters, part size, and part loading patterns
(i.e., racking). The temperature distribution
within the furnace and temperature variation
with time will also influence the response of
the parts to the heat treatment.
The temperature of a part at a specific loca-

tion in the furnace as well as the temperature
on and within the part may vary with time, as
shown in Fig. 1. The important segments of
the temperature profile (Eq 1) are total cycle
time (tcycle), heating time (theating), soaking time
(tsoak), and cooling time (tcool). For a particular
furnace, these times may vary with the racking
as well as part size:

tcycle ¼ theating þ tsoak þ tcool (Eq 1)

Heat Transfer during Furnace
Heating

The heating process in a furnace is compli-
cated in real industrial settings. Behavior
depends upon the furnace configuration, part
loading patterns, material properties, and the
heat-transfer physics. It is almost impossible
to model all the details of the heating process
because of the complex geometry of furnaces
and the large number of parts. Simplifications
are needed to build an acceptable model.

The General Model

The fundamental principle of the model is
the concept of energy conservation, which
means the energy into the furnace system is
equal to the heat absorbed by the furnace atmo-
sphere, the parts, and the accessories, and the
losses through the wall and in emitted air.
Also, the relationship among the components

in the system, such as heating elements, parts,
fixtures, and furnace, is presented in the model.
A series of mathematical equations have been
used to represent the performance and behavior
of the heat source, furnace, and parts based on
the radiation, conduction, and convection heat
transfers. The following mathematical models
can be established:

� Heat-source model
� Conduction heat-transfer model of parts and

fixtures
� Radiation heat-transfer model in the furnace
� Convection heat-transfer model in the

furnace

Energy Conservation Concept. The entire
furnace, including the accessories, parts, and
the medium, such as air, is regarded as an inde-
pendent system. Based on the energy conserva-
tion principle, the heat input is equal to the heat
loss plus the storage energy.
The general governing equation for the heat

source is:

QHS¼QMedium þ Qpartwp þ Qfurnace þ Qloss (Eq 2)

where QHS is the heat generated by some heat
source; QMedium is the heat absorbed by the
medium in the furnace, such as gases; Qwp is the
heat absorbed by workpieces; QFurnace is the heat

absorbed by parts (trays/fixtures) and furnace
walls; and Qloss is the loss taken by the cooling
source and exhausted out of the furnace.
Heat-Transfer Analysis. From the point of

view of physics, all modes of heat transfer must
be considered during the heating process, that
is, conduction within parts or accessories, con-
vection of the gas medium, and the radiation
among the parts.
The general governing equation for the tem-

perature of a constituent is:

rcV
dT

dt
¼ Aðqin � qoutÞ (Eq 3)

where r, c, and V are the density, specific heat,
and volume of the heat-transfer medium,
respectively; A is the surface area of the heat-
transfer medium; qin is the input heat flux; and
qout is the heat flux lost at the surface.
The treatment of the components in furnaces

is very important for the prediction of their
thermal behavior:

� Parts: The parts on the tray/fixture are fully
explored. The overlapping of parts is not
considered.

� Wall: The furnace wall is assumed to be
covered with fully heat-insulating materials.

� Heating elements: The radiant-tube-heated
or electrically heated heating elements have

Fig. 1 Temperature versus time for a furnace cycle
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been modeled with different configurations
(e.g., either two- or three-sided heating con-
figurations in box-type furnaces).

� Medium: The atmosphere in the furnace is
either protective gas or other heat treating
gas (e.g., endothermic gas for carburization).
There is a fan to circulate the gas in the furnace
where the gas flow is assumed to be steady.

� Fixture or tray: The parts are loaded into a
batch furnace with either box-type or cylin-
der geometric shape.

Conduction

Heat conduction occurs inside parts and fix-
tures in intimate contact. Fourier’s law is used
to describe the temperature evolution within
the parts (Ref 1):

qc
!¼ �kr!T (Eq 4)

where qc
! is the heat flux, that is, the heat flow

per unit surface area along the normal direction;
k is the thermal conductivity of the material;
and T is the temperature.
The governing equation of transient heat con-

duction in isotropic metal materials is
expressed in Cartesian coordinates as (Ref 2):

@
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@T
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þ @
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@T

@y

� �
þ @

@z
k
@T

@z

� �
þ _S

¼ r � c � @T
@t

(Eq 5)

where _S is the volumetric heating rate, r is the
density, and c is the specific heat of the part/fix-
ture material.
Coupling with certain boundary conditions,

Eq 5 represents the conduction within the parts.

Radiation Calculation

Because of the high furnace temperature,
heat transfer by radiation is a significant factor
affecting the heat distribution.
Radiant Heat. Thermal radiation happens

between any two objects above absolute zero.
The emitted heat from an ideal blackbody can be
expressed by the Stefan-Boltzmann law (Ref 3):

qr ¼ sT4 (Eq 6)

where qc is the total emissive flux of a blackbody
over all wavelengths (in W/m2), Ts is the surface
temperature measured in absolute degrees (in
Kelvin), and s is the Stefan-Boltzmann constant
with the value of 5.669 � 10�8 W/m2/K4.
Actually, the real surfaces of the parts in the

furnace do not radiate as much energy as an
ideal blackbody; however, the total radiation
emitted by these bodies, which are called
“gray,” still generally follows the T4 propor-
tionality. At the same time, the fact that not
all the radiation leaving surface 1 will reach
surface 2, because radiation travels in straight
lines, must be taken into account. The net

radiant heat transfer from one object, surface
1, to another, surface 2, under vacuum condi-
tion can be expressed as (Ref 4):

Q12 ¼ e1 � F12 � s � A1 � T4
1 � T4

2

� �
(Eq 7)

where Q12 is the net rate of energy exchange by
radiation between two surfaces; e1 is the emis-
sivity of surface 1; A1 is the area of the heating
surface; T1 is the absolute temperature of the
heating surface; T2 is the absolute temperature
of the target surface; and F12 is a view factor,
the fraction of energy leaving surface 1 and
intercepted by surface 2.
When the gas medium must be taken into

account, the net radiant heat transfer from one
object to another with participating media is
shown as follows:

� Black surface surrounded by gas (Ref 5):

Qg�s ¼ s � As � egT4
g � agT4

s

� �
(Eq 8)

where Qg-s is the net rate of heat transfer from
the gas to the black enclosure, As is the surface
area of the enclosure; Ts is the surface tempera-
ture of the enclosure, Tg is the temperature of
the gas, eg is the overall gas emissivity, and
ag is the absorptivity of the gas.

� Two gray surfaces surrounded by gas
(Ref 6):

Q1�2 ¼
s T4

1 � T4
2

� �
1�e1
e1A1

þ RD þ 1�e2
e2A12

(Eq 9)

RD ¼
ðA1F12tgÞ�1 ðA1F1gegÞ�1 þ ðA2F2gegÞ�1

h i
ðA1F12tgÞ�1 þ ðA1F1gegÞ�1 þ ðA2F2gegÞ�1

(Eq 10)

where RD is the equivalent series resistance of
the loop of the network, and tg is the total trans-
missivity of the gas.

View factor (Ref 4) is the fraction of energy
emitted by surface 1, dA1, that reaches object 2,
dA2, as shown in Fig. 2. The temperatures of
dA1 and dA2 are T1 and T2, respectively. Then,
the view factor F1-2 can be defined as:

F12 ¼ 1

A1

Z
A1

Z
A2

cos b1 � cos b2
ps2

dA1dA2 (Eq 11)

where A1 and A2 are the areas of surface 1 and
surface 2, respectively; b1 and b2 are the angles
between the lineA1-A2 and the normal of the sur-
faces, A1 and A2, of the two objects, respec-
tively; and s is the distance the heat travels
between dA1 and dA2.

Convection Calculation

A comprehensive convection model of the
heating process should involve the flow details
for the gas medium that are affected by the

furnace geometry, the arrangement of the work
load, the nozzle configurations, and process
parameters. However, this is too complex and
time-consuming for industrial applications.
Instead, the convection heat-transfer coefficient
has been used to simplify the effect of gas flow
on the heat exchange between the parts and the
environment.
Relevant assumptions and restrictions (Ref 6)

are as follows:

� Newtonian fluid and incompressible
� Laminar flow
� The effects of radiant transport and viscous

dissipation are omitted.
� Constant-property fluid in nonflow direc-

tions is assumed.

The heat energy that enters a part by means
of convection heat transfer can be calculated
using:

Qc ¼ h � AS � ðTflow � TSÞ (Eq 12)

where h is the convection heat-transfer coeffi-
cient, AS is the surface area of the part, and
Tflow and TS are the temperature of the fluid
and part surface, respectively. The Tflow is
assumed to be approximately equal to the fur-
nace temperature. The average convection
heat-transfer coefficient, h, is generally calcu-
lated by (Ref 1):

h ¼ kg
L�

� NuL� (Eq 13)

where kg is the thermal conductivity of the gas
(in W/m�K), L* is the equivalent length of the
part related to the part geometry and size, and
NuL� is the Nusselt number:

NuL� ¼ f ðRa;Pr; geometric shape; boundary conditionsÞ

In the calculation of h, the key effort is cal-
culating the Nusselt number, NuL*, which, as
shown, is a function of four variables, including
the Rayleigh number (Ra) and the Prandtl num-
ber (Pr). The problem can be classified into two
types, natural convection and forced convec-
tion, according to the furnace conditions.
In actual industrial operations, the Nu is too

complicated to be obtained with a high degree of
precision. Based on some empirical functions,
the expressionofNu can be elicited by considering

Fig. 2 Radiant heat exchange between two objects
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the part-loading patterns and gas flow rate. This
requires knowledge of the equipment itself before
proceeding with example calculations.

Industrial Furnace Types

To better model the heating processes, fur-
nace types, heating methods, and control sys-
tems must be studied.

Furnace Types

According to the loading pattern, the furnaces
used for heat treating generally are classified into
two categories: batch furnaces and continuous
furnaces. In a batch furnace, parts normally are
loaded and unloaded into and out of the furnace
chamber in batches. A continuous furnace has an
automatic conveying system that provides a con-
stant part load through the unit.
Batch furnaces consist of an insulated

chamber with an external reinforced steel shell,
a heating system for the chamber, and one or
more access doors to the heated chamber. Two
kinds of shapes of the furnace body are com-
monly used in industry: box type and cylinder
type. A box-type-shaped furnace is shown in
Fig. 3. The cylinder-type furnace can be set into
horizontal or vertical arrangement, as shown in
Fig. 4 (Ref 7) and Fig. 5 (Ref 8), respectively.
Vacuum furnaces are considered a special kind

of batch furnace that accommodates heat treated
metals in a sealed enclosure. The enclosure is
evacuated to certain partial pressures according
to themetals and processes.Vacuum is substituted
for the usual protective gas atmospheres used dur-
ing part or all of the heat treatment. Vacuum fur-
naces are usually cylindrically shaped, with a
horizontal or vertical arrangement. The part load-
ing can be bottom-loading or top-loading. Figure
4 is a typical bottom-loading vacuum furnace.
Continuous furnaces consist of the same

basic components as batch furnaces but are
operated in uninterrupted cycles as the parts
move through.
Pusher furnaces include skid-rail furnaces and

roller-rail furnaces. A pusher furnace uses the
tray-on-tray concept to move parts through the

furnace. The pusher mechanism pushes a solid
row of trays from the charge end until the first tray
is properly located in position at the discharge end
for removal. At timed intervals, the trays are
moved successively through the furnace. The
cycle time through the furnace is varied by chang-
ing the push intervals. Figure 6 shows a schematic
viewof traymovement in a pusher furnace. Figure
7 shows another type of pusher furnace with a
rotary hearth in it instead of the usual linear
motion. Figure 8 shows a typical pusher furnace
for continuous carburizing.
Conveyor-type furnaces include roller-hearth

furnaces and continuous-belt furnaces. Roller-
hearth furnaces move the parts through a heating
zone with powered, shaft-mounted rollers that
contact the parts or trays. Continuous-belt fur-
naces move the parts on mesh or cast-link belts.
Conveyors used include woven belts of suitable
material, chains with projecting lugs, or pans or
trays connected to roller chains. A gas atmosphere
seal is used tomaintain atmosphere integrity in the
furnace chamber, and fans are used for recirculat-
ing the atmosphere.

Heating Elements

The heating elements can be classified
according to their heating methods: direct fired,
radiant tube, and electrical.
Direct-Fired Heating. Parts are exposed

directly to the products of combustion, typically
gas fired. Generally, the gaseous fuel is natural
gas, propane, a propane-air mix, or a relatively
low-energy manufactured gas. The flue gases
can be controlled or varied by adjusting the
fuel-air ratio of the combustion system. Figure
9 shows a gas-fired pit furnace (Ref 7), where
Fig. 9(a) is the exterior appearance of the fur-
nace, Fig. 9(b) is the flow with burner on, and
Fig. 9(c) is the flow with burner off.
Radiant-Tube Heating. The work chamber

is protected from the products of combustion
using tubes, usually in either “U-” or trident
shape, as shown in Fig. 10 and 11 (Ref 9).
The radiant tubes are heated by gas-fired or
electrical resistance heating elements. The work
chamber normally contains a controlled atmo-
sphere, as dictated by the process.

Fig. 3 Car-bottom batch furnace for homogenizing
large cylindrical parts. Courtesy of Despatch

Industries, Inc.
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Fig. 4 Vertical cylinder-type batch furnace. Source: Ref 7
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Electrical Heating. The basic consideration
in selecting the type of heating elements is to
determine whether the elements are to be the
open type or the indirect type. The open type
means the elements are exposed to the furnace
environment, as shown in Fig. 12, where Fig.
12(a) shows a typical layout of the heating
and cooling elements along the axis of a cylin-
der furnace, and Fig. 12(b) shows the typical
layout of heating and cooling elements around
the circumference of the cylinder body. The

indirect type means that the heating elements
are protected from the furnace environment by
some means, such as a radiant tube, muffle, or
retort. Resistance heating elements can be
metallic (e.g., nickel chrome strip) or nonmetal-
lic (e.g., silicon carbide). A typical example of
atmosphere flow pattern is shown in Fig. 12(c).

Furnace Control

Furnace temperature control is essential to
ensure quality heat treatment. Understanding
the furnace control operation is likewise essen-
tial for modeling the furnace temperature
distribution.
Furnace Performance Test under

Unloaded Condition. To monitor the tempera-
ture uniformity in a furnace space, nine thermo-
couples are placed at specified positions in the
furnace. When the furnace is heated without a
parts load, the temperature is measured at these

locations. The temperature range among these
thermocouples should be within a specified
range, say, þ�2.5, 5.5, or 8 �C (4.5, 10, or 14
�F), typically. This test is conducted after fur-
nace installation and periodically thereafter as
a quality measure and to calibrate the furnace.
Heating Control. To control the temperature

in the furnace, the furnace temperature is
measured under the loaded condition. A ther-
mocouple is placed at a designated position in
the chamber of the furnace and monitors the
air in the furnace, while avoiding any contact
with parts. When the furnace is heated up, the
temperature is read automatically. According
to the temperature obtained from this thermo-
couple, the heating control (and/or fan) is
turned on or off to match the desired heating
cycle. In a multizone furnace, one thermocou-
ple is set at a specified position in each zone
of the furnace. The temperature is controlled
separately in different zones. It can be seen that

Fig. 5 Horizontal cylinder-type batch furnace. Source: Ref 8

Tray and box
fixture, or basket

assembly

Furnace trays

Furnace
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Tray-return
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Fig. 6 Schematic view of tray movement in a pusher
furnace
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Fig. 7 Rotary-hearth furnace
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the air temperature in the furnace is actually
controlled. Thermocouples can be placed nearer
the part location to monitor the part tempera-
ture. Usually, there is a delay in the temperature
rise of the part compared to the air temperature.
The delay (especially on the interior of large

parts with low thermal conductivity) could be
as long as several hours. To accommodate the
delay, additional heating time is needed before
the soaking time (Fig. 1) starts. The additional
time contributes to the cycle time/productivity
and may cause variations of material properties,

mainly due to the variation of temperature
distribution.
Furnace Temperature Control Procedure.

Automatic temperature controllers are used in
most furnace operations. The operating proce-
dure is:

F
lu

e

Burner

F
lu

e

Burner

Fig. 9 Gas-fired furnace and its flow pattern. Source: Ref 7

Fig. 10 Wind flow pattern of the trident radiant tube.
Source: Ref 9

(a)

(b)

Fig. 11 Work zone of radiant-tube heating

Fig. 12 Arrangement and flow pattern of electrically heated furnace
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� Set the thermal schedule temperature as a
function of time for a specific heat treatment
case.

� Measure the temperature at the set point
periodically.

� Compare with the set point temperature in
the thermal schedule specified in advance.

� Heat up continuously if the measured tem-
perature is lower than the setting tempera-
ture in the thermal schedule; otherwise,
turn the heating off.

� Check the thermal schedule time at a prede-
termined interval for another measurement.

There is no direct control of the part tempera-
ture, and the quality of heat treatment is
ensured according to the furnace performance,
knowledge of the thermal behavior of the parts,
and thermal schedule setting.
Some furnaces may use thermistors or infrared

devices to monitor and control the temperature.
The more complicated control methods, such as
the proportional-integral method or the propor-
tional-integral-derivative method, have been
applied to the real heating control procedure.

Part Types and Load Pattern

When the heat transfer in the furnace is ana-
lyzed, both parts and fixtures should be
included in the temperature model. In the heat-
ing process, various kinds of parts are heat trea-
ted, such as gears, bolts, shafts, flanges, blades,
and even steel rod coils. To ensure a good heat
treat quality, the parts are arranged into a speci-
fied load pattern in a tray and/or a fixture. Sev-
eral typical trays/fixtures are shown in Fig. 13.
These trays/fixtures must be designed into dif-
ferent sizes to meet the requirements of holding
the parts.
Figure 13(a) shows a bar frame-type basket,

and Fig. 13(b) is a pit furnace basket. They are
used in situations where the parts size does not
permit them to be loaded directly on a furnace
hearth, tray, or grid. Figure 13(c) is a typical car-
burizing furnace tray. Generally, a tray or grid
should be of sufficient section size to provide rea-
sonable part loading.When a part requires special
positioning, a fixture such as in Fig. 13(d or e) can
be used. The parts may range from simple shapes,
such as round, square rectangular, or fluted bars,
to extremely intricate shapes. Figure 13(d) is a fix-
ture designed for heat treating shafts, and Fig. 13
(e) is a fixture designed for heat treating lawn
mower blades. There are other types of fixtures
to be found in shops.

Simulation of Heating

The model to calculate the thermal history of
the parts is very important to understanding the
heating process and to controlling the process
parameters. Computational methods have been
developed to predict the part temperature and
the furnace temperature, which are two of the
most significant indexes.

Flowchart for Temperature Calculation

Figure 14 shows a flow chart of temperature
calculation (Ref 10). When the parts and furnace
condition are specified, the part load design and
thermal schedule determination can be conducted
through the user interface. Then, the furnace tem-
perature and part temperature can be estimated.
The system includes a part information database
(Workpiece DB), a furnace information database
(Furnace DB), a knowledge base representing
the relationships of heat treatment requirements
(Knowledge base/H.T. Spec DB), and part mate-
rial properties (Material DB). It should be noted
that when parts are in different locations of the
furnace, the radiation view factors are different.
Therefore, the part thermal history is different
for different parts.

Part Temperature Calculation

There are four main factors affecting part
temperature in heat treatment: part properties,
part loading, part materials, and furnace condi-
tion and control, as shown in Fig. 15. The
part thermal history in the heat treating fur-
nace is a three-dimensional conduction heat-
transfer process with hybrid convection/radia-
tion boundary conditions. It depends on the
furnace temperature, working conditions, and
part properties. Part load patterns and the ther-
mal profile design are the main tasks in the
heat treatment process planning to guarantee
the heat treatment quality. To simplify the
temperature calculation, three basic assump-
tions are made:

� The austenitization of parts contributes only
to the change of specific heat.

� Air temperature in the furnace space is
uniform.

� Convection heat transfer on the surface of a
single part is uniform.

Boundary Conditions for Heat Transfer to
the Parts. In a heat treating process, parts are
subjected to both convection and radiation condi-
tions. The energy balance equation of the part is:

Estorage ¼ Econvection þ Eradiation (Eq 14)

where Estorage is the heat stored in the part, and
Econvection and Eradiation are the heat obtained
from convection and radiation heat transfer,
respectively.
Let the volume and surface area of the part be

V and A, respectively. The energy terms in Eq 14
can be calculated using the following equations:

� Radiation at heat-source temperature, Theater:

Eradiation ¼ e � s � F � A � T4
fce � T4

� �
(Eq 15)

where e is the emissivity, s is the Stefan-Boltz-
mann constant, F is the view factor between the
furnace wall and the part, Tfce is the furnace
temperature in Kelvin, and T is the temperature
of the part.

� Convection under the ambient temperature,
Tfce:

Econvection ¼ h � A � ðTfce � TÞ (Eq 16)

where h is the convection heat-transfer coeffi-
cient, and T is the part temperature.

Natural Convection. If there is no recirculat-
ing fan in the furnace, the problem is one of
natural convection. There is no specific effect
of part arrangement on the natural convection
heat-transfer calculation. In the next sections,
the calculation of the equivalent length of the
part, L*, and the Nusselt number are presented
first, and then some effect factors of the con-
vection coefficient are discussed.
Calculations of L* and NuL* with Specified

Part Shapes. Figure 16 shows various part
shapes with their arrangements. The equivalent
length can be calculated by (Ref 5):

L� ¼ A1=2 (Eq 17)

where A is the surface area of the part (in
meters squared).
The Nusselt number is calculated by (Ref 5):

NuL� ¼ Nu0L�

þ 0:67 � GL� � Ra1=4L�

1þ 0:492
Pr

� �9=16h i4=9 ð0 < RaL� < 108Þ

(Eq 18)

where Nu0L� and GL* are the conduction limit
Nusselt number and the geometric parameter,
respectively. Table 1 lists the values of these
two constants for the parts with shapes and
orientations shown in Fig. 16.
The Prandtl number, Pr, is expressed as:

Pr ¼ n
a

(Eq 19)

where n is the kinematic viscosity of the fur-
nace gas (in m2/s); a is the thermal diffusivity
of the furnace gas (in m2/s) and a = k/(r � cp),
where k is the conductivity (in W/m�K), r is
the density (in kg/m3), and cp is the specific
heat of the gas (in J/kg�K). Table 1 lists a set
of typical values of these numbers.
RaL� is the Rayleigh number:

RaL� ¼ g � b � ðTw � T1Þ � L�3Þ
a � n ð0 < RaL� < 108Þ

(Eq 20)

where g is the gravitational acceleration (in m/s2);
b is the coefficient of volumetric thermal expan-
sion for the ideal gas (in K�1), where b=1/T
(Charles’ law of volume at constant pressure. T is
in Kelvin); Tw is the sphere surface temperature
(in Kelvin); T1 is the free-stream temperature (in
Kelvin); andL* is the equivalent length (inmeters).
General Equation for Any Shape of Parts.

Because the values in Table 1 do not vary
appreciably, a general expression based on the
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average values of Nu0L� and GL* and valid for
Pr � 0.7 is:

NuL� ¼ 3:47þ 0:51 � Ra1=4L� (Eq 21)

where RaL* can be calculated using Eq 20.
Forced Convection. There are two situations

in forced convection heat transfer: single parts
with specified shapes and an array of parts. In both
cases, the calculation of equivalent length, L*, can
useEq 17.However, there are variousmethods for
calculating the Nusselt number that depend not
only on the medium properties but also the parts
arrangement, that is, part-load pattern.
Calculation of NuL* for Specified Part

Shapes. For a single part with the specified
shapes in Fig. 16, the following experimental
equation can be used to calculate the Nusselt
number, NuL� (Ref 5):

NuL� ¼ Nu0L�

þ 0:15 � p

L�
� �1=2

� Re1=2L� þ0:35 � Re0:566L�
� 	

� Pr1=3

(Eq 22)

where p is the maximum perimeter of the part
perpendicular to the flow direction, U1 (U1
is the velocity of flow, in m/s); and Nu0L� is
the overall Nusselt number in the no-flow (pure
conduction) limit; representative values of this
constant are listed in Table 1. Pr is the Prandtl
number, and ReL* is the Reynolds number that
is equal to:

ReL� ¼ U1 � L�
n

(Eq 23)

Note that Eq 22 is recommended under the fol-
lowing conditions:

0 < ReL� < 2� 105;Pr > 0:7; 0 < C=B
< 5ðwhen spheroidÞ (Eq 24)

where C and B are geometrical parameters for
spheroids, as shown in Fig. 16.
For the case of multiple parts, either aligned

or staggered, as in Fig. 17, the following calcu-
lation of the Nusselt number applies.
Assume that the air fluid velocity is U1 and

the temperature of flow is T1, the transverse

and longitudinal pitches are ST and SL, respec-
tively, and the number of rows of parts trans-
verse to the flow is N. For convenience,
the equivalent length is called the equivalent
diameter, D*. The calculation of D* is the same
as L*.
For the calculation of NuD� , there are two

different equations according to the number of
rows of parts (Ref 11):

NuND� ¼ 1þðN�1Þ�F
N � Nu1D� ðN < 10Þ

NuND� ¼ F � Nu1D� ðN � 10Þ



(Eq 25)

where N is the number of rows of parts trans-
verse to the flow, and F is an arrangement fac-
tor expressed as follows:

faligned ¼ 1þ 0:7
C1:5 � SL=ST�0:3

SL=STþ0:7ð Þ2 for aligned parts

fstaggered ¼ 1þ 2
3PL

for staggered parts

(

(Eq 26)

where SL and ST are the on-center distances
between parts, as shown in Fig. 17; and c is a
factor defined as:

Fig. 13 Tray/fixture types for loading workpieces
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C ¼ 1� p
4PT

PL � 1

C ¼ 1� p
4PT �PL

PL < 1



(Eq 27)

where PT is the transverse pitch, and PT = ST/
D*; PL is the longitudinal pitch, and PL = SL/
D*; and Nu1D� is the Nusselt number for the first
row. Use Eq 22 to calculate Nu1D� . In calculat-
ing ReD*, the maximum velocity of fluid in
the space between parts is used:

ReL� ¼ Umax � D�
n

(Eq 28)

where D* = A1/2 is the equivalent diameter.

The maximum fluid velocity, Umax, is calcu-
lated as follows (Ref 12):

Umax ¼ U1�ST
ST�D� for aligned parts

Umax ¼ U1�ST
ST�D� when SD� > 1

2
ðST þD�Þ for staggered parts

Umax ¼ U1�ST
2ðSD�D�Þ when SD� < 1

2
ðST þD�Þ

SD� ¼ S2L þ ST
2

� �2h i1=2

8>>>>><
>>>>>:

(Eq 29)

where U1 is the average fluid velocity in the
furnace working space, and SL, ST, and D* are
as shown in Fig. 17.

Uniform Temperature within the Part
with Lumped-Mass Assumption. Heat storage
inside the part is expressed as:

Estorage ¼ r � cp � V � dT
dt

(Eq 30)

where r is the density of the part, cp is the spe-
cific heat, and t is the time.
For the part with a small Biot number, a

stronger lumped-mass assumption can be made
that the temperature distribution in the part is
uniform. The Biot number, Bi, is a dimension-
less number used in non-steady-state heat-trans-
fer calculations and is defined as:

Bi ¼ hLc
k

(Eq 31)

where h is the heat-transfer coefficient, Lc is the
characteristic length of the part, and k is the
thermal conductivity of the part.
This number determines whether or not the

temperature inside a body varies significantly
in space. The assumption means that the con-
duction inside the part is much faster than the
convection outside. Because of the good ther-
mal conductivity of most metals, this is reason-
able when the size of the part is small and the
surface-to-volume ratio is large.
Combine Eq 15, 16, and 30 into Eq 14, then:

r � c � V � dT
dt

¼ h � A � ðTfce � TÞ þ e � s � F � A
� ðT4

fce � T4Þ
(Eq 32)

Because the part is taken as the lumped-mass
body, an equivalent part or “visual part” (i.e.,
the radiation from one surface can reach the
other surfaces along a straight line) is applied
to represent the real part, as shown in Fig. 18.
In this way, the calculation can be further
simplified.
Let V = A � D_equ, where D_equ is the equiva-

lent thickness of the part. Applying the finite-
difference method to the left side of Eq 32,
then:

@T

@t
¼ Tkþ1 � Tk

dt
þ OðdtÞ (Eq 33)

where k is the time step. By combining Eq 32
and 33, at time step k, the equation becomes:

Tkþ1 ¼ Tk þ dt
r � c � t�equ

�
h � Tk

fce � Tk
� �

þ e � s � F � Tk
fce

� �4�ðTkÞ4
� �	 (Eq 34)

Equation 34 can be used to calculate the part
temperature with uniform temperature distribu-
tions at any time in a heat treating cycle.
Nonuniform Temperature within the Part.

The partial differential conduction equation has
been built and solved for the temperature distri-
bution on other parts where the geometries
must be considered.

Fig. 14 Flowchart for temperature calculation of loaded furnace. Source: Ref 10
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In Cartesian coordination, the heat-conduc-
tion equation is shown as follows:

rcp
@T

@t
¼ ? � ðlrTÞ þ _Q (Eq 35)

where ▽ is the Laplace operator.
Analytical Solution. In some cases with simple

geometries and temperature-independent physical
properties, the analytical solution can be obtained.
For example, when one-dimensional unsteady
heat conduction happens with no source and con-
stant thermal properties, the equation is as follows:

rcp
@T

@t
¼ l � @

2T

@x2
(Eq 36)

If a certain temperature is set as the boundary
condition, the solution of the temperature inside
for a one-dimensional infinite plane is
expressed as (Ref 1):

T ¼ T0 erfc x

2
ffiffiffiffi
lt

p (Eq 37)

where T0 is the initial temperature through the
part, and erfc is the complementary error
function.
This analytical method has strong limita-

tions, as previously mentioned. The numerical
method is used instead to simulate the tempera-
ture field inside the part for more realistic and
more complex cases.
Numerical Solution. Equation 35 can be

solved by using numerical computation based
on classic finite-difference or finite-element
methods (Ref 13), with the certain discretiza-
tion and boundary conditions that come from

Fig. 15 Factors affecting part temperature

Sphere Cube 1

Oblate spheroid Prolate spheroid

Cube 2 Cube 3

Bisphere

C

B

B
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Fig. 16 Natural convection for various shapes of parts

Table 1 Typical values of Nu0
L� and GL*

Body shape Nu0L� GL*

Sphere 3.545 1.023
Bisphere 3.475 0.928
Cube 1 3.388 0.951
Cube 2 3.388 0.990
Cube 3 3.888 1.014
Vertical cylinder 3.444 0.967
Horizontal cylinder 3.444 1.019
Cylinder at 45 �C (H = D) 3.444 1.004
Prolate spheroid (C/B = 1.93) 3.566 1.012
Oblate spheroid (C/B = 0.5) 3.529 0.973
Oblate spheroid (C/B = 0.1) 3.342 0.768Row1 Row2 SL D*

D
*

SD*

SL

(a) (b)

S
T S

T

Row3 Row4

U∞,T∞ U∞,T∞

Fig. 17 Configurations of arrays of parts Fig. 18 Equivalent part
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the discussion in the section “Boundary Condi-
tions for Heat Transfer to the Parts” in this
article.

Furnace Temperature Calculation

The last step in the calculation flowchart
(Fig. 14) is the furnace temperature calculation.
Mathematical Model. The temperature his-

tory of the loaded furnace in the heat treating
cycle is a hybrid convection/radiation heat-
transfer process. According to the heat-transfer
theory and energy-balance equation, the heat
exchange of the loaded furnace can be mathe-
matically presented in following model:

q storage ¼
XN
i¼1

ri � cpi � V � @Ti
@t

� �
(Eq 38)

where N is the quantity of accessories in the
furnace.
All the accessories are assumed to be at the

same temperature, and the temperature distri-
bution inside is assumed to be uniform. Com-
bining Eq 33 and 38 and letting the time step
be k and the time calculation interval be dt,
the equation can be rearranged in the time
step (k + 1) for the average furnace
temperature:

Tkþ1
fce ¼ Tk

fce þ
qkstorage � dtPN
i¼1ðri � cpi � VÞ

(Eq 39)

where q_storage is the average storage of heat
flux in the loaded furnace; dt is the time inter-
val; and ri, cpi, and Vi are the density, specific
heat, and volume, respectively, of accessory i
in the furnace.
These accessories include all the components

involved in the heat treating process except for
the parts. Equation 39 can be used to calculate
the furnace average temperature at time step
(k + 1).
Factors Affecting Furnace Temperature

Calculation. From Eq 39, the main factors
affecting the furnace temperature are material
properties of loads and heat storage. Loads
include parts and all the furnace accessories,
and heat storage is related to the furnace heat
input, furnace control method, and furnace heat
loss, as shown in Fig. 19.
Loads Model for Temperature Calculation.

In a loaded furnace, many components are
involved in the heat treating cycle besides parts,
including furnace component alloys, insulation,
and heating elements, as shown in Fig. 20. In a
broad sense, they are called loads. Generally,
the nonpart loads are divided into three types:

� Furnace accessories (predominantly metal
alloy), including grate, firing ring, U-tube,
fixture, roller, fan and diffuser

� Heating elements
� Insulation

The total heat flux, q_acc is:

Sðri � cpi � ViÞ ¼ cp alloy � m alloy þ cp htr � m htr

þ cp insul � m insul

(Eq 40)

where m_alloy, m_htr, and m_insul are the weight
of the furnace alloy, heater, and insulation;
and cp_alloy, cp_htr, cp_insul are their specific heat,
respectively.
Heat Storage in Furnace. Heat storage is the

summation of all the heat energy obtained by
the furnace:

q storage ¼ q ht � q loss � q ld � q cl þ q fan (Eq 41)

where q_ht is the effective heat input, q_loss is
the heat loss; q_ld is the heat to the workpieces,
q_cl is the cooling energy, and q_fan is the heat
input by fan.
These heat energy terms can be calculated by

using the following ways:

� The heat to parts, q_ld , is mainly subject to
the hybrid convection and radiation heat
transfer. It can be calculated as:

q ld ¼ k ld � dT ldð Þ
dt

¼ h � T fceð Þ � T ld þ s � e � ðT fceÞ4 � T4
ld

(Eq 42)

� The heat loss, q_loss, depends on the design
factor for the heat loss of the furnace and
the surface area of the furnace. The follow-
ing is an empirical equation:

q loss DF � ða loss þ b loss � T fceÞ � A ext (Eq 43)

where DF is the design factor, a_loss and b_loss
are the empirical constants, and A_ext is the sur-
face area of the furnace.

� The fan heat input, q_fan, is calculated based
on an empirical equation:

Fig. 19 Factors that affect the furnace temperature

Fig. 20 Loads in a heat treating furnace
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q fan ¼ P fan � a fan

b fan þ T fce

� �
(Eq 44)

where P_fan is the power of the recirculating fan
(in Watts), a_fan and b_fan are the empirical con-
stants, and T_fce is the furnace temperature
(in �C).

� The effective heat input, q_ht, is:

q ht ¼ Htg � AHC � q conn (Eq 45)

where Htg is a coefficient adjusted by using a
certain control strategy; AHC is the corrected
coefficient to the gross heat input, which is fur-
nace-specific; and q_conn is the nominal power
from the heating elements.

Cooling Air Input. There are two empirical
equations used in heating and cooling
processes:

� At heating process:

q cl ¼ Clg � Flow clg � k10:019 � T fceð Þ � T clg

(Eq 46)

where Clg = Htg is the adjustment for cooling
air input, and Flow_clg is the cooling air flow
capacity:

Flow clg ¼ q conn

1000
� k29:44 � 1þ xs airð Þ (Eq 47)

� At cooling process:

q cl ¼ Tubes

k3 6:718e� 6þ k47:582
T fceð Þ2

(Eq 48)

where k1, k2, k3, and k4 are constants, and
Tubes is the number of effective cooling
tubes.

Furnace Temperature Control Model. The
typical temperature control method in the fur-
nace is a proportional, integral, and derivative
(PID) controller. Some research work has been
done on the furnace temperature control (Ref
14, 15). When the measured temperature is dif-
ferent from the set temperature, the heating or
cooling input is controlled to minimize the
error. It is a typical feedback control system,
as shown in Fig. 21.
Generally, the PID method uses the follow-

ing equation to control the loop:

u ¼ P � ðTs � T0Þ þ D � d
dx

ðTs � T0Þ
�

þ I �
Z

ðTs � T0Þdt
	 (Eq 49)

where Ts is the set point temperature, T0 is the
furnace temperature, the error value e = (Ts �
T0); and P, D, and I are the proportional gain,
damping, and integral gain, respectively.
In a PID control process, it is important to

adjust the P, D, and I components, tuning these
constants so that the weighted sum of the pro-
portional, integral, and derivative terms pro-
duces a controller output that steadily drives
the process variable in the direction required
to minimize the error.
There are several methods that can be used to

determine the P, D, and I values. One of them
is the Ziegler and Nichols approach (Ref 16),
which is a practical method of estimating the
values of K, T, and d experimentally. K is the
process gain used to represent the magnitude
of the controller effect on the process variable,
T is the process time constant used to represent
the severity of the process lag, and d is the dead
time used to represent another kind of delay
present in many processes, where the sensor
used to measure the process variable is located
some distance from the actuator used to imple-
ment the controller corrective efforts. With the
controller in manual mode (no feedback), a step
change is included in the controller output.
Then, the process reaction is analyzed graphi-
cally (Fig. 22). The process gain, P, can be
approximated by dividing the net change of
the process variable by the size of the step
change generated by the controller. The dead
time is estimated from the interval between
the controller step change and the beginning
of a line drawn tangent to the reaction curve
at its steepest point. Ziegler and Nichols also
used the inverse slope of that line to estimate
the time constant, T:

P ¼ 1:2T
K� d

I ¼ 0:6T
K� d2

D ¼ 0:6T
K

8><
>: (Eq 50)

Sometimes, the sensor measuring the oven
temperature is susceptible to other electrical
interference, a derivative action that can cause
the heater power to fluctuate wildly. In this

case, D = 0, and a PI controller is often used
instead of a PID controller. The application of
PD control in a furnace is to control heat/cool
gases input as well as energy input.
The adjustable coefficient of heat input, Htg,

depends on the control strategy of heating pro-
cesses according to furnaces. The typical
expression of Htg is shown in the following
equation:

Htg ¼ PG

Span
� T sp

� �� T fce

þ PG � IG
Span

�
Z t

0

T sp

� �� T fcedt

(Eq 51)

The proportional gain, PG, and the integral
gain, IG, can be preset based on previous
experience.

Model Verification and Case Studies

Heating simulations can be validated by
comparison with measured results in full-scale
furnaces. Several case studies have been con-
ducted and are presented to illustrate the use
of simulations.

Alumina Rod in Random Load Pattern

A large number of alumina rods were loaded
randomly in a container. The effective thermal
conductivity was first calculated based on
measured values, and then the model was used
to predict the heating of new loads.
Experimental and Simulated Calculation

of the Effective Thermal Conductivity. The
test was run in a small, electrically heated All-
case (Surface Combustion, Inc.) furnace. The
material was loaded in a round stainless steel
drum measuring 267 mm in diameter by 298
mm high. Thermocouples were buried at vari-
ous points in the load, and the temperatures
were recorded against time. The locations of
the thermocouples are shown in Fig. 23. The
material in test 1 contained Al2O3 in the form
of small cylinders, as shown in Fig. 24. The fur-
nace was heated to 900 �C (1650 �F), and then

Fig. 21 Control feedback loop of proportional, integral, and derivative (PID) control method. Sp, set point; e, error;
u, output; y, measured temperature
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Fig. 22 Ziegler-Nichols reaction curve. Adapted from
Ref 16
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the load was put inside. The profile charts of
the recorded temperature data are shown in
Fig. 25.
To calculate the effective thermal conduc-

tivity, a two-dimensional finite-difference en-
meshment was used because of symmetry in
the circumferential direction of the whole load,
as shown in Fig. 26. The measured data of the
surface elements (thermocouples 1, 2, 4, 5, and
6) define the boundary conditions. The tem-
peratures of other surface elements are interpo-
lated from the previously measured surface
temperatures. An initial value of effective

thermal conductivity is assumed. Then, thermal
diffusivity can be assumed as constant.
Next, the central element temperature is cal-

culated based on the virtual conductivity and
measured surface temperatures. This calculated
temperature is compared to the measured value
(TC3) of the center element; then, the effective
thermal conductivity is adjusted by an iteration
equation until the error comes to an acceptable
level. In the calculation, the initial temperature
of all elements is 25 �C (77 �F), and the surface
element temperature is known from measured
results.

For alumina rods with thermal diffusivity a =
1.7 cm2/min, the error between the calculated
temperature and the measured one of the center
element is smallest, as shown in Fig. 27.
For a = 1.7 cm2/min, if the effective density

reff = 1500 kg/m3 and the specific heat c = 850
J/kg�K, then the effective thermal conductivity
is leff = 3.6 W/m-K. (The thermal conductivity
of alumina is 26.9 to 27.6 W/m-K.)
Prediction of Heating Time for New

Loads. The operating condition is defined
for the new load. The furnace temperature is
900 �C (1650 �F), and the initial load temper-
ature is 20 �C (68 �F). The container is 320
mm in diameter and 402 mm tall, with a wall
of 3 mm. The heating interval was chosen to
be when the final core temperature reached
550 �C (1020 �F).
The effective thermal diffusivity is used to

calculate the heating process of the new load.
Assuming emissivity = 0.8, the heating
curves are calculated and plotted in Fig. 28.
From the curve of the core, it can be seen
that the core temperature reaches 550 �C
(1020 �F) after 80 min. Thus, t3 = 550 �C =
80 min.

Steel Parts in Arranged Load Pattern

The furnace is a vacuum furnace, and the
soaking temperature is approximately 980 �C
(1800 �F).
Part and Process Conditions. The work-

pieces in this case study are shown in Fig. 29.
The material is Kovar (Fe-29Ni-17Co), and
the weight of each part is 0.5 kg (1.03 lb).
The furnace used is a vacuum furnace, shown
in Fig. 30. The furnace parameters are listed
in Table 2.
The parts are arranged in the aligned manner,

as shown in Fig. 31. The details of the parts,Fig. 23 Positions of thermocouples

Fig. 24 Alumina rods and the load
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fixtures, and load pattern are listed in Table 3.
As seen (Fig. 31a), the parts are arranged in
such a manner so that they can be properly heat
treated and do not merge into one another after
heating. Thermocouples are located as shown in
Fig. 31(b), with one in the load center and one
at the corner of the load.
Calculation and Discussion. The compari-

son of the calculated and measured values at
the load center and corner points is given in
Fig. 32. The curves show that there is not much
difference between the measured temperature
values of the slowest and fastest parts to heat
and the calculated temperature values of the
slowest and fastest parts to heat in the system.

There is some overlap between parts because
of their rims, but the view factor calculation is
based on the assumption of no overlap.

Tempering Process

Tempering is a common heat treatment activ-
ity. The tempering process time is determined
based on experience, so it is important to exam-
ine a case study on tempering. Usually, temper-
ing is conducted at relatively low temperatures,
where convection plays a more dominant role
than radiation. In this section, a tempering case
study is considered to validate the convection
model.

Part and Process Conditions. The parts are
flat rings (Fig. 33) of AISI 1008 steel. The
weight for each part is 0.525 lb, with a 2 in.
internal diameter, 3.5 in. external diameter,
and 0.3 in. height. The tempering study was
carried out at 177 �C (350 �F ) in the furnace
shown in Fig. 34. The furnace parameters are
listed in Table 4. The parts were heated in the
presence of natural gas combustion products.
The rings were mounted on the rod, as shown
in Fig. 35. The details of the load pattern are
listed in Table 5. In the tempering process, the
parts were heated to 175 �C (350 �F) and
soaked for 60 to 90 min.
Calculation and Discussion. The furnace is

a direct gas-fired furnace. The combustion
chamber is at the bottom of the furnace, and
the hot combustion gas is blown into the load
chamber through the side wall of the furnace
by a fan. The flow propelled by the fan can be
calculated from the fan information for an unre-
stricted case, but the flow in the chamber is not
the same. Therefore, a coefficient, a, is used to
calculate the fraction of gas flow in the load
chamber from the combustion chamber:

a ¼ Uflowloadchamber

Uflowcombustionchamber

(Eq 52)

The calculated results are given for a equal to
0.05, 0.1, and 0.2, as shown in Fig. 36. It can
be seen that there is almost no difference
between parts that are fastest and slowest to
heat. As a increases, the heating rate of the
parts increased. However, the increase is not
significant. Therefore, the soaking time of
approximately 80 min for the parts is reason-
able in industrial production.

Summary

A comprehensive model of the heating pro-
cess in the furnace involves accounting for
complicated furnace control, gas convection,
radiation coupling, and heat conduction inside
parts, as well as the part-loading patterns.
Assumptions and simplifications have been
applied to calculate the heating process in a fur-
nace probably loaded with many small parts.
The temperature distribution and evolution in

Fig. 25 Measured thermal profile for alumina rods

Fig. 26 Finite-difference enmeshment of cylindrical
load

Fig. 27 Comparison of calculated and measured temperatures of alumina rods during heating (thermal diffusivity, a
= 1.7 cm2/min)
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the furnace and in the parts has been predicted
and compared to measured values.
Based on the temperature simulation, the rec-

ipe for the heating process can be optimized to
shorten the heating time, increase the effi-
ciency, and save energy without reducing the
quality of the parts.
This article concentrates on the heating pro-

cess of a loaded furnace with more than many

parts. The simplification has been made statisti-
cally to avoid the details of part geometry and
exact positions involved, which could make
the calculation impossible. In the case of large
parts, geometry and positioning play an impor-
tant role in the thermal response, and a three-
dimensional model must be built using finite-
element modeling or computational fluid
dynamics software packages, such as Fluent or
Ansys.
The heating process modeling and control

are based on a furnace-specific design that

must consider the subtleties of furnaces and
practical control effectiveness. This article
tries to summarize common heat treating prac-
tices in terms of the functionality for general
furnaces, not for a specific furnace or process.
If the specific information on a particular fur-
nace and process is involved in the modeling
and calculation, better prediction results can
be expected but may not be useful for other
processes.
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Fig. 29 Part shape and size of steel parts, case study 2

Fig. 28 Calculated temperature profiles of surfaces and core (t3 = 550 �C = 80 min)

Fig. 30 Furnace used in case study 2 of steel parts

Table 2 Furnace data

Layout Horizontal

Total size f 1.2 � 1.5 m (4 � 5 in.)
Part 61 � 61 � 122 cm (24 � 24 � 48 in.)
Heat input 280 kW
Heating elements
(total weight)

80 kg (176 lb)

Supports 18 kg (40 lb)
Roller rails 68 kg (150 lb)
Insulation Front, side, and back walls: 1.3 cm

(0.5 in.) graphite, 1.3 cm (1.5 in.)
Kaowool, 6.4 cm (2.5 in.) graphite

Fig. 31 Load pattern and arrangement of
thermocouples

Table 3 Load pattern

Each fixture weight 14 kg (30 lb), rectangular
(netlike)

Each fixture size 109 � 56 � 18 cm
(43 � 22 � 7 in.)

Fixture configuration 1 row, 1 column, 2 layers
Parts configuration in
each fixture

12 rows, 6 columns, 2 layers

Total number of parts in
each fixture

144

Total number of parts 288
Total weight of parts
in each fixture

67 kg (148.32 lb)

Total weight of parts 135 kg (296.64 lb)
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Fig. 32 Comparison of the measured and calculated temperature values for parts that heat slowly and parts that heat
quickly

Fig. 33 Flat rings for tempering, case study 3

Fig. 34 Tempering furnace for case study 3

Fig. 35 Arrangement of load in tempering furnace

Table 5 Load pattern

Each fixture weight 45 kg (100 lb), rectangular
(netlike)

Each fixture size 61 � 122 � 15 cm (24 � 48
� 6 in.)

Fixture configuration 1 row, 1 column, 5 layers
Parts configuration in each
fixture

44 rows, 8 columns, 1 layer

Total number of parts in a
single fixture

352

Total number of parts 1760
Total weight of parts in a
single fixture

83.8 kg (184.8 lb)

Total weight of the
workpiece

419 kg (924 lb)

Table 4 Tempering furnace specifications

Type Horizontal (gas fired)
Total size 142 � 94 � 97 cm (56 � 37 � 38 in.)
Workspace 61 � 122 � 61 cm (24 � 48 � 24 in.)
Heat input 900,000 Btu/h
Roller rails 20 kg (43 lb)
Insulation Top fiber: 23 cm (9 in.)

Side fiber: 23 cm (9 in.)
Bottom: 9 cm (3.5 in.) tile, 8 cm (3 in.) brick,
and 20 cm (8 in.) castable

Fig. 36 Calculated results of tempering the ring
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Simulation of Induction Heating Prior to
Hot Working and Coating
Valery Rudnev, Inductoheat, Inc.

TEMPERATURE GREATLY AFFECTS
THE FORMABILITY OF METALS. Heating
of a component to temperatures that correspond
to the plastic deformation range creates a favor-
able condition for metal to be subsequently
forced by various means into a desired shape.
Prior to hot forming (i.e., forging, upsetting,
rolling, and extrusion), there are many ways to
heat workpieces, including the use of induction
heaters, gas-fired furnaces, infrared heaters,
electric, and other fuel-fired furnaces. In recent
decades, induction heating has become an
increasingly popular choice among producers
for heating metals prior to hot working. This
tendency continues to grow at an increasing
pace due to an ability of induction heating to
create high heat intensity quickly, not just at
the surface of a workpiece but internally as
well. This leads to low process cycle time (high
productivity) with repeatable high quality while
using a minimum of shop floor space. Induction
heating is more energy efficient and inherently
environmentally friendlier than most other
heat sources. (It is free from CO2 emission.) A
considerable reduction of heat exposure also
contributes to the environmental friendliness.
Induction heating offers other attractive fea-
tures, such as:

� A measurable reduction of scale
� Short start-up and shut-down times
� Readiness for automatization with lower

labor cost
� Ability to heat in a protective atmosphere if

required

Other advantages of heating by induction are
discussed in (Ref 1).

Workpieces

Steel components represent by far the major-
ity of hot-worked workpieces, although other
metals, including titanium, aluminum, copper,
brass, bronze, tungsten, and nickel alloys, are
also inductively heated and hot worked for a

variety of commercial applications. The most
popular metal hot working processes for which
induction heating is applied are (Ref 1):

� Forging: Billets or bars are heated either
fully (Fig. 1) or partially in cut lengths or
continuously and are forged in presses, ham-
mers (repeated blows), or upsetters (which
gather and form the metal).

� Forming: Hot forming includes a variety of
metalworking operations generally encom-
passing bending, expanding, spinning, and
so on. The versatility of induction heating
is that it can selectively heat through specific
areas of the workpiece or can heat areas to
different temperatures, providing desirable
temperature gradients and heating profiles.

� Extrusion: Extruding is the process of forcing
or squeezing metal through a die. Both ferrous
and nonferrous metals are heated by induction
prior to direct or indirect extrusion.

� Rolling: Bars, billets, rods, slabs, blooms,
strips, blanks, and sheets are processed in
rolling mills. These components are made
from ingots or continuous cast metals and
their alloys.

As expected, the goal of using induction heat-
ing in the aforementioned applications is to pro-
vide the metal workpiece at the hot working
stage with the desired (typically uniform) temper-
ature across its diameter/thickness as well as
along its length and across the width or perimeter.

Required heating temperature depends on alloy
and specifics of the metalworking process. Com-
monly required temperatures for selected ferrous
and nonferrous alloys prior to hot working are
shown in Tables 1 and 2, respectively (Ref 1–9).
It is also understandable that some specific appli-
cations may require heating temperatures outside
of those ranges.

Size and Type of Induction Heaters

The power ratings of induction heating
machines range from less than 100 kW up to
dozens of megawatts typically using low and
medium frequency (60 Hz to 30 kHz). Cylindri-
cal and rectangular solenoid (helical) multiturn
induction coils are most often used in induction
heating prior to metal hot working. Usually, the
initial temperature of the workpiece prior to
induction heating is uniform and corresponds to
an ambient temperature. However, there are
cases when an initial temperature is not uniform.
Induction heaters installed between the continu-
ous casting operation and rolling operation can
serve as a typical example. Due to uneven cool-
ing of different areas of the continuously cast
workpiece (i.e., slab, transfer bar, or bloom) as
it progresses during and after continuous casting
toward the rolling mill, the surface layers and
particularly the edge areas become appreciably
cooler than the central and internal regions.

Fig. 1 Billets or bars are fully or partially heated in cut lengths or continuously and are forged in presses, hammers, or
upsetters

ASM Handbook, Volume 22B, Metals Process Simulation

D.U. Furrer and S.L. Semiatin, editors

Copyright # 2010, ASM International®

All rights reserved.

www.asminternational.org

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



Heating Modes

There are four basic heating modes in induc-
tion heating prior to hot working (Fig. 2). They
are described as follows (Ref 1).
Static Heating. In the static heating mode,

the workpiece, such as a billet or slab, is placed
into the horizontal or vertical inductor for a
given period of time, while a set amount of
power is applied until the component reaches
the desired heating conditions. Upon reaching
the required conditions, the heated component
is extracted from the induction heater and deliv-
ered to the metal hot working station. The next
cold workpiece is reloaded into the coil, and the
process repeats.
Progressive Multistage Heating. This heat-

ing mode occurs when two or more heated
workpieces (i.e., billets, blanks, bars) are
moved (via pusher, indexing mechanism, walk-
ing beam, etc.) through a single coil or multi-
coil induction heater. Therefore, components
or their different regions are sequentially heated
(progressive manner) at certain predetermined
heating stages.
Continuous Heating. With the continuous

heating mode, the workpiece is moved in a

continuous motion through one or more in-line
induction heating coils. This heating mode is
commonly used when it is required to heat long
components, such as bars, slabs, tubes, wires,
and strips.
Oscillating Heating. In this heating mode, a

workpiece moves back and forth (oscillates)
during the process of heating inside of a single
coil or multicoil induction heater with an oscil-
lating stroke.
When designing induction heating systems,

an ability to achieve desired temperature uni-
formity is only one of the goals. Additional
design criteria include maximum production
rate, minimum metal losses (scale reduction),
and the ability to provide flexible and compact
systems that maximize system overall effi-
ciency (Ref 1, 9, 10). Other important factors
include quality assurance, process repeatability,
automation capability, environmental friendli-
ness, lean manufacturing, reliability, controlla-
bility, and maintainability of the equipment.
The last criterion, but not the least, is the com-
petitive cost of an induction heating system.
The main components of an induction heat-

ing system are an inductor or induction coil,
power supply, cooling system, control and
monitoring, and the heated workpiece itself.
Inductors or induction coils are usually
designed for specific applications and therefore
are found in a wide variety of shapes and sizes.
Due to space limitation, a detailed description
of a particular technological induction heating
process is not provided here. The interested
reader can find such information in Ref 1. This

article focuses on estimation techniques to
determine basic induction heating process para-
meters, including but not limited to required
coil power, length of heating line, and fre-
quency selection.
Experience gained on previous jobs and the

ability to provide accurate mathematical model-
ing of the process serve as a comfort factor
when designing new in-line induction heating
systems. By combining advanced software with
a sophisticated engineering background, induc-
tion heating specialists possess the unique abil-
ity to analyze, in a few hours, complex
technological problems that could take days or
even weeks to solve by trying to set experi-
ments or through physical modeling using the
pilot models. Numerical computational meth-
ods allow manufacturers of induction equip-
ment to determine comprehensive details of
the process that would be extremely difficult,
if not impossible, to determine experimentally.
Prior to this discussion, it would be beneficial
to briefly review several physical phenomena
related to induction heating.

Basic Electromagnetic Phenomena
in Induction Heating

Induction heating is a complex combination of
electromagnetic, heat transfer, and metallurgical
phenomena involving many factors. Heat transfer
and electromagnetics are nonlinear and tightly
interrelated, because the physical properties
of heated materials depend strongly on both

Table 1 Commonly required temperatures
when heating selected ferrous alloys

Alloys, AISI

Typical forging temperatures

�C �F

Nickel 880–1230 1616–2246
Low-carbon steel 1100–1315 2012–2400
Medium- and high-carbon steel 1050–1220 1922–2228
Plain carbon steels
1010, 1015 1315 2400
1020, 1030 1288 2350
1040, 1050 1260 2300
1060 1182 2160
1070 1150 2100
1080 1204 2200
1095 1177 2150
Alloy steels
4130 1204 2200
4140 1232 2250
4320 1232 2250
4340 1288 2350
4615 1204 2200
5160 1204 2200
6150 1204 2200
8620 1232 2250
9310 1232 2250
Stainless steels
2xx, 3xx 1100–1250 2012–2282

Source: Ref 1

Table 2 Commonly required temperatures
when heating selected nonferrous alloys

Alloys

Working temperatures

�C �F

Aluminum 360–560 680–1040
Copper 680–960 1256–1760
Titanium 830–1150 1526–2100
Magnesium 320–380 608–716
Tungsten �1350 �2462

Source: Ref 1 Fig. 2 Four basic heating modes in induction heating prior to hot working. (a) Static. (b) Progressive multistage and
continuous. (c) Oscillation. Source: Ref 1
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temperature and magnetic field intensity. The
metallurgical phenomenon is also a nonlinear
function of temperature, heating intensity, cooling
severity, alloy chemical composition, priormicro-
structure, and other factors.
The basic electromagnetic phenomenon of

induction heating is quite simple; it is discussed
in the literature (Ref 1–6) and can be found in col-
lege physics textbooks. A conventional induction
heating system that consists of a cylindrical work-
piece surrounded by a multiturn induction coil is
shown in Fig. 3. An alternating voltage applied
to the induction coil terminals results in an alter-
nating electrical current flow in the coil circuit.
Coil current produces in its surroundings a time-
variable magnetic field that has the same fre-
quency. Thismagnetic field induces eddy currents
in the workpiece located inside the coil or in its
close proximity. It is imperative to remember that
eddy currents could also be induced in other elec-
trically conductive objects that are located near
the coil. Induced currents have the same fre-
quency; however, their direction is opposite to
the coil current. Eddy currents produce heat by
the Joule effect (I2R).
Due to several electromagnetic phenomena,

the eddy current (heat source) distribution
within the workpiece is not uniform, potentially
causing a nonuniform temperature profile. A
nonuniform current distribution can be caused
by several electromagnetic phenomena, includ-
ing but not limited to skin, proximity, ring,
and electromagnetic end and edge effects.
These effects play an important role in under-
standing the induction heating principles (Ref
1, 3, 6). Before exploring the distribution of
the magnetic field and eddy current, it is imper-
ative to understand the nature of electromag-
netic physical properties of heated metals.

Electromagnetic Properties of
Metals and Alloys

Unlike fuel-fired and infrared furnaces,
the performance of induction heaters first and
foremost is affected by the electromagnetic prop-
erties of the heated metal. Electromagnetic prop-
erties of materials encompasses a variety of
characteristics including magnetic permeability,
electrical resistivity (electrical conductivity),

saturation flux density, coercive force, and many
others. While recognizing the importance of all
electromagnetic properties, two of them—electri-
cal resistivity (electrical conductivity) and mag-
netic permeability—have the most pronounced
effect on the performance of an induction heating
system, coil efficiency, and selection of the main
design and process parameters (Ref 1).

Two Properties with the Most
Pronounced Effect

Electrical Resistivity (Electrical Conduc-
tivity). The ability of material to conduct electric
current is specified by electrical conductivity, s.
The reciprocal of the conductivity, s, is electrical
resistivity, r. The units for r are ohm-meter (O
�m) and fors

:
, siemens per meter (S/m or formerly

mho/m). Both characteristics can be used in engi-
neering practice; however, the majority of data
books consist of data for electrical resistivity
(Ref 11–15, 17). Therefore, the value of electrical
resistivity is primarily used here. Electrical resis-
tivity is an imperative physical property. It affects
practically all important parameters of an induc-
tion heating system, including depth of heating,
heat uniformity, coil electrical efficiency, power
and frequency selection, coil impedance, load-
matching capability, and others (Ref 1). Electrical
resistivity of a particular metal varies with tem-
perature, chemical composition, microstructure,
and grain size. For most metals and alloys, r
increases with temperature.
The resistivity of pure metals can often be

represented as a linear function of the tempera-
ture (unless there is a change in the crystal
structure of metal):

rðTÞ ¼ r0½1þ aðT � T0Þ� (Eq 1)

where r0 is the resistivity at ambient temperature,
T0; r(T) is the resistivity at temperature T; and a is
the temperature coefficient of the electrical resis-
tivity. The metric unit for a is 1/�C. For most
metals and alloys (including carbon steels, alloyed
steels, copper, aluminum, titanium, and tungsten),
electrical resistivity increases with temperature;
thus, a is a positive number. Table 3 consists of
the values of a for selected metals.

Figure 4 shows electrical resistivities of
some commonly used metals as a function of
temperature (Ref 1). For some electrically
conductive materials, the electrical resistivity
decreases with temperature, and therefore, the
value of a can be negative. For other materi-
als, resistivity is a nonlinear function of tem-
perature. At the melting point, the electrical
resistivity of metals is sharply increased. Grain
size has a pronounced effect on electrical
resistivity (i.e., higher r typically corresponds
to finer grains) as well as plastic deformation,
heat treatment, and some other factors. At the
same time, the effect of temperature and
chemical composition are two of the most pro-
nounced factors (Fig. 5).
It is important to remember that impurities

observed in metals and alloying elements dis-
tort the crystal structure and can affect the
behavior of r to a considerable extent. This is
particularly true for alloys (Ref 12–15). For
some binary alloys, the behavior of r versus
the concentration of alloying elements is repre-
sented by a bell-shaped curve. This curve often
has the maximum of electrical resistivity at the
concentration of alloying elements equal to
approximately 50% of the atomic weight (Ref
12–15). Figures 5 to 7 illustrate this phenome-
non. In most cases, however, instead of the
bell-shaped curve, electrical resistivity continu-
ously increases with concentration of alloys.
In contrast to bulk metals, some materials

(i.e., composites, powder metallurgy parts,
laminated materials) introduce additional
challenges in computer modeling due to the
anisotropic nature of physical properties mani-
festing itself in the directionally dependent
nature of thermal and electromagnetic proper-
ties, including electrical resistivity. Material
anisotropy can appreciably change the field
generated by the induction coil and heating
pattern.
One should not confuse electrical resistivity,

r (O �m), with electrical resistance, R (O).
The relationship between these parameters can
be expressed as:

R ¼ rl
a

(Eq 2)

where l is the length of the current-carrying
conductor, and a is the area of the conductor
cross section where the electric current is
flowing.
Magnetic Permeability. Relative magnetic

permeability, mr, indicates the ability of a mate-
rial to conduct the magnetic flux better than
vacuum or air, and mr is a nondimensional
parameter. Relative magnetic permeability has
a pronounced effect on coil calculations, com-
putation of electromagnetic field distribution,
and selection of process parameters.
The constant m0 = 4p � 10�7 H/m or Wb/

(A � m), is called the permeability of free space
(the vacuum). The product of relative magnetic
permeability and permeability of the free
space is called magnetic permeability, m, and

Fig. 3 Conventional induction heating system that con-
sists of a cylindrical workpiece surrounded by a

multiturn induction coil

Table 3 Temperature coefficient for some
metals

Metals (at room
temperature)

Temperature coefficient of resistance
(a), 1/�C

Aluminum 0.0043
Cobalt 0.0053
Copper 0.004
Gold 0.0035
Iron 0.005
Lead 0.0037
Nichrome 0.0004
Nickel 0.0069
Silver 0.004
Titanium 0.0035
Tungsten 0.0045
Zinc 0.0042

Source: Ref 17
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corresponds to the ratio of the magnetic flux
density (B) to the magnetic field intensity (H):

B

H
¼ mrm0 ¼ m or B ¼ mrm0H ¼ mH (Eq 3)

The relative magnetic permeability is closely
related to magnetic susceptibility by the follow-
ing expression:

mr ¼ wþ 1 or w ¼ mr � 1 (Eq 4)

In other words, magnetic susceptibility,w,
shows the amount by which mr differs from
unity.
Based on their magnetization ability, materi-

als can be divided into paramagnetic, diamag-
netic, and ferromagnetic (Ref 1, 12, 13).
Relative magnetic permeability of paramag-
netic materials is slightly greater than 1 (mr
> 1). The value of mr for diamagnetic materials
is slightly less than 1 (mr < 1). Due to insignifi-
cant differences of mr for both paramagnetic and
diamagnetic materials, those materials are sim-
ply called nonmagnetic materials in induction
heating practice. The relative magnetic perme-
ability, mr, of nonmagnetic materials is assumed
to be equivalent to that of air and is assigned a
value of 1. Typical nonmagnetic metals include
aluminum, copper, titanium, and tungsten. In
contrast to paramagnetic and diamagnetic mate-
rials, ferromagnetic materials exhibit an appre-
ciable value of relative magnetic permeability
(mr >> 1), including iron, cobalt, nickel, and
some rare earth metals, and are simply called
magnetic materials.
A material ferromagnetic property is also a

complex function of grain structure, chemical
composition, frequency, magnetic field inten-
sity, and temperature. As shown in Fig. 8(a),
the same kind of carbon steel at the same tem-
perature and frequency can have a different
value of mr due to differences in the intensity
of the magnetic field. For example, mr of mag-
netic steels commonly used in induction heat-
ing can vary from small values of mr = 3 or 4
to very high values exceeding 500, depending
on the magnetic field intensity (H) and temper-
ature (T). The temperature at which a ferromag-
netic body becomes nonmagnetic is called the
Curie temperature (Curie point). Figure 9
shows a dramatic illustration of the complex
relationship among mr, temperature, and mag-
netic field intensity for medium-carbon steel.
Figure 8(a) implies that magnetic permeability
always decreases with increasing temperature.
This is indeed the case in the majority of induc-
tion heating applications prior to hot working.
However, in a relatively weak magnetic field,
mr may first increase with temperature, and only
near the Curie point would it begin to drasti-
cally decline. Discussion of this phenomenon
is provided in Ref 1.
Chemical composition is another factor that

has a marked effect on the Curie point. The
Curie point of plain low-carbon steel corre-
sponds to the A2 critical temperature on the

Fig. 4 Electrical resistivity of some commonly used metals as a function of temperature. Source: Ref 1
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iron-iron carbide phase transformation diagram.
Therefore, even among plain carbon steels, the
Curie temperature may be noticeably different
due to the carbon content, as shown in Fig. 8
(b). For example, the Curie temperature of plain
carbon steel AISI 1008 is clearly different from
steel AISI 1060 (768 versus 732 �C, or 1414 ver-
sus 1350 �F). Depending on the heat intensity
(�C/s or �F/s), there can be some shifting of the
Curie temperature due to thermal hysteresis.

Electromagnetic Skin Effect and Current
Penetration Depth

One of the challenges in induction heating
arises from the necessity to provide the required
surface-to-core temperature uniformity. The
workpiece core tends to be heated slower than
its surface. The main reason for the heat deficit
in the core of the heated component is the skin
effect (Ref 1–6). The skin effect is considered
to be a fundamental property of induction heat-
ing representing a nonuniform distribution of an
alternating current within the electrical conduc-
tor cross section. This effect will also be
observed in any electrically conductive body
(workpiece) located inside an induction coil or
in its close proximity. Eddy currents induced
within the heated workpiece primarily flow in
the surface layer, or within the skin, where
86% of all induced power will be concentrated.
The thickness of this layer is called the refer-
ence depth or current penetration depth, d.
The value of the penetration depth varies with
the square root of the electrical resistivity and
inversely with the square root of frequency
and the relative magnetic permeability accord-
ing to Eq 5 and 6:

d ¼ 503

ffiffiffiffiffiffiffiffi
r
mrF

r
(Eq 5)

where r is the electrical resistivity of the metal,
measured in O�m; mr is the relative magnetic
permeability; F is the frequency in hertz (cycles
per second); and d is measured in meters, or:

d ¼ 3160

ffiffiffiffiffiffiffiffi
r
mrF

r
(Eq 6)

where d is measured in inches, and r is electri-
cal resistivity, measured in O�in.
Mathematically speaking, the penetration

depth, d, is the distance from the surface of
the conductor toward its core at which the cur-
rent decreases exponentially to 1/exp its value
at the surface. The power density at this dis-
tance will decrease to 1/exp2 its value at the
surface. Figure 10 illustrates the skin effect
appearance by showing the distribution of cur-
rent density and power density from the surface
of the cylinder workpiece toward the core (Ref
1, 11). As one can see from Fig. 10(b), at a dis-
tance equal to one penetration depth from the
surface (y = d), the current will equal 37% of
its surface value. However, the power density
will equal 14% of its surface value. From this,
it can be concluded that approximately 63% of
the current and 86% of the power in the work-
piece will be concentrated within a surface
layer of thickness d.
Analysis of Eq 5 and 6 shows that the pene-

tration depth has different values for different
materials and is also a function of frequency
and temperature. During the heating cycle, r
can increase to four to six times its initial value.
Therefore, the penetration depth increases cor-
respondingly during the process cycle, even
when heating nonmagnetic metals. Table 4
shows some penetration depths of metals that
are most commonly used with induction heating
versus temperature and frequency.
Equations 5 and 6 represent the definition of

current penetration depth in its classical form
and do not have a fully determined meaning
for magnetic materials below the Curie point,
because of the nonconstant distribution of mr
within the magnetic workpiece (Ref 1). In
engineering practice, when heating magnetic
materials, the value of relative magnetic perme-
ability at the surface of the workpiece, mr

surf, is
typically used to provide a determination of
those expressions in definite form. Table 5
shows the values of the penetration depth in
medium-carbon steel at an ambient temperature
(21�C) as a function of frequency and magnetic
field intensity, H, at the workpiece surface.
Figure 11 provides a general illustration of pen-

etration depth as a function of temperature when
heating ferromagnetic metals (Ref 1, 20). At the
beginning of the heating cycle, the current pene-
tration depth into the carbon steel slightly
increases because of the increase in electrical
resistivity with temperature. With a further rise
of temperature (at approximately 550 �C, or
1022 �F), mr starts to decrease at an accelerated

Fig. 5 Dependence of electrical resistivity on the addition of small amounts of various alloying elements to iron.
Source: Ref 12

Fig. 6 Electrical resistivity vs. percentage of alloying
elements in a copper-gold binary alloy.

Source: Ref 12

Fig. 7 Electrical resistivity of copper-nickel alloys at
different temperatures. Source: Ref 15
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pace. Near a critical temperature, Tc, known as the
Curie point, permeability drastically drops tounity
because the metal becomes nonmagnetic. After
heating above the Curie temperature, the penetra-
tion depth will continue to rise due to the increase
in electrical resistivity of themetal (Fig. 11).How-
ever, the rate of change is not as significant as it
was during the transition through the Curie tem-
perature. The variation of d during induction heat-
ing drastically changes the degree of skin effect.
Figure 12 shows typical variation (in folds) of
the current penetration depth of some metals dur-
ing induction heating prior to hot working.
An assumption of a distribution of current den-

sity along the workpiece thickness/radius as
always exponentially decreasing from the work-
piece surface toward its core is a substantially
simplified assumption. It is important to remem-
ber that this classical assumption is appropriate
only for a solid workpiece having constant electri-
cal resistivity and magnetic permeability. There-
fore, realistically speaking, this assumption can
be made for only some unique cases of induction
heating. For the great majority of induction heat-
ing applications, the temperature distribution dur-
ing different heating stages is not uniform, and
appreciable thermal gradients within the heated
workpiece are present. These temperature gradi-
ents result in nonuniform distributions of electri-
cal resistivity and relative magnetic permeability
within the workpiece, meaning that the classical
definition of current penetration depth that
assumes an exponential distribution of current
often does not fully apply and can lead to a deceiv-
ing result. A classical definition of d can only be
used for rough estimates for induction heating of
nonmagnetic materials (i.e., aluminum, copper,
and some stainless steels) and through heating of
magnetic steels at temperatures appreciably
exceeding the Curie point.

Magnetic-Wave Phenomenon

In such applications as surface hardening and
heating carbon steels to working temperatures
just above the Curie point, the power density

Fig. 8 Magnetic properties of steel. (a) Effect of temperature field intensity on relative magnetic permeability of
medium-carbon steel. (b) Effect of carbon content on Curie temperature of plain carbon steel at a heating

rate less than 70 �C/s. Source: Ref 1

Fig. 9 Relative magnetic permeability as a function
of magnetic field intensity (range 100 to 1500

A/in., or 39 to 590 A/cm) and temperature (range 10 to
750 �C, or 50 to 1382 �F). Source: Ref 55

Fig. 10 Skin effect. (a) Current density versus distance from surface. (b) Current density and power density
distributions as percentage versus penetration depth due to skin effect. Source: Ref 1
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distribution along the radius/thickness has a
unique wave shape, which differs significantly
from the commonly assumed, classical expo-
nential distribution. Here, the maximum power
density is located at the surface and decreases
toward the core. Then, at a certain distance
from the surface, the power density increases,
reaching a maximum value before again
decreasing. This magnetic-wave phenomenon

was introduced by Simpson (Ref 4) and Losins-
kii (Ref 3). They intuitively felt that there
should be conditions where the power density
(heat source) distribution would differ from that
of the commonly accepted classical exponential
form. They provided a qualitative description of
a magnetic-wave phenomenon based on intui-
tion. At that time, it was difficult to obtain a
quantitative estimation of this phenomenon
due to limited computer modeling power and
the lack of software that could simulate the

tightly coupled electrothermal processes taking
place in induction heating. Of course, it also
was not possible to measure the power/current
density distribution inside the solid body.
Research studies that applied advanced numeri-
cal computer modeling, conducted in the mid-
1990s (Ref 20), enabled a quantitative estima-
tion of this magnetic-wave phenomenon (also
known as the dual-properties phenomenon).
The magnetic-wave phenomenon is always

present during the transition from an initial
heating stage (below the Curie point) to a final
heating stage (appreciably above the Curie tem-
perature). Figures 13 and 14 show the results of
numerical computer modeling: temperature dis-
tribution and power density profiles at different
heating stages during in-line multicoil (Fig. 15)
induction heating of 75 mm (3 in.) diameter
carbon steel bars. The magnetic-wave phenom-
enon takes place during an interim heating
stage, when the workpiece temperature rises
from below the Curie temperature to above it.
In applications such as surface hardening, the
magnetic-wave phenomenon exists during the
majority of the heat cycle and plays a very
important role in the prediction of the final tem-
perature profile and hardened case depth. On
the other hand, in applications such as through
hardening, normalizing, or induction heating
of steels prior to hot working, the duration of
the transition (interim) stage is much shorter
compared with the hot heating stage (above
the Curie temperature). For example, the hot
stage when heating steels prior to forging is
usually 60 to 70% of the total heating time.
Here and in other similar applications, the mag-
netic-wave phenomenon has an insignificant
effect on the final temperature distribution.
More discussion on the magnetic-wave phe-
nomenon is provided subsequently and in the
article “Simulation of Induction Heat Treat-
ment” in this Volume.
Note that the magnetic-wave phenomenon

can also play an important role in some low-
temperature induction heating applications,
such as metal coating and plating. For example,
if a nonmagnetic, electrically conductive coat-
ing is applied to a carbon steel part, this phe-
nomenon can be quite pronounced, depending
on the applied frequency and thickness of the
nonmagnetic but electrically conductive surface
deposit.

Mathematical Modeling

Mathematical modeling is one of the major
factors in successful design of induction heating
systems. The choice of a particular theoretical
model depends on several factors, including
the complexity of the engineering problem,
required accuracy, time limitations, and cost
(Ref 1). Many mathematical modeling meth-
ods and software programs exist or are under
development. Work in this field is done at uni-
versities, including Michigan State University
(United States), Hannover University

Table 5 Penetration depth of carbon steel 1040 at ambient temperature of 21 �C (70 �F)

Magnetic field intensity

Frequency, Hz

60 500 3000 10,000 30,000 100,000

Penetration depth

A/mm A/in. mm in. mm in. mm in. mm in. mm in. mm in.

10 250 2.50 0.100 0.88 0.034 0.36 0.014 0.2 0.008 0.11 0.004 0.06 0.002
40 1000 4.70 0.185 1.63 0.064 0.67 0.026 0.36 0.014 0.21 0.008 0.12 0.005
80 2000 6.30 0.249 2.20 0.086 0.9 0.035 0.49 0.019 0.28 0.011 0.16 0.006
120 3050 7.76 0.306 2.69 0.106 1.1 0.043 0.6 0.024 0.35 0.014 0.19 0.007
160 4050 8.76 0.345 3.03 0.119 1.24 0.049 0.68 0.027 0.39 0.015 0.21 0.008
200 5100 9.63 0.379 3.33 0.131 1.36 0.054 0.75 0.029 0.43 0.017 0.24 0.009
280 7100 11.20 0.442 3.89 0.153 1.59 0.062 0.87 0.034 0.50 0.020 0.27 0.011

Table 4 Penetration depth of nonmagnetic metals measured in millimeters

Metal

T r Frequency, kHz

�C �F mV � m mV � in. 0.06 0.50 1 2.5 4 8 10 30 70 200 500

Aluminum 20 68 0.027 1.06 10.7 3.70 2.61 1.65 1.30 0.92 0.83 0.48 0.31 0.18 0.12
250 482 0.053 2.09 15.0 5.18 3.66 2.32 1.83 1.29 1.16 0.67 0.44 0.26 0.16
500 932 0.087 3.43 19.2 6.64 4.69 2.97 2.35 1.66 1.48 0.86 0.56 0.33 0.21

Copper 20 68 0.018 0.71 8.81 3.05 2.16 1.36 1.08 0.76 0.68 0.39 0.26 0.15 0.10
500 932 0.050 1.97 14.5 5.03 3.56 2.25 1.78 1.26 1.12 0.65 0.43 0.25 0.16
900 1652 0.085 3.35 19.3 6.67 4.72 2.98 2.36 1.67 1.49 0.86 0.56 0.33 0.21

Brass 20 68 0.065 2.56 16.6 5.74 4.06 2.56 2.03 1.43 1.28 0.74 0.48 0.29 0.18
400 752 0.114 4.49 21.9 7.60 5.37 3.40 2.69 1.90 1.70 0.98 0.64 0.38 0.24
900 1632 0.203 7.99 29.3 10.1 7.17 4.53 3.58 2.53 2.27 1.31 0.86 0.51 0.32

Stainless steel 20 68 0.690 27.2 53.9 18.7 13.2 8.36 6.61 4.67 4.18 2.41 1.58 0.93 0.59
800 1472 1.150 45.3 69.6 24.1 17.1 10.8 8.53 6.03 5.39 3.11 2.04 1.21 0.76

1200 2192 1.240 48.8 72.3 25.1 17.7 11.2 8.86 6.26 5.60 3.23 2.12 1.25 0.79
Silver 20 68 0.017 0.67 8.34 2.89 2.04 1.29 1.02 0.72 0.65 0.37 0.24 0.14 0.09

300 572 0.038 1.50 12.7 4.39 3.10 1.96 1.55 1.10 0.98 0.57 0.37 0.22 0.14
800 1472 0.070 2.76 17.2 5.95 4.21 2.66 2.10 1.49 1.33 0.77 0.50 0.30 0.19

Tungsten 20 68 0.050 1.97 14.5 5.03 3.56 2.25 1.78 1.26 1.12 0.65 0.43 0.25 0.46
1500 2732 0.550 21.7 48.2 16.7 11.8 7.46 5.90 4.17 3.73 2.15 1.41 0.83 0.53
2800 5072 1.040 40.9 66.2 22.9 16.2 10.3 8.11 5.74 5.13 2.96 1.94 1.15 0.73

Titanium 20 68 0.500 19.7 45.9 15.9 11.3 7.11 5.62 3.98 3.56 2.05 1.34 0.80 0.50
600 1112 1.400 55.1 76.8 26.6 18.8 11.9 9.41 6.65 5.95 3.44 2.25 1.33 0.84

1200 2192 1.800 70.9 87.1 30.2 21.3 13.5 10.7 7.54 6.75 3.90 2.55 1.51 0.95

Fig. 11 Typical variations of current penetration depth
during induction heating of a carbon steel

workpiece. Source: Ref 20

Fig. 12 Possible variation of current penetration depth
of various metals during induction heating.

Source: Ref 55
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(Germany), and Padua University (Italy);
research labs; inside large manufacturers of
induction heating machinery, such as Inducto-
heat, Inc.; and by specialized software-develop-
ing companies, such as Integrated Engineering
Software Inc., Infolytica Inc., MagSoft Corpo-
ration, COMSOL Group, Vector Fields Inc.,
ANSYS Corporation, Ansoft Corporation, ESI
Group, and others (Ref 19, 22–30).
A great majority of the commercial codes

used for computer modeling of induction heat-
ing processes are all-purpose programs that
were developed to be used in other areas of
engineering (for example, design of transfor-
mers, alternating current motors, antennas, and
nondestructive testing). It is important to be
aware that, unfortunately, many generalized
programs could experience difficulties in simu-
lating certain subtleties of the induction heating
process, including but not limited to:

� The presence of thermal refractory can have
steady-state or transient thermal conditions.

� Motion of heated workpiece. The heated bar
or billet can continuously move through sev-
eral in-line coils, or it can oscillate inside of
a multicoil induction line.

� The induction heating system may consist of
several power sources using different fre-
quencies and power levels.

� Multilayer and multiphase inductors can be
used.

Modern induction heating specialists rou-
tinely use a variety of numerical computer mod-
eling techniques that are based on finite-
difference, finite-element, mutual impedance,
and boundary-element methods. These

approaches are used in the simulation of both
electromagnetic and heat-transfer problems.
Each of these methods has certain advantages
and has been used alone or in combination with
others. In recent years, the finite-element
method became a dominant numerical simula-
tion tool for a variety of engineering applica-
tions, including mechanical engineering, fluid
flow, heat transfer, acoustics, and so on.
Although the finite-element method is a very
effective modeling technique for induction
hardening, stress relieving, and tempering
applications, it cannot be considered an ultimate
computational tool for all induction heating
applications. In some induction applications, a
combination of finite-difference and boundary-
element techniques or a combination of finite-
difference and mutual impedance techniques is
more effective (Ref 1, 30, 31). The appreciable
amount of time required for mesh generation
and process computation is an obvious draw-
back of using the finite-element method for
real-time control systems. Experience shows
that there is not a single universal computational
method that optimally fits all induction heating
applications. For each problem or family of sim-
ilar problems, certain numerical methods or
software programs are preferred. Taking into
consideration the specifics of a particular appli-
cation, it is advantageous to have a number of
subject-oriented and highly efficient programs
rather than searching for a single universal pro-
gram. The article “Simulation of Induction Heat
Treatment” in this Volume is devoted to a dis-
cussion of different numerical computation
approaches for coupled electromagnetic and
heat-transfer processes taking place in induc-
tion heating and induction heat treating.

In the fast-paced world economy, the ability
of induction heating manufacturers to minimize
the time between a customer request for a quote
and the quote itself is critical for a company’s
success. In contrast to academia, the fast pace
of industry often does not allow the luxury of
waiting several weeks or even days to obtain
the results of numerical modeling but instead
demands a quick estimate regarding the main
process parameters of an induction system.
Recognizing the significant benefits of using
numerical simulations, it is also important to
be able, within a few hours or even minutes,
to develop a general understanding regarding
the most critical parameters of a particular
induction heating system. This article focuses
on such techniques.

Rough Estimation of the Required
Power for Induction Heating

The selection of power, frequency, and coil
length in induction heating prior to metal hot
working is highly subjective and is affected by
designer past experience, the type of heated
metal, required temperature uniformity and
cycle time, application specifics, and so on.
One quick way to estimate a rough order of
magnitude of the required workpiece power
(Pw) is based on an average value of specific
heat, c, of the heated metal (Ref 1, 32, 33).
The specific heat, c, represents the amount of
required energy to be absorbed by a unit mass
of the workpiece to achieve a unit temperature
increase, measured in J/(kg � �C) or Btu/
(lb � �F). A high value of specific heat corre-
sponds to a high required power to heat a unit
mass to a unit temperature. The values of the
specific heat of some commonly used metals
are shown in Fig. 16 (Ref 8, 35–37).
Equation 7 allows the estimation of the kilo-

watts required to be induced by induction coil
within the heated workpiece (i.e., billet or bar)
in order to provide the required rise of an aver-
age temperature at the required production rate:

Pw ¼ mc
Tf � Tin

t
(Eq 7)

where m is the mass of the heated workpiece in
kilograms; c is the average value of the specific
heat, measured in J/(kg � �C); Tin and Tf are the
average values of the initial and final tempera-
tures, respectively, in �C; and t is the required
heat time in seconds.

Methods for Heating Copper Billet

Example 1: Copper Billet. To heat a copper
cylinder (0.12 m outside diameter, 0.4 m long)
from ambient temperature (20 �C, or 68 �F) to
an average temperature of 620 �C (1148 �F) in
120 s, the power required to be induced within
the workpiece can be determined according to
Eq 7. In this case, the mass of the heated metal
can be calculated as:

Fig. 13 In-line induction billet heating. Time history of surface, core, and average temperatures. Source: Ref 21
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m ¼ pD2

4
ly ¼ 3:14� 0:122

4
� 0:4� 8:91� 103

¼ 40:3 kg

where g is the density in kg/m3 (for copper, g =
8.91 � 103 kg/m3); D is the outside diameter in
meters; and l is the billet length in meters. c =
420 J/(kg � �C) can be used as an average value

of the specific heat of copper in the temperature
range of 20 to 620 �C. Therefore, applying Eq
7, the power required to be induced within the
workpiece (Pw) should be as follows:

Pw ¼ mc
Tf � Tin

t
¼ 40:3� 420� 620� 20

120
¼ 84; 630W ¼ 84:6 kW

Example 2: Alternate Method for Copper
Billet. Some practitioners prefer using the
value of the heat content of the material instead
of a specific heat for determining the value of
Pw. Heat content (HC) is measured in kW �
h/t. In this case, Eq 7 can be rewritten as:

Pw ¼ HC� Production (Eq 8)

where production is measured in t/h.
Figure 17 shows the heat content values for

commonly used metals. As an example, the
required power (Pw) is calculated for the previ-
ous example using the heat content value. From
Fig. 17, the required heat content value would
be approximately equal to 70 kW � h/t:

Production ¼ 40:3 kg

120 s
¼ 0:0403t

0:033 h
¼ 1:22 t=h

Pw ¼ HC� Production ¼ 70� 1:22 ¼ 85:4 kW

Such simplified formulas as Eq 7 and 8 are
convenient to use in applications such as induc-
tion heating of the classical-shaped workpieces
(i.e., billets, bars, slabs, blooms, tubes, pipes,
etc.) where relatively uniform through heating
is required. These formulas have the advantage
of providing a quick estimate of the value of the
required workpiece power (Pw). It is important
to remember that power induced in the work-
piece (Pw) does not have a constant value dur-
ing the heating cycle and varies depending on
the change in electrical resistivity and relative
magnetic permeability of the heated material.
This is why, instead of using Pw, the value of
Pav
w (meaning an average power per heating

cycle) is often used for rough estimation.

Total Efficiency of the Coil

Power (Pw) does not represent the required
power at the coil terminals (the so-called coil
power). Equation 9 provides a correlation
between the required average coil power (Pav

c )
and the required average workpiece power (Pav

w ):

Pav
c ¼ Pav

w

Z
(Eq 9)

where Z is the coil total efficiency.
According to Eq 10, the total efficiency of

the induction coil (Z) is a combination of both

Fig. 14 Power density and temperature profiles at different bar positions (refer to Fig. 13) inside an in-line induction
heater. Source: Ref 21

Fig. 15 In-line multicoil induction bar/billet heater.
Courtesy of Inductoheat, Inc.

Fig. 16 Specific heat capacity of some commonly used metals vs. temperature. Source: Ref 1
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coil electrical efficiency (Zel) and coil thermal
efficiency (Zth):

Z ¼ Zel Zth (Eq 10)

where both Zel and Zth are in the range of 0 to 1.

Defining Electrical and Thermal
Efficiencies

Coil Electrical Efficiency. The value of Zel

represents the amount of electrical losses
(Pel

loss) compared to the power induced in the
workpiece (Pav

c ) according to:

Zel ¼
Pav
w

Pav
w þ Pel

loss

(Eq 11)

where Pel
loss includes power loss in actual coil cop-

per turns (Pturns
loss ) and power loss in electrically

conductive bodies located in the inductor sur-
rounding (Psur

loss) and can be determined as:

Pel
loss ¼ Pturns

loss þ Psur
loss (Eq 12)

The value of Psur
loss represents an undesirable heat-

ing of tools, liners, flux concentrators, magnetic
shunts, fixtures, enclosures, support beams, and
other electrically conductive structures that are
located near the induction coil and where appre-
ciable eddy currents can be induced.
As shown in Ref 33, when heating a solid

cylinder in a long solenoidal coil, the value of
Zel can be calculated according to:

Zel ¼
1

1þ D0
1

D0
2

r1
r2

d1
d2

¼ 1

1þ D0
1

D0
2

ffiffiffiffiffiffiffi
r1
mrr2

q (Eq 13)

where D1
0 is an equivalent coil inside diameter,

D1
0 =D1 + d1;D2

0 is an equivalent outside diame-
ter of a cylinder,D2

0 =D2� d2; d1 and d2 are cur-
rent penetration depths in the coil copper and
cylinder (workpiece), correspondingly; r1 and
r2 are electrical resistivities of the coil and work-
piece, respectively; and mr is the relative magnetic
permeability of the cylinder.
Equation 13 has been obtained under the fol-

lowing assumptions:

� The skin effect is pronounced.
� The coil is a stand-alone electrical device,

and there are no electrically conductive
structures located in its proximity.

� The inductor is a single-layer, infinitely
long, and tightly wound solenoid producing
a homogeneous magnetic field without any
disturbances and flux leakage.

� Electrically thick copper tubing is used for
coil fabrication.

The ratio:

D0
1

D0
2

ffiffiffiffiffiffiffiffiffi
r1
mrr2

r

is called the coil electrical efficiency factor
(Ref 33). High coil electrical efficiency corre-
sponds to the low value of the electrical effi-
ciency factor. Therefore, high coil electrical
efficiency takes place when heating magnetic
workpieces that have high electrical resistivity
(assuming an absence of eddy current cancella-
tion within the heated workpiece), using the
smallest possible coil-to-workpiece gap (D1/D2

! 1). For example, a coil electrical efficiency,
Zel, when heating carbon steel cylinders below

the Curie temperature is usually in the range
of 0.8 to 0.95. In contrast, when heating billets
made from silver or copper to low temperatures
using conventional solenoid inductors, Zel is
typically in the range of 0.35 to 0.45.
When heating rectangular bodies, including

slabs, round-cornered square bars, and plates, Eq
13 instead of Eq 12 should be applied (Ref 33):

Zel ¼
1

1þ F1

F2

ffiffiffiffiffiffiffi
r1
mrr2

q (Eq 14)

where F1 and F2 are equivalent perimeters of
the rectangular coil openings and heated slab,
correspondingly.
The coil efficiency of induction heaters is a

complex function of several design parameters,
including but not limited to the coil-to-workpiece
radial gap, physical properties of the heatedmetal,
presence of magnetic flux concentrators and Fara-
day rings, length of the coil, and applied fre-
quency. As an illustration, Fig. 18 shows that
there will be high coil electrical efficiency when
the frequency is greater than F1, which corre-
sponds to a ratio of cylinder outside diameter
(OD) to current penetration depth (d) greater than
three (OD/d > 3). The use of a frequency that
results in a ratio of OD/d > 8 will only slightly
increase the coil efficiency. The use of very high
frequencies (frequency > F2) tends to decrease
the total efficiency due to higher transmission
losses and decreased thermal efficiency, because
it will require a long heat time to provide the suf-
ficient surface-to-core temperature uniformity.
Coil electrical efficiency will dramatically
decrease if the chosen frequency results in a ratio
of OD/d< 3 (frequency less than F1, Fig.18). This
takes place due to the cancellation of induced
eddy currents circulating in the opposite sides of
the solid cylinder (Ref 1).
Coil Thermal Efficiency. The value of Zth

designates coil thermal efficiency and repre-
sents the amount of heat losses (Pth

loss) during
the whole heating cycle compared to actual
heating power and can be determined as:

Fig. 17 Heat content of metals when heating to various temperatures. Source: Ref 1
Fig. 18 Coil electrical efficiency (arbitrary units) vs.

frequency (arbitrary units). Source: Ref 1
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Zth ¼
Pav
w

Pav
w þ Pth

loss

(Eq 15)

Pth
loss includes heat losses from the workpiece sur-

face due to radiation and convection as well as
heat loss due to thermal conduction (for example,
heat conduction losses from the billet to water-
cooled liners, guides, or support structures).
Thermal insulation (thermal refractory) of the

induction coil significantly decreases heat losses
from the workpiece surface. It is fabricated from
poor thermal-conductive materials. Accurate esti-
mation of the value of Pth

loss can be determined
after numerical computer modeling, which is dis-
cussed in the article “Simulation of Induction
Heat Treatment” in this Volume. At the same
time, there are several empirical formulas that
allow one to obtain a rough estimate of those
losses. Some of those recommendations are
provided in Ref 34 for cylindrical coils with con-
crete blocks used as a refractory. According to
those recommendations, the value of surface ther-
mal losses can be determined as:

Pth
loss ¼ 3:74� 10�2 l

lg D1
D3

� � (Eq 16)

where Pth
loss is the heat loss from the workpiece

surface in kilowatts; l is the coil length in cen-
timeters; D1 is the inside diameter of the induc-
tion coil in centimeters; and D3 is the inside
diameter of the refractory in centimeters.
At this point, it would be beneficial to review

threemodesofheat transfer that are related toPth
loss.

Three Modes of Heat Transfer—
Thermal Conduction, Thermal
Convection, and Thermal Radiation

In induction heating, all three modes of heat
transfer—conduction, convection, and radia-
tion—are present (Ref 1, 38–46).

Thermal Conduction

Heat is transferred by thermal conduction
from the high-temperature regions of the work-
piece toward the low-temperature regions.
Fourier’s law is the basic law that describes
heat transfer by conduction:

qcond ¼ �k gradðTÞ (Eq 17)

where qcond is the heat flux by thermal conduc-
tion, k is a coefficient of thermal conductivity,
and T is temperature.
As can be seen from Eq 17, according to Four-

ier’s law, the rate of heat transfer in a workpiece is
proportional to the temperature gradient (temper-
ature difference) and the value of thermal conduc-
tivity. In otherwords, a substantial surface-to-core
temperature differential and a high value of ther-
mal conductivity of the metal result in intensive
heat transfer from the hot surface of theworkpiece
toward its colder core. Conversely, the rate of heat

transfer by thermal conduction is inversely pro-
portional to the distance between regions with dif-
ferent temperatures.
Thermal conductivity, k, designates the rate at

which heat travels across the workpiece. A mate-
rial with a high k-value conducts the heat faster
than amaterialwith a low k. In choosing amaterial
for an inductor refractory, a lower value of k is
preferable, corresponding to high thermal effi-
ciency (Zth) and lowerheat losses that leak through
a refractory. On the other hand, when the thermal
conductivity of the heatedmetal is high, it is easier
to obtain a uniform temperature distribution
within theworkpiece.Thiswouldbeadvantageous
in through-heating applications such as heating
prior tohotworking, throughhardening, normaliz-
ing, annealing, and so on. However, in selective
heating applications (for example, bar-end heat-
ing, Fig. 19), a high value of k is quite often a dis-
advantage because of its tendency to provide an
intense heat transfer in the axial direction, equaliz-
ing (soaking) the temperature distribution. This
leads to heating not only in theworkpiece area that
is required to be heated but also in a much greater
area, resulting in an appreciable heating of the
bar shank due to thermal conduction (the so-called
cold sink effect). Heat flow that occurs due to the
heat sink effect not only leads to a redistribution
of the temperature pattern but also affects the
amount of total mass of the metal being heated,
which directly affects the total amount of required
energy, for example. The values of thermal con-
ductivity of some commonly used metals are
shown in Fig. 20 (Ref 35–41). As may be noted,
thermal conductivity is a nonlinear function of
temperature.

Thermal Convection

Heat transfer by convection is carried out
by fluid, gas, or air (i.e., from the surface of
the heated workpiece to the surrounding area).
The well-known Newton’s law can describe
the convection heat transfer (Ref 37–42). It
states that the heat-transfer rate is directly pro-
portional to the temperature difference between
the workpiece surface and the ambient area:

qconv ¼ aðTs � TaÞ (Eq 18)

where qconv is the heat flux density by convec-
tion, measured in W/m2 or W/in.2; a is the con-
vection surface heat-transfer coefficient,
measured in W/(m2 � �C) or W/(in.2 � �F); Ts
is the surface temperature in �C or �F; and Ta
is the ambient temperature in �C or �F.
The convection heat-transfer coefficient is

primarily a function of the thermal properties
and geometry of the workpiece; the thermal
properties of the surrounding air, gas, or fluids;
and their viscosity or the velocity of the heated
workpiece if it moves or rotates at an apprecia-
ble speed (e.g., induction heating of a fast-
moving strip or spinning shaft). It is particularly
important to take this mode of heat transfer into
account when designing low-temperature
induction heating applications where convec-
tion losses often exceed surface heat losses
due to thermal radiation.
In different applications, a magnitude of con-

vection losses can vary dramatically depending
on the surface temperatures of the workpiece
and the outside temperature as well as workpiece
geometry, its surface conditions, the presence of
refractory, andwhether it is free or forced convec-
tion. The heat losses due to forced convection can
be substantially higher (i.e., often five- to tenfold
greater) compared to free convection losses of
the stationary heated workpiece.
There are several empirical formulas that can

provide a rough engineering estimation of the
free convection losses, qconv, including Eq 19
(Ref 47) and Eq 20 (Ref 48):

Fig. 19 Induction bar-end heater. Courtesy of Induc-
toheat, Inc.

Fig. 20 Thermal conductivity of some commonly
used metals vs. temperature. Source: Ref 1
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qconv ¼ 1:86ðTs � TaÞ1:3ðW=m2Þ (Eq 19)

qconv ¼ 1:54ðTs � TaÞ1:33ðW=m2Þ (Eq 20)

where Ts and Ta are the surface temperature and
ambient temperature, correspondingly, in �C.
Example 3: Free Convection Heat Loss.

The free convection heat loss density from the
workpiece surface heated to 640 �C into the sur-
rounding ambient atmosphere (Ta = 20 �C) is cal-
culated using each formula. According to Eq 19:

qconv ¼ 1:86� 6201:3

qconv ¼ 7:94 kW=m2

According to Eq 20:

qconv ¼ 1:54� 6201:33

qconv ¼ 7:97 kW=m2

Convection heat-transfer mode plays a particu-
larly important role in the quenching process
where the surface heat-transfer coefficient is
associated with the cooling intensity during
quenching.

Thermal Radiation

Radiation Mode of Heat Transfer. In the
third mode of heat transfer, which is thermal
radiation, the heat may be transferred from the
hot workpiece into a nonmaterial region (vac-
uum). The effect of heat transfer by thermal
radiation can be introduced as a phenomenon
of the electromagnetic energy propagating due
to a temperature difference (Ref 36–46). This
phenomenon is governed by the Stefan-Boltz-
mann law of thermal radiation, which states
that the heat-transfer rate by radiation is propor-
tional to a radiation-loss coefficient, Cs, and the
value of Ts

4 – Ta
4.

Because radiation losses are proportional to the
fourth power of temperature, these losses are the
major part of the total surface heat losses in
high-temperature applications (for example,
induction heating prior to forging). The radiation
heat-loss coefficient includes emissivity, radiation
shape factor (the view factor), and surface condi-
tions. For example, the value of emissivity
increases with increased surface oxidation. At
the same time, polished metal radiates noticeably
less heat to the surroundings than will nonpol-
ishedmetal. A comparison of emissivities of some
common polished metals versus nonpolished
metals is shown in Table 6.
The radiation heat-loss coefficient can be

determined approximately as Cs = ss e, where

e is the emissivity of the metal, and ss is the
Stefan-Boltzmann constant (ss = 5.67 � 10�8

W/(m2 � K4)). Figure 21 shows radiation heat-
loss density as a function of temperature and
e. Similar to convection losses, there is a for-
mula that provides a rough engineering estima-
tion of the free radiation losses, qrad (Ref 34):

qrad ¼ 5:67

� 10�8e½ðTs þ 273Þ4 � ðTa þ 273Þ4�ðW=m2Þ
(Eq 21)

For example, freely radiated carbon steel slab
(e = 0.8) at a temperature of 1200 �C (2192
�F) loses into the surrounding atmosphere (Ta
= 20 �C) the amount of heat that corresponds
to the value of radiation loss density of:

qconv ¼ 5:67� 10�8 � 0:8� ð14734 � 2934Þ
¼ 213� 103 W=m2 ¼ 213 kW=m2

The previously described estimation of radia-
tion heat losses is a valid assumption for classi-
cal workpiece geometry when there is free heat
radiation from a heated body into the surround-
ings. However, there are some applications
where the radiation heat-transfer phenomenon
can be complicated and such a simple approach
would not be valid. Details regarding subtleties
of three modes of heat transfer can be found in
Ref 36 to 46.
As discussed previously, in conventional

induction heating, the heat transfer by convec-
tion and thermal radiation reflects the value of
surface heat losses. Its high value reduces the
total efficiency of the induction heater. As
expected, these heat losses are highly nonlinear.
Analysis shows (Fig. 22) that convection losses
are the major part of the surface heat losses in
low-temperature induction heating applications
(i.e., aluminum, lead, zinc, tin, and magnesium;
steel at a temperature lower than 350 �C, or 662
�F). In the majority of hot working applications
(i.e., induction heating of steels, titanium, tung-
sten), thermal radiation losses are much greater
than convection losses, representing the major
portion of total surface heat losses.
It is wise to remember that according to Eq

10, the total efficiency of the induction coil is
a product of both coil electrical efficiency and
coil thermal efficiency. Nearly all coils used
in induction heating prior to hot working use
thermal insulation (i.e., refractory or liners)
positioned between the coil and the heated
workpiece. Besides reducing the heat losses
from the workpiece surface and increasing ther-
mal efficiency, the thermal insulation protects

the coil windings from heat exposure by acting
as a thermal barrier. At the same time, the use
of refractory results in the need for extra space
for its installation, resulting in a larger coil
diameter and consequently a larger coil-to-
workpiece electromagnetic gap. This deterio-
rates coil-to-workpiece electromagnetic cou-
pling and, in turn, decreases coil electrical
efficiency (Fig. 23).
Therefore, on one hand, thermal refractory

(heat insulation) allows improvement of coil
thermal efficiency. On the other hand, it
reduces coil electrical efficiency. A decision to
use or not to use the refractory is always a rea-
sonable compromise. In some cases, it is more
energy- and cost-efficient not to use any refrac-
tory and minimize the coil-to-workpiece gap,
thus maximizing coil electrical efficiency as is
typically done in induction hardening, brazing,
soldering, and other applications that apply rel-
atively short heat cycles and high frequencies.

Table 6 Comparison of emissivities, «, of some commonly used polished metals vs.
nonpolished metals

Surface condition Aluminum Carbon steel Copper Brass and zinc

Polished 0.042–0.053 0.062 0.026–0.042 0.03–0.039
Nonpolished, oxidized 0.082–0.40 0.71–0.8 0.24–0.65 0.21–0.50

Source: Ref 1

Fig. 21 Variation of the thermal radiation-loss density
vs. temperature and emissivity (e). Source: Ref 1

Fig. 22 Convection and thermal radiation heat losses
versus temperature in typical induction heat-

ing applications. Source: Ref 32
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In other cases, it is advantageous to use refrac-
tory, thereby minimizing surface heat losses
and overpowering the reduction of electrical
efficiency with substantial improvement in ther-
mal and total efficiency. This usually takes
place in induction bar and billet heating prior
to forging, rolling, and extrusion. Numerical
computer modeling helps make an appropriate
decision whether it is advantageous to use or
not to use a thermal refractory.

Surface-to-Core Temperature
Uniformity

It is typically much easier to provide surface-
to-core temperature uniformity for metals with
high thermal conductivity, such as aluminum,
silver, or copper. Metals with poor thermal con-
ductivity, including stainless steel, titanium,
and carbon steel, require extra care to obtain
the desired temperature uniformity. This extra
care includes proper selection of heating mode,
frequency choice, process time, and other
parameters.
Figure 24 shows the time-temperature curve

that is typical for the static mode (Fig. 2a) of
heating a nonmagnetic solid cylinder. Immedi-
ately after the beginning of heating, the surface
temperature and average temperature begin to
rise. In contrast, the core temperature starts to
grow after some delay. If the material proper-
ties are constant and surface heat losses are
absent, then at a certain time, a steady state will
take place (a linear region) where all three tem-
peratures (surface, average, and core) are repre-
sented by three parallel lines (solid lines in Fig.
24). As soon as the power is cut off, the surface
temperature decays rapidly due to heat conduc-
tion toward a cooler core; similarly, the core
temperature would continue to rise although
no power is applied to the induction coil.
In reality, the surface-to-core temperature

differential starts to decline before the soaking
stage begins (dotted curve in Fig. 24 represents
a realistic surface temperature rise). This takes
place due to the increasing surface heat losses
with temperature and an increase of current

penetration depth, d. It should be mentioned
that the soaking stage can take place when the
heated workpiece is inside the induction coil
and/or during transfer of the heated workpiece
to the next metalworking operation. The latter
approach allows the total process time to be
minimized (Ref 1, 10).
To reduce the heating time while providing

required surface-to-core temperature unifor-
mity, power pulsing can be applied (Fig. 25).
Power pulsing refers to a technique that applies
short bursts of power of greater magnitude than
in the previously discussed case (Fig. 24), thus
permitting a maximum allowable temperature
to be quickly reached, which, in turn, leads to
more intense heat flow from the surface toward
the core. Pulse heating consists of a series of
“Heat ON” and “Heat OFF” cycles, allowing
the maintenance of maximum permissible sur-
face temperature until the desired average tem-
perature and uniformity are obtained.
Depending on the application specifics, the pro-
cess time reduction with pulse heating can
exceed 40% compared to the conventional heat-
ing mode (Ref 1).
Although Fig. 25 illustrates typical time-tem-

perature profiles during static pulse heating,
similar curves can also represent progressive
multistage heating and continuous heating
modes as well. In these cases, the time axis
represents the length of the induction heating
line (Fig. 13 and 15). Bursts of power would
represent the power of a respected in-line coil.
Each coil may be of different lengths, having
different windings, and/or can be individually
fed from different power supplies with the abil-
ity to adjust the output power and frequency, or
certain coils can also have series/parallel elec-
trical connections being fed by a single

inverter. The previously described rough-esti-
mation techniques can be used to obtain the
powers of each in-line coil. However, it is
important to remember that simplified formulas
typically fall short in revealing process details
such as the prediction of transit and final tem-
perature distributions. Numerical modeling is
typically required in order to obtain accurate
surface-to-core temperature profiles (Fig. 14)
within the heated workpiece at different heating
stages.

Length of Induction Line

The determination of the length of the coil
line is another important step in specifying an
induction heating system. In making the deci-
sion of how long the induction line needs to
be, it is actually determining the time required
for heating the workpiece to an acceptable tem-
perature condition. The minimum required
length of induction line is a complex function
of various factors including the workpiece
geometry, applied frequency, heating mode,
power density, maximum permissible tempera-
ture, material properties, the required heat uni-
formity, and production rate.
Numerical computation (for example, using

the software ADVANCE and some other
numerical codes) can be helpful in making a
decision regarding the required coil length as
well as other important coil design parameters.
A rough estimate for determining the minimum
heat time and coil length for progressive or con-
tinuous heating when heating low and medium
plain carbon steel cylinders from ambient tem-
perature to the typical forging temperatures

Fig. 23 Electrical and thermal efficiencies of induc-
tion coil vs. thermal refractory thickness. All

arbitrary units. Source: Ref 1

Fig. 24 Time-temperature profile during static heating
of a nonmagnetic solid cylinder. Broken line

is surface temperature with thermal losses considered
Fig. 25 Power pulsing can reduce induction heating

stabilization time. Source: Ref 1
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can be obtained using the empirical Eq 22 and
23 (Ref 48, 49):

Minimum heat time ¼ Ktime � D2 (Eq 22)

Minimum coil length ¼ Klength � PR (Eq 23)

where time is measured in seconds, D is the
diameter of the solid cylinder, Ktime is a coeffi-
cient that depends on the units of diameter D
(Ktime = 25 if D is measured in inches; Ktime =
38,750 if D is measured in meters), and PR is
production rate. If PR is measured in pounds/
hour, then the length is measured in inches,
and Klength = 0.03. If PR is measured in kilo-
grams/hour, then length is measured in meters,
and Klength = 0.00168. These expressions
assume a conventional coil design (profiled or
accelerated coil design approaches are
excluded). Numerical computer modeling pro-
vides better accuracy in estimating required coil
length (see the article “Simulation of Induction
Heat Treatment” in this Volume).

Selection of Coil Copper Tubing

The great majority of induction coils are
water cooled. Rectangular or round copper tub-
ing is typically used for fabrication of coils for
metal hot working. Copper tubing is naturally
profiled for the water passage. It is important
to make sure that the water passage is sufficient
in extracting the heat generated within the coil
turns due to Joule losses and heat transfer from
the heated workpiece. The amount of heat
(kilowatts) required to be dissipated by water
cooling can be estimated based on power
losses, Pturns

loss , in coil copper turns. This is deter-
mined based on total coil efficiency, Z, and coil
power, Pc, according to the expression
Pturns
loss ¼ Pc � ð1� ZÞ � KR, where KR is a dimen-

sionless coefficient representing an amount of
heat being absorbed by the induction coil due
to heat leakage through the refractory (if used)
or the amount of heat transferred from the sur-
face of the heated workpiece to the coil turns
due to the heat convection and thermal radia-
tion (if refractory is not used). For induction
forging applications, KR is usually within the
range of 1.05 to 1.15.
Tube wall thickness should be chosen based

on the operating frequency that directly affects
the current penetration depth in the coil copper
(dCu). The minimum copper tubing wall thick-
ness should increase as the frequency
decreases. For example, a system with low
operating frequency requires a thicker wall tube
than a high-frequency system. To minimize coil
electrical losses, the wall thickness of copper
tubing that faces the heated workpiece should
be greater than 1.6dCu. An excessive coil cop-
per loss will take place if the tubing wall is
smaller than 1.6dCu, resulting in a reduction in
coil efficiency. The copper tubing wall may be
thicker than calculated according to the sug-
gested expression, because it may not be

mechanically reliable to use too-thin wall tub-
ing due to the mechanical flexing caused by
electromagnetic forces. As frequency is low-
ered, more attention must be paid to coil sup-
port because there is more vibration at lower
frequencies, especially at the turns near both
ends of multiturn solenoid coils (Ref 1, 50).

Electromagnetic Forces

A current-carrying conductor placed in a
magnetic field experiences a force that is pro-
portional to the current and magnetic flux den-
sity (Ref 1, 50, 51). Thanks to Ampere and
Biot-Savart, this force is quantified. If a cur-
rent-carrying element (dl), carrying a current
(I), is placed in an external magnetic field (B),
it will experience a force (dF), according to:

dF ¼ I � B dl ¼ I B dl sinf (Eq 24)

where F, I, and B are vectors, and f is the angle
between the direction of the current, I, and the
magnetic flux density, B.
In SI units, the force is measured in Newtons

(1 N = 0.102 kg-force = 0.225 lb-force). Figure
26 shows that the direction of the magnetic
force experienced by the element dl of the cur-
rent-carrying conductor placed in an external
magnetic field B can be determined based on
the left-hand rule. According to the rule, if the
middle finger of the left hand follows the direc-
tion of current flow and the pointer finger fol-
lows the direction of the magnetic flux of the
external field (magnetic field lines head into
the palm), then the thumb will show the direc-
tion of the force.
It is important to remember from Eq 24 that

if the angle (f) between the direction of the
current (I) and magnetic field (B) is equal to
zero, then sinf = 0, and therefore, no force will
be experienced by the current-carrying conduc-
tor. In other words, if the current-carrying con-
ductor is parallel to an external magnetic field,
it will not experience any force from that field.
If two current-carrying conductors (such as

bus bars or coil copper turns) having currents
flowing in opposite directions are located near
each other, then each conductor will experience
forces oriented in the opposite direction (Fig.
27a) that attempt to separate the conductors,
F12 = –F21. In contrast, if two conductors are
carrying currents oriented in the same direction
(Fig. 27b), the resultant forces will act as attrac-
tive forces, compressing conductors toward

each other, F12 = F21. What follows are simpli-
fied calculations of attractive magnetic forces
occurring between two thin wires, each carry-
ing a current of 200 A and separated by a dis-
tance of 20 mm (0.8 in.). According to basic
electromagnetics, each of the parallel current-
carrying wires produces a magnetic field
according to the equation:

B ¼ m0I=2pR (Eq 25)

where R is the radial distance between the wires
(Fig. 28). Therefore, the magnetic force experi-
enced by the second wire, according to Eq 24,
will be:

Element of current
carrying conductor

F

B

ϕ
I d1

Fig. 26 Left-hand rule of magnetic force (F) on current
element (Idl) caused by magnetic flux (B)

Fig. 27 Magnetic force in current-carrying conductors
1 and 2. (a) Current flow in opposite direction.

(b) Current flow in same direction. Source: Ref 1

Fig. 28 Magnetic interaction between two thin wires.
Source: Ref 1
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F ¼ I2ðm0I1=2pRÞl

and the force per unit length will be:

F=l ¼ I2ðm0I1=2pRÞ

In this case, the force per unit length will be:

F=l ¼ ½4p� 10�7 Wb=ðA�mÞð200AÞ2�=2pð0:02mÞ
¼ 0:4N=m

These phenomena can also be applied to a mul-
titurn solenoid coil (Fig. 29). Alternating volt-
age applied to a multiturn solenoid results in a
current flow within it, producing electromag-
netic forces. Because the currents flowing in
each turn of the multiturn solenoid are oriented
in the same direction, the turns will experience
longitudinal compressive stresses. Assuming an
infinitely long solenoid and a homogeneous
magnetic field, it can be shown that the longitu-
dinal magnetic pressure, fl (density of the mag-
netic force in N/m2), inside the infinitely long
and homogeneous solenoid can be expressed as:

fl ¼ Fl=Area ¼ m0H
2
t =2 ¼ B2

t =ð2m0Þ (Eq 26)

where Ht is the root mean square tangential
component of the magnetic field intensity, H:

Ht ¼ NI=l (Eq 27)

where N represents a number of turns of the long
solenoid, l is its length, and I is its current. At the
same time, the turns of the solenoid experience
tensile forces in the radial direction, because the
current flowing on the opposite side of each turn
is oriented in the opposite direction. The radial
tensile magnetic pressure, fR, can be described as:

fR ¼ m0H
2
t =2 ¼ B2

t =ð2m0Þ (Eq 28)

Another assumption used when deriving Eq
26 and 28 is that the solenoid is empty or con-
sists of an infinitely long nonmagnetic load
with a constant electrical resistivity. It must be
emphasized that because eddy currents induced
by the induction coil within the heated work-
piece are oriented in a direction opposite to that
of the coil current, the coil turns experience ten-
sile magnetic pressure, whereas the workpiece
is under compressive pressure. To provide a
rigid and reliable coil design, this magnetic
pressure should be taken into consideration.

Coil End Effects

The discussion so far has considered only an
infinitely long solenoid. However, when the
workpiece and, in particular, induction coil are
of finite length (which is the realistic case),
the electromagnetic end and edge effects have
a pronounced impact on the orientation, magni-
tude, and distribution of the magnetic forces.
Electromagnetic end and edge effects are dis-
cussed in detail in Ref 1 and 51 to 54.
Two typical examples are shown in Fig. 30. If a

nonmagnetic bar is partially placed inside a multi-
turn inductor (for bar-end heating, for example),
the magnetic force will be trying to eject the bar
from the coil (Fig. 30a). Stronger forces appear
when heating bars of low-electrical-resistivity
metals (suchas aluminum, copper, or brass).How-
ever, the situation is quite different when a mag-
netic bar (carbon steel, nickel, or cast iron, for
instance) is partially placed inside a multiturn
inductor (Fig. 30b). The resulting force is a combi-
nation of two forces: one resulting from the
demagnetization effect, which attempts to remove
the bar from the inductor, and the other resulting
from the magnetization effect, which attempts to
pull the bar toward the center of the coil (Ref 1,
51, 54).The force due tomagnetization is typically
the stronger of the two, resulting in the net force,
which attempts to pull the bar inside the coil.
In most induction heating applications, the

electromagnetic (EM) force has a complex
three-dimensional distribution. Depending on
application specifics, one of three force compo-
nents—longitudinal (axial), radial, or hoop
(tangential)—may be significantly greater than
the others. It is important to remember that
three-dimensional distribution of forces is also
a function of the geometry of the system, and

its magnitude and orientation can vary appre-
ciably during the heating cycle.
It is obvious that the basic formulas discussed

previously can be applied only in simplified
cases. For the majority of induction heating appli-
cations, only numerical computer modeling study
can help a designer to accurately predict EM
forces experienced by the inductor, heated work-
piece, and other components of the induction sys-
tem and what actions should be taken to fabricate
robust and reliable coil designs. For example,
experienced users of induction forging equipment
who are involved in maintaining multiturn forge
coils are likely to have noticed that failure of such
inductors is often associated with the failure of
turns located at its ends (Ref 1, 51, 54). Arcing,
copper overheating, excessive vibration, develop-
ment of a short circuit between turns, and liner
and/or refractory disintegration are only a few
of the failure modes observed at end turns that
are related to a distortion of the electromagnetic
field in the coil end areas (Fig. 31) and the appear-
ance of excessive forces there (Ref 1, 51, 54).
In coil areas located away from its ends (the

so-called regular area of the inductor), the mag-
netic field distribution can often be considered
relatively uniform and homogeneous, particu-
larly for electromagnetically long coils having
large values of the turn space factor, Kspace.
As discussed in Ref 1, the coil turn space factor
indicates how tightly the coil turns were wound.
It can be calculated as follows:

Kspace ¼ Turn width=ðTurn width

þ Axial gap between turnsÞ

For example, a single-turn coil has a space factor
of 1. For the majority of multiturn inductors used
in annealing, stress relieving, and heating for hot
working, Kspace = 0.7 to 0.9. This means that coil
turns are tightly wound, and slight disturbances
in the magnetic field between turns will not have
an appreciable effect on the magnetic field distri-
bution in the regular area of the coil (Fig. 31). In
contrast, a distortion of the magnetic field at the
coil end is quite dramatic and affects several fac-
tors that can be directly related to specific modes
of premature coil failure in this area. Examples
of these factors include:

� Distortion of current-density distribution
within turns located in the coil end area

� Redistribution of the power losses and volt-
age drops per turn

� Complex distribution ofmagnetic field force or
magnetic field pressure experienced by turns

Figure 32 shows the distribution of three mag-
netic force components (axial, hoop, and radial)
experienced by the turns of the coil design shown
in Fig. 31 (frequency = 3 kHz). In this particular
case, the radial component of the magnetic force
is minor and can be neglected in a coil design.
The greatest force experienced by turn 1 is related
to its axial component. This component gradually
decreases, becoming as low as the radial compo-
nent in the regular area of the coil, away from

Fig. 29 Magnetic forces, axial (F1) and radial (FR), in a
solenoid multiturn coil. Source: Ref 1

Fig. 30 Magnetic forces in bar-end heating of magnetic
and nonmagnetic bars. Source: Ref 1
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the end. Note, however, that the hoop component
of the force gradually increases, reaching its max-
imum value in the regular area. Knowledge of the
magnitude and orientation of magnetic forces is
essential to prevent excessive vibration of coil
turns and to ensure the fabrication of a durable
and sound inductor.
To conclude this discussion regardingmagnetic

forces, it should be mentioned that the magnetic
field and force distribution in the coil end area is
a complex function of several often-interrelated
factors. These include but are not limited to:

� Electromagnetic properties of the heated metal
(i.e., magnetic versus nonmagnetic; good elec-
trical conductor versus poor conductor)

� Frequency and magnetic field intensity
� Workpiece geometry
� Heating mode
� Specifics of coil design, including coil over-

hang, coil-to-workpiece coupling, space factor
of turns (Kspace), coil copper tubing, presence
of magnetic flux concentrators and shunts,

presence of Faraday rings, flux extenders, and
other electromagnetic devices (Ref 1, 51, 54)

It is important to remember that, depending
on the application, these factors can have dif-
ferent impacts. Although each application
should be considered individually, there are
some general recommendations or tendencies.
For example, power losses within the coil end
turns are typically greater when heating non-
magnetic metals that have low electrical resis-
tivities than when heating magnetic materials
that have high resistivity values. Even such fre-
quently overlooked parameters as the profile of
the coil turns (their height and width) could, in
some cases, have a noticeable effect on field
force and power loss distribution along the coil
turns. Simplified formulas typically fall short in
the prediction of magnetic forces experienced
by different coil components and turns. Numer-
ical computer modeling provides the reliable
capability to predict how numerous interrelated
factors will affect magnetic forces.

Frequency Selection for Various
Induction Heating Systems

Frequency Selection for Heating Solid
Cylinders. Power supply frequency is one of the
most critical parameters of the induction heating
system. If the frequency is too low, an eddy cur-
rent cancellation within the heated body takes
place, resulting in poor coil electrical efficiency
(Fig. 18). On the other hand, when the frequency
is too high, the skin effect will be highly pro-
nounced, resulting in a current concentration in a
very fine surface layer compared to the diameter/
thickness of the heated component. To provide
sufficient heating of the core by thermal conduc-
tion, a long heating time (thus a long induction
heating line) is needed. Prolonged heat time is
associated with an increase of the radiation and
convection heat losses that, in turn, reduce the
total efficiency of the induction heater. The choice
of frequency is based on a reasonable compro-
mise. Table 7 shows minimum bar/billet dia-
meters as a function of frequency and
temperature for efficient induction heating solid
cylinders made from selected metals.
Frequency Selection for Tube and Pipe

Heating. Figure 33 shows that there is a differ-
ence in the frequency selection for induction heat-
ing of tubular workpieces as compared to solid
cylinders. In induction tube and pipe heating, the
optimal frequency, which corresponds to maxi-
mum coil efficiency, is shifted toward lower fre-
quencies (frequencies are between F1 and F2 for
tubes instead of F2 to F3 for solid cylinders). The
most desirable frequency for heating hollow
cylinders typically provides a current penetration
depth larger than the tube wall thickness (except
for heating of relatively small tube sizes). This
condition can result in measurable increase in coil
electrical efficiency. In some instances, an
improvement in electrical efficiency can exceed
10 to 16%. In others, the increase in coil efficiency
is less pronounced andmay not even be noticeable
(Ref 1, 57, 67, 68).
Generally speaking, the value of an appropri-

ate frequency when heating tubular workpieces
is a complex function of several parameters,
including the electromagnetic properties of

Fig. 32 Distribution of the three components of mag-
netic field force along the turns of a multiturn

induction coil. Source: Ref 54

Table 7 Minimum bar/billet diameters
(mm) for efficient induction heating

Material

Temperature Frequency, kHz

�C �F 0.06 0.2 0.5 1 2.5 10 30

Copper 900 1652 68 35 23 17 11 5 3
Aluminum 500 932 68 35 23 17 11 5 3
Brass 900 1652 102 56 35 26 16 8 5
Titanium 1200 2192 304 168 105 74 47 23 13
Tungsten 1500 2732 168 92 58 43 27 14 8
Steel 1200 2192 253 140 94 65 41 19 12

Source: Ref 1
Fig. 33 Coil electrical efficiency vs. frequency

when heating hollow and solid cylinders.
Source: Ref 67

Fig. 31 Magnetic field distribution in a multiturn induction coil showing the coil end effect. Source: Ref 54

490 / Simulation of Heat Treatment Processes

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



heated metal, coil length, the ratio of coil inside
diameter to tube outside diameter, and the ratio
of tube wall thickness to current penetration
depth, with the last two being the most critical
factors. Numerical computer modeling allows
the selection of the optimal frequency for a par-
ticular application. At the same time, several
simplified formulas are in use in the tube/pipe
industry. For electromagnetically long sole-
noid-type inductors, a quick rough estimate of
the appropriate frequency can be done using
Eq 29 and 30. Table 8 consists of frequencies
obtained by using the formula recommended
in Ref 36 when heating different metals:

Frequency ¼ 34:6
r

Amh
ðHzÞ (Eq 29)

where r is the electrical resistivity of the heated
metal (mO � in.); Am is the average diameter,
Am = (Tube outside diameter – h) in inches;
and h is the wall thickness, in inches or:

Foptimal ¼ 8:65
r105

Amh
ðHzÞ (Eq 30)

where the units are r (O � m), and Am and h are
measured in meters (Ref 33).
It should be taken into consideration that in

cases when induction heaters cannot be consid-
ered to be electromagnetically long but rather
electromagnetically short inductors, the value
of the optimum frequency will be higher than
the values shown in Table 8.
It is also necessary to mention that in tube

and pipe heating, an audible noise can become
a critical factor that greatly affects the selection
of frequency. An undesirable combination of
tube geometry, frequency, and power density
could lead to a measurable emitting of resonant
sound waves. A frequency selection different
than the previously suggested values may be
used to help reduce an undesirable audible
noise.
Frequency Selection for Heating Rectan-

gular Workpieces. Induction heating is often
the most popular choice for heating of rectan-
gular-shaped workpieces, which include slabs,
blooms, round-cornered-square (RCS) billets,
plates, and strips. Coil arrangements for heating
rectangular workpieces include solenoid coils,
transverse flux inductors, traveling-wave induc-
tors, and “C”-core inductors (Ref 1, 21, 22, 52,
53, 58). The great majority of rectangular work-
pieces are heated using solenoid multiturn
inductors (Fig. 34, 35). The complex nature of
various electrothermal phenomena (for exam-
ple, electromagnetic edge and end effects,
thermal edge effects) that takes place when
heating rectangular workpieces is discussed in
Ref 1, 58.
The choice of frequency has a major effect

on coil electrical parameters and the tempera-
ture profile within the slab body, including heat
uniformity along the length, thickness, and
across the width. When heating a rectangular-
shaped body, it is convenient to quantify the

Table 8 Desirable frequencies for some tubes/pipes using solenoid-type inductors under
the assumption that these coils can be considered to be electromagnetically long

Tube outside diameter

Wall thickness, mm Optimal frequency, kHzmm in.

Nonmagnetic stainless steel
20 �C (68 �F) 800 �C (1472 �F) 1200 �C (2192 �F)

12.7 0.5 1 51 85 92
2 28 47 50
3 21 34 37

25.4 1.0 1 25 41 44
2 13 21 23
3 8.9 15 16
5 5.9 9.8 11

50.8 2.0 1 12 20 22
2 6.1 10.1 11
3 4.2 6.9 7.5
5 2.6 4.3 4.7

76.2 3.0 1 7.9 13.2 14.3
2 4 6.7 7.2
3 2.7 4.5 4.9
5 1.7 2.8 3

102 4.0 1 5.9 9.9 10.6
2 3 5 5.4
3 2 3.4 3.6
5 1.2 2.1 2.2

Brass
20 �C (68 �F) 400 �C (752 �F) 900 �C (1632 �F)

12.7 0.5 1 4.8 8.4 15
2 2.6 4.6 8.2
3 1.9 3.4 6

25.4 1.0 1 2.3 4 7.2
2 1.2 2.1 3.8
3 0.84 1.5 2.6
5 0.6 1 1.7

50.8 2.0 1 1.1 2 3.5
2 0.6 1 1.8
3 0.4 0.7 1.2
5 0.25 0.43 0.8

Copper
20 �C (68 �F) 500 �C (932 �F) 900 �C (1632 �F)

12.7 0.5 1 1.33 3.7 6.3
2 0.73 2 3.4
3 0.54 1.5 2.5

25.4 1.0 1 0.64 1.8 3
2 0.33 0.92 1.6
3 0.23 0.64 1.1

50.8 2.0 1 0.31 0.87 1.5
2 0.16 0.44 0.8
3 0.11 0.3 0.51

Source: Ref 1

Fig. 34 Inductor for heating metal plates and strips. Courtesy of Inductoheat, Inc.
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skin effect using the ratio of d/d, where d is the
thickness of the slab, and d is the current pene-
tration depth calculated according to Eq 5 or 6.
More uniform temperature profiles along the
slab thickness correspond to a lower ratio of
d/d. If d/d is appreciably greater than eight,
the temperature distribution along the slab
thickness and, in particular, across the width
will be noticeably nonuniform. An increase of
cycle time in combination with power density

reduction leads to more uniform heating
because thermal conductivity helps to equalize
the thermal gradients. Keep in mind, though,
that an increase in cycle time results in a
corresponding increase in heat losses and a
respective reduction of thermal efficiency, Zth.
Similar to induction heating of cylinders, the

choice of frequency affects not only the
required temperature profile within the slab
but also the coil electrical efficiency (Ref 1,

22, 50, 52, 53, 58). There is an optimal fre-
quency (Fel.eff) that corresponds to the maxi-
mum value of coil electrical efficiency, Zel.
The use of a frequency higher than the optimal
will only slightly change the efficiency. How-
ever, a selection of frequency significantly
higher than optimal tends to substantially over-
heat corners, requiring longer heat time and
reducing overall efficiency. If the chosen fre-
quency is noticeably lower than the optimal
value, the electrical efficiency can dramatically
decrease due to cancellation of the induced cur-
rents circulating in the opposite sides of the slab
cross section. Table 9 shows the minimum slab
thickness for efficient slab heating of a variety
of metals.
High coil electrical efficiency will be obtained

if the ratio of slab thickness, d, to penetration
depth, d, is 2.8 or more. Frequency that corre-
sponds to the maximum coil electrical efficiency
while heating infinitely wide slabs can be deter-
mined as follows (Ref 1, 22, 50, 52, 53, 58):
For nonmagnetic slab or a magnetic slab

heated above the Curie temperature:

d

dnonmagn:
ffi 3� 3:5 (Eq 31)

For magnetic steel heated below the Curie
temperature:

d

dmagn:
ffi 2:8� 3:1 (Eq 32)

where dnonmagn. is the current penetration depth
in nonmagnetic slab, and dmagn. is the current
penetration depth in magnetic slab.
It is important to be aware that the presence

of surface heat losses and the need to provide
heat uniformity in two-dimensional edges and
three-dimensional corners increase desirable
frequencies compared to those recommended
in accordance with Eq 31 and 32.
While discussing the efficiency of heating, it is

imperative to mention that smaller coil-to-work-
piece radial air gaps and tighter windings of coil
turns improve the coil efficiency. The higher ratio
of b/d (where b is the width of the slab) also corre-
sponds to the higher coil electrical efficiency
(assuming the same slab-to-coil gaps).
In the past, coil calculations for heating

blooms and RCS bars/billets with a square cross
section were conducted using formulas for
equivalent cylinders (cylinders with equivalent
diameters). An error in such calculations is usu-
ally within 5 to 10%. A calculation error
quickly increases with the higher ratio of b/d
if b/d > 1.5. Therefore, a calculation approach
based on equivalent diameters should not be
used. In cases such as this, numerical simula-
tions offer better results (Ref 1, 22, 58). For
illustration, the companion article, “Simulation
of Induction Heat Treatment,” in this Volume
provides several case studies using numerical
computer simulation of RCS carbon steel billets
using frequencies lower and higher than the
optimal one.

Fig. 35 Unique 6000 kW/110 Hz induction coil provides heating of the world’s largest steel slab. Slab geometry:
3.2 m wide and 0.22 m thick. Courtesy of Inductotherm Corp.

Table 9 Minimum thickness (mm) for efficient heating of nonmagnetic wide slabs and
plates using longitudinal flux inductors

Material

Temperature Frequency, kHz

�C �F 0.06 0.5 1 2.5 4 10

Aluminum 100 212 31 10.7 7.6 4.8 3.8 2.4
250 482 37 12.9 9 5.8 4.6 2.9
500 932 48 16.6 11 7.4 5.9 3.7

Copper 100 212 24 8 6 3.7 2.9 1.9
500 932 36 12.6 8.9 5.6 4.4 2.8
900 1652 48 16.7 11.8 7.5 5.9 3.7

Brass 100 212 44 15 10.9 6.9 5.4 3.4
500 932 59 20 14 9.2 7.3 4.6
900 1652 73 25 17.9 11 9 5.7

Silver 100 212 24 8.5 6 3.7 3 1.9
300 572 31 11 7.8 4.9 3.9 2.4
800 1472 43 14.9 10 6.6 5.2 3.3

Nonmagnetic stainless steel 100 212 143 49 35 22 17.5 11
800 1472 174 60 42 27 21.3 13

1200 2192 180 63 44 28 22 14
Tungsten 100 212 38 13 9 5.8 4.6 2.9

900 1652 90 31 22 13.9 11 7
1500 2732 120 42 30 18.6 14.7 9

Titanium 100 212 131 45 32 20 16 10
600 1112 192 66 47 30 23 14.9

1500 2732 218 75 53 33 26 17

Source: Ref 1
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Conclusion and Example
Calculations

The previously described rough-estimation
techniques in combination with an experience
gained on previous jobs allow a basic idea to
be quickly obtained regarding the critical para-
meters of the induction system for heating of

a particular component. This knowledge is
imperative for developing a general understand-
ing of the process and for developing gut-feel-
ings regarding what would it take to heat a
particular workpiece according to basic process
requirements. Unfortunately, the great majority
of simplified formulas have many restrictions,
making it difficult to get design details. This
is true not only for applications related to
induction heating of metals prior to hot working
but, to an even greater degree, for induction
heat treating. Advanced numerical simulation
software based on tightly coupled electromag-
netic and thermal phenomena enable induction
heating designers to determine details of the
process that could be costly, time-consuming,
and, in some cases, extremely difficult or
impossible to determine experimentally.
Recent advances in developing fast-performing

computers with a substantial memory, hard-drive
capacity, and speed of computations make it
increasingly critical to develop subject-oriented,
highly efficient numerical simulation codes to be
used as a part of the process control system
(including the programmable logic controller,
the human machine interface, and other controls),
assuring the achievement of optimal process para-
meters and maximizing system performance.
The subject of numerical computer simulation

of induction heat treating and induction heating

processes is discussed in the companion article,
“Simulation of Induction Heat Treatment,” in this
Volume. It is imperative, however, at this point to
provide a few case studies to illustrate the capabil-
ities of numerical simulation in comparison to
rough-estimation techniques.

Case Studies of Numerical Simulation

Example 4: Electromagnetic and Thermal
Subtleties of In-Line Induction Heating.
Depending on the applications, some induction
systems (for example, billet, rod, or bar heating
systems) may consist of several in-line induc-
tion coils (Fig. 36). The challenge with in-line
induction heating arises from the fact that the
surface-to-core temperature profile continues
to change as the bar passes through the line of
induction coils. As discussed earlier, due to
the physics of induction heating, the bar core
tends to be heated slower than its surface. At
the same time, the leading and trailing ends
have a tendency be heated differently than the
central (regular) region of the bar due to tran-
sient end effect, which is responsible for the
appearance of a nose-to-tail temperature non-
uniformity (Ref 1). Figure 37 shows the results
of numerical simulation of the temperature dis-
tribution resulting from a transient end effect
during induction heating of titanium alloy

Fig. 36 Multicoil induction in-line heater. Courtesy of
Inductoheat, Inc.

Fig. 37 Temperature profile of in-line induction
heating of titanium bar with a diameter of

25.4 mm using a frequency of 30 kHz at 50.8 mm/s.
Source: Ref 1

Fig. 38 Results of numerical simulation of transient end effect in the bar leading end zone (axial temperature
distribution) when heating different materials. Source: Ref 1
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(Ti-6Al-4V) cylinder bars of 25.4 mm (1 in.)
diameter traveling at a speed of 50.8 mm/s (2
in./s) using a frequency of 30 kHz. As an exam-
ple, Fig. 38 shows the results of numerical sim-
ulation of the transient end effect in the bar
leading end area (axial temperature distribu-
tion) when heating different materials. Keep in
mind that leading and trailing ends of the same
bar are typically heated differently.
It is important to remember that the transient

end effect can manifest itself not only in over-
heating of the bar ends but also in their under-
heating. Bar ends typically have a heat surplus
when heating nonmagnetic metals. However,
nose-to-tail temperature distribution can be quite
different when heating ferromagnetic bars. The
appearance of transient end effect depends on a
number of factors, including physical properties
of the heated materials, design features of the
induction system, and the process recipe.
Figure 13 shows the results of the simulation

of induction heating of a 76 mm (3 in.) diame-
ter carbon steel bar and its surface-to-core tem-
perature profile along the induction line in the
steady-state condition using the numerical mod-
eling software ADVANCE. The coil parameters
include the following:

� Inside diameter: 152 mm (6 in.)
� Refractory thickness: 12 mm (0.5 in.)
� Coil length: 1 m (40 in.)
� Number of coils: 8
� Gap between coils: 0.3 m (12 in.)
� Frequency: 1 kHz
� Production rate: 65 mm/s (2.56 in./s)

The results of the simulation reveal comprehen-
sive details of the process that would be
extremely difficult, if not impossible, to deter-
mine experimentally.
At the initial heating stage, the entire bar is

magnetic, and the skin effect is pronounced.
Power induced in the magnetic bar concentrates
in the fine surface layer, which typically does
not exceed 6 mm (0.25 in.) for frequencies
greater than 500 Hz. In addition, surface heat
losses due to thermal radiation and convection
are relatively low at this stage. Both factors
lead to a rapid increase in temperature at the
bar surface, with practically no change at its
core. An appreciable surface-to-core tempera-
ture gradient could be present due to an inten-
sive heating of bar surface layers.
Figure 14 (top) shows a surface-to-core tem-

perature profile and radial power density (heat
source) distribution after the bar exits coil 1
(scales of power density profiles are different
for various coil positions). The temperature
profile does not match the heat source profile
because of thermal conductivity, which spreads
the heat from the surface toward its core.
During the initial heating stage, the coil effi-

ciency is quite high (typically 80%) and contin-
uously increases due to an increase in steel
electrical resistivity with temperature (Fig. 4).
Because the surface temperature is below the
Curie point, the magnetic permeability remains

relatively high. After a short time, the coil effi-
ciency reaches its maximum value, and the effi-
ciency starts to decline because the temperature
of the surface layers starts to approach a Curie
temperature (Fig. 8a). The interim heating stage
takes place when the bar surface loses its mag-
netic properties (i.e., after exiting coil 3, Fig.
14). The intensity of heating started to decrease
at this stage due to the following factors:

� Because the surface of the carbon steel bar
loses its magnetic properties and the relative
magnetic permeability drops to 1, the coil
electrical efficiency declines, and the power
density induced within the bar surface is
decreased.

� Specific heat has its maximum value (a
peak) near the Curie point (Fig. 16, right).
The value of the specific heat denotes the
amount of energy that must be absorbed by
the material to achieve the required tempera-
ture rise.

� Latent heat is present.

At the end of an initial heating stage, the elec-
trical resistivity of the carbon steel increases
approximately two to three times compared to
its value at ambient temperature. At the same
time, the decrease in magnetic permeability is
much more pronounced (thirtyfold or more).
Both factors cause an increase in current pene-
tration depth of 6 to 12 times. A significant por-
tion of the power is now induced in the internal
layers of the bar. Although the bar surface
becomes nonmagnetic, its internal layers retain
their magnetic properties. This is the reason
why the next heating stage is called the interim
heating stage, showing a strong presence of the
magnetic-wave phenomenon.
When the thickness of the surface layer that is

heated above the Curie point exceeds the pene-
tration depth in hot steel, the magnetic-wave
phenomenon disappears, and the interim heating
stage ends. The induced power density will be
very similar to a classical exponential distribu-
tion (Fig. 10a), and the final heating stage begins.
In most instances, a reasonable compromise

must be reached when specifying a frequency
for an in-line bar heater because bar processing
companies can rarely heat a dedicated bar size
using a particular induction heating system.
Therefore, it is often necessary to heat a variety

of bars. For some of them, the frequency of the
supplied inverter must be higher than optimal,
but for others, it may be lower than optimal.
Some of the solid-state inverters lend them-
selves to dual- or multifrequency configurations
for the load circuit, which, to a large extent, can
overcome this problem.
Because an induction heating line often must

process bars of several different diameters, the
specified cross-sectional range to be processed
in a given set of induction coils and the required
number of coil sets involve the consideration of a
number of factors affecting the total energy effi-
ciency of the system. Besides frequency and the
other factors discussed previously, coil heating
efficiency is largely a matter of the coil fill factor
(area of the workpiece to be heated compared to
the inside diameter of the coil windings). As the
coil fill factor decreases, the coil efficiency
decreases as well, requiring more power. Energy
costs rise as the heating efficiency decreases. On
the other hand, the savings in energy cost by
using a number of coil sets having different
inside diameters that are oriented on processing
certain bar sizes maximizing coil fill factor are
diminished by the capital cost of investing in sev-
eral sets of coils. There is also a production loss
due to the time required to change coil sets,
although advanced quick-change or shuttle
design features can minimize this downtime. A
careful analysis of the product mix is necessary
to determine how often the bar size may change
andwhat the duration of each product runwill be.
It is often cost-effective for the customer using

the coil set designed for heating “big runners” to
heat the small-sized bars as well, which, under
normal conditions, would require separate coil
sets. Computer simulation helps the user to make
an intelligent decision regarding the use of the
second and possibly third coil set as well as the
bar thermal conditions of the entire product
range. Note that below the Curie point, heating
efficiency is not as greatly affected by bar size
variation; thus, it may be worthwhile to change
only the so-called above-Curie coils of an in-line
multicoil induction system.
Figure 39 shows an InductoForge modular

billet heater, representing a novel technology
that was specifically developed for improving
the performance of in-line induction systems
used for heating a wide range of bar/billet sizes.

Fig. 39 InductoForge modular billet heater. Courtesy of Inductoheat, Inc.
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The frequency of each module can vary from
500 Hz up to 6 kHz. The flexibility of this fea-
ture alone can be illustrated by the following
practical example. A frequency of 500 Hz pro-
vides in-depth and highly efficient heating
when processing 4 in. diameter steel billets to
forging temperatures. However, if the future
market situation changes and a shop needs to
run 1 in. diameter bars, then 500 Hz or even 1
kHz frequency will not be able to efficiently
heat those parts to forging temperatures due to
eddy current cancellation, resulting in dramatic
coil efficiency reduction. Low frequency can
still be used in the initial heating stage, when
the bar retains its magnetic properties. Further
down the heating line, when the bar becomes
nonmagnetic, it is more efficient to use a higher
frequency to avoid current cancellation and
undesirable reduction of coil efficiency. There-
fore, by switching the output frequency of
inductor sections that correspond to the final
heating stage from 500 Hz to 6 kHz, the Induc-
toForge modular billet heater will not only be
able to process smaller-diameter parts but also
will be able to maintain maximum electrical
efficiency and required temperature uniformity.
If required, InductoForge modules can easily

be combined in-line to form a heater that pro-
vides the required high production rate. It is
also easy to add or remove modules to the heat-
ing line to match changes in production, or
modules can be redistributed to different pro-
duction areas (shops), making it possible to
run different parts at a lower production rate.
The multifrequency modular design concept of
the induction bar heater also allows profiling
of the power distribution along an induction
heating line, providing true optimization of the
heating process.
When choosing a numerical simulation code,

it is imperative that it be capable of taking into
consideration the aforementioned features of
modern in-line induction heaters, allowing the
simulation of the effect of different process
recipes and system design subtleties, including
steady-state and transient heating conditions
(such as those shown in Fig. 13, 14, 37, 38)
and discovering information that helps to opti-
mize the performance of the induction heating
line.
Example 5: Subsurface Overheating Phe-

nomenon. One of the challenges in induction
heating of billets and bars arises from the need
to ensure particular surface-to-core temperature
uniformity. Some practitioners incorrectly
assume that with induction heating, the coldest
temperature is always located at the core of
the heated billet, and the maximum temperature
is always located at the billet surface. It is often
assumed that overheating does not occur if the
surface temperature, measured by a pyrometer,
does not exceed the maximum permissible
level.
It is imperative to recognize that the presence

of heat loss from the billet surface could shift
the temperature maximum an appreciable dis-
tance further away from its surface, marking

its location somewhere beneath the billet sur-
face (Ref 9, 58–61). Positioning and magnitude
of the subsurface heat surplus is a complex
function of five major factors: type of heated
metal, frequency, refractory, final temperature,
and distribution of heating power along the
induction heating line.
Effect of Frequency. Lower frequency

increases current penetration depth, resulting
in more in-depth heating and providing faster
heating of the billet core. This shortens the
induction line; however, depending on the spe-
cifics of an application, it can also aggravate
subsurface overheating by increasing its magni-
tude and shifting the location of the maximum
temperature further away from the surface.
Effect of Refractory. The use of an apprecia-

bly thick refractory with improved thermal
insulation properties does just the opposite. It
increases the coil thermal efficiency, reduces
subsurface overheating, and shifts the billet
maximum temperature toward its surface.
Effect of Heating Temperature. An increase

in the final required temperatures leads to an
effect similar to lowering the frequency in
regards to the location and severity of subsur-
face overheating.
Effect of Power Distribution. The effect of

power distribution along the induction heater
(if a single inductor is used) or along the heat-
ing line (if multiple coils are used) on the final
temperature uniformity is quite complex and
seldom discussed in the literature. In most pub-
lications devoted to in-line induction heating of
billets and bars, it is strongly suggested to have
a graded (profiled) power distribution along the
induction line by putting more power into the
coils located at the beginning of a multicoil
heating line. Putting more power upfront may
seem to be a universal rule of thumb. It forces
more energy into the billet at the front of the
heating line, giving the heat more time to soak
into the core of the billet and resulting in better
surface-to-core uniformity at the end of heating,
because the temperature in the center of the bil-
let can reach the forging temperature in a
shorter period of time. This also may reduce
the length of the coil line. Traditionally, such
an approach uses a single inverter that powers
several coils with graded (profiled) or conven-
tional uniform coil winding and/or series/paral-
lel coil circuit connections.
Industry has accumulated different recom-

mendations regarding a preferable distribution
of power along an induction heating line. This
includes the following rules of thumb: 60/40
rule, 70/30 rule, 80/20 rule, and so on. The first
two digits represent a percentage of the total
power that should be applied to the first half
of the induction heating line. The last two digits
correspond to a percentage of the total power
that should be applied to the second half of
the induction heating line.
However, the problem with this approach is

that the power distribution along the heating
line cannot be easily modified if the product-
ion rate, type of heated metal, or billet size

changes. For example, with a conventional
induction design, if the production rate is
reduced, the subsurface overheating typically
worsens, negatively affecting the billet subsur-
face microstructure (Ref 9, 61). Because the
system puts more energy into the billet in
the coils positioned at the beginning of the
induction line, too much energy may soak down
into the billet subsurface area and its core when
the line runs slowly. The presence of surface
heat loss can reverse an expected (traditional)
radial temperature profile, leading to the tem-
perature inside the billet being appreciably
higher than the surface temperature. It is also
very common for billet-sticking problems to
be more pronounced with graded power distri-
bution along the induction line when the system
runs at a rate slower than the nominal for which
it was designed. This is because the subsurface
temperature may be hot enough to cause the
billets to fuse together.
The effect of subsurface overheating is par-

ticularly pronounced when heating smaller-
sized billets at a lower rate, using an induction
line designed for heating larger billets at a nom-
inal rate. As an example, Fig. 40 shows a sur-
face-to-core temperature profile when heating
50.8 mm (2 in.) diameter billets at a substan-
tially slower rate, using a conventional induc-
tion heating line designed for processing 63.5
mm (2.5 in.) billets at a nominal rate (Fig. 41)
(Ref 61). Note that the billet surface tempera-
ture, which would normally be measured by
pyrometers in both cases, is the same. Further
reduction in the diameters of the heated billets
could lead to more severe subsurface
overheating.
Besides the potential danger of premature die

wear of hammers and presses, improperly
heated billets can raise some safety issues when
forging billets that have appreciably higher sub-
surface temperatures and can also cause pro-
blems related to altering the quality of forged
parts (Ref 9, 61). Subsurface overheating

Fig. 40 Surface-to-core temperature profile when
heating 50.8 mm diameter steel billets at a

slower rate, using a conventional induction heating line
designed for processing 63.5 mm billets at a nominal
rate. Source: Ref 61
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weakens the grain boundaries, which, in the
presence of a tensile stress, causes them to
break, resulting in a defect known as hot short-
ness. Burning, intergranular melting, or grain-
boundary liquation are related to localized
melting at austenite grain boundaries. During
the forging process, metal undergoes deforma-
tional and frictional heating. If this heating, in
combination with the billet predeformation
temperature, is high enough to allow intergran-
ular liquation, then failure may occur by inter-
granular cracking. Subsurface overheating
could be further aggravated by the presence of
excessive residuals and possible variations in
the chemistry of a given steel (Ref 9). Taking
into consideration that pyrometers can only
reliably measure the billet surface temperature,
there is always the danger of missing the
appearance of severe subsurface overheating.
It should be mentioned here that the moder-

ate and well-controlled subsurface temperature
surplus could be advantageous in some applica-
tions. It helps to reduce billet surface cooling
during its transportation from the induction
heater to the next metal hot working operation.
A precise process control recipe based on an

accurate prediction of the billet inside tempera-
tures, using numerical computer simulation
techniques, is essential for avoiding the previ-
ously described problems related to subsurface
overheating. Unfortunately, rough-estimation
techniques do not provide any information
regarding the potential appearance of subsur-
face overheating. Only numerical computation
can reliably predict temperature distribution
within the inductively heated workpiece and
the appearance, location, and magnitude of sub-
surface overheating and ways to control or
avoid it. Numerical simulation can also be used
as one of the main components of the process
control system, assuring the proper subsurface
thermal conditions of heated workpieces.
Example 6: Bar-End Heating. Although

many of the bars, billets, or rods being manu-
factured today (2010) lend themselves to pro-
cesses in which entire workpieces are heated

and fed into a roll former or other type of hot
working machine, in some cases it is necessary
to hot form only a certain portion of the work-
piece, for example, its end (Ref 1, 62). Exam-
ples of these types of parts are sucker rods for
oil-country goods or various structural linkages
in which an eye or a thread may be added to
one or both ends of the bar. Placing the end of
the bar into a multiturn coil and heating it for
a specified amount of time generally accom-
plishes induction bar-end heating (Fig. 19).
The choice of design parameters (i.e., selection
of frequency and power) when heating ends of
bars, billets, and rods is similar to cases where
a whole body is heated. At the same time, there
are some specifics.
As for all through-heating applications, a cer-

tain minimum time is necessary to obtain a
required surface-to-core temperature unifor-
mity, and the choice of frequency affects not
only temperature uniformity but the overall
efficiency of the system as well. Some bar heat-
ing applications require a specific temperature
profile (uniform or nonuniform) along the
heated length of the workpiece, including sharp
or gradual cutoff of the heat pattern and/or a
certain length of the longitudinal transition
zone. Although there are a variety of coil
designs for bar-end heating (i.e., oval coil,
channel inductor, solenoid coil, split-return
inductor, etc.), the basic principles for obtaining
the required temperature profile within the bar
end are quite similar. In its simplest form, a sin-
gle-shot heating mode can be used to heat the
end of the bar by placing a workpiece into
the proper position within a coil and allowing
the appropriate power at a given frequency to
do its work, providing a desired heating pattern
and required production rate.
In the case of the induction bar-end heater, the

temperature distributionwithin the bar is affected,
among other factors, by the electromagnetic end
effect, which manifests itself by distortion of the
electromagnetic field at the end regions of the
induction coil (Fig. 42). Figure 43 shows a nor-
malized surface power density distribution along
the length of the heated bar. The electromagnetic
end effect in the extreme end of the cylindrical
bar (Fig. 43, A-B region) is defined primarily by

four variables: the skin effect, R/d; the coil over-
hang,s; the ratioRi/R; and the coil turn space fac-
tor, Kspace, where R is the radius of the heated bar,
Ri is the inside radius of the coil copper, and d is
the current penetration depth in the heated bar.
An incorrect combination of these factors can lead
to either underheating or overheating the extreme
end of the bar (Ref 1, 62). Studies show that when
heating carbon steel bars, the electromagnetic end
effect area may extend toward the central region
of the bar no further than 1.5 times the bar diame-
ter (lAB < 3R, where lAB is the length of the end
effect at the extreme end of the heated bar).
Higher frequency and large coil overhang lead to
a power surplus in the extreme end of the bar.
As a result, noticeable overheatingmay take place
in that area. Low frequencies, large coil-to-bar
radial gaps, and small coil overhang could cause
a substantial power deficit at the extreme end of
the bar, which therefore will be underheated.
It should be pointed out that a uniform power

distribution along the extreme end of the bar will
not correspond to a uniform temperature profile
because of the additional heat losses (due to ther-
mal radiation and convection) at the bar extreme
end area compared to its central part. By the
proper choice of design parameters, it is possible
to obtain a condition where the additional heat
losses at the end of the bar are compensated for
by the additional induced power (power surplus)
due to the electromagnetic end effect. This allows
a reasonably uniform temperature distribution to
be obtained within the required heated area of
the bar.

Fig. 41 Surface-to-core temperature profile when
heating 63.5 mm diameter steel billets

processed at a nominal rate. Source: Ref 61

Fig. 42 Electromagnetic coil end effects appeared in
bar-end heating applications

Fig. 43 Effect of frequency on a normalized surface power density distribution along the length of the heated bar
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Figure 43 (zone C-D-E) shows the appear-
ance of electromagnetic end effect and coil field
distribution in the bar near the right end of the
induction coil (the so-called cold end). Distri-
bution of heat sources within the transition zone
primarily depends on the radii ratio, Ri/R; the
coil design; and the skin effect, R/d. Due to
the physics of the electromagnetic end effect
in that area, there is always a power deficit
under the coil end at any frequency, unless
graded (profiled) coils with tightly wound turns
near the cold end are used. The analytical solu-
tion in a simplified case, assuming the coil is an
empty solenoid, helps to better appreciate the
electromagnetic end effect near the right end
of the induction coil (Fig. 42, 43).
Axial distribution of the magnetic field in the

end area of the empty ideal solenoid (helical)
coil can be obtained using an expression that
describes the magnetic field distribution in a
single loop of wire. The assumption of an ideal
solenoid presumes the following conditions:

� The solenoid turns are tightly wound using
thin wire.

� The coil current is uniformly distributed
within each turn, and the skin effect is
absent.

� There is no leakage magnetic flux.
� There are no electrically conductive bodies

located within close proximity to the sole-
noid inductor.

Figure 44 shows a sketch of such an ideal solenoid
of length l and radius R that has N tightly wound
turns. A current-carrying empty loop produces a
B-field (B is magnetic flux density) along the loop
axis with a z-component according to the follow-
ing expression (Ref 1, 63–66):

Bz ¼ m0R
2I

2ðR2 þ Z2Þ3=2
(Eq 33)

where Z is the axial distance from the loop to
the area of interest, I is the loop current, and

m0 is the permeability of free space (a vacuum),
m0 = 4p 10�7 H/m (or Wb/(A�m)).
The magnetic field at the center of the empty

loop can be obtained by assuming Z = 0 in Eq
33. This results in:

Bz ¼ m0I
2R

(Eq 34)

The magnetic field distribution along the axis of
an empty solenoid can be obtained by expan-
sion of Bz of a single wire loop on a multiturn
coil. Taking into consideration the assumption
of tightly wound solenoid turns, the contribu-
tion of a small current-carrying section, dZ, on
the total field in the center of the solenoid will
be:

dBz ¼ m0R
2

2ðR2 þ Z2Þ3=2
NI

l
dZ

¼ m0R
2NI

2l

dZ

ðR2 þ Z2Þ3=2
 !

(Eq 35)

The total magnetic field in the center of the coil
can be obtained by taking into account the con-
tributions of all current-carrying sections.
Therefore, after integrating dBz along the coil
length, the magnetic field along the coil center
can be written as:

Bz ¼ m0R
2NI

2l

ZL=2

�L=2

dZ

ðR2 þ Z2Þ3=2
(Eq 36)

After simple mathematical operations, the total
axial field in the center of the solenoid will be:

Bz ¼ m0NIffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið4R2 þ l2Þp (Eq 37)

If the length of the solenoid is much greater
then its radius, l >> R (electromagnetically
long coil), then it is possible to neglect R with
respect to l, and Eq 37 can be rewritten as:

Bz ¼ m0NI
l

(Eq 38)

This is the well-known expression for the axial
component of the B-field at the center of an
electromagnetically long solenoid. It is possible
to show that by allowing the corresponding lim-
its in Eq 36 that are appropriate for the end of
the empty coil, Eq 33 and 36 can be trans-
formed into:

Bz ¼ m0NI

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðR2 þ l2Þp (Eq 39)

For an electromagnetically long coil, Eq 39 can
be approximated as:

Bz ¼ m0NI
2l

(Eq 40)

Therefore, a comparison of Eq 38 and 40 shows
that at the ends of the empty coil, the magnetic
flux density, Bz, drops to one-half its value at
the center. It is appropriate to extend this con-
clusion for illustration of the end effect for an
electromagnetically long multiturn coil with
an infinitely long homogeneous nonmagnetic
workpiece.
After comparing Eq 38 and 40, one can con-

clude that the density of the induced current under
the coil end is two times less than in its center. It
means that the power density under the coil end
is equal to a quarter of that in the center (Pend =
0.25 � Pcenter). The length of zone “C-D-E” pri-
marily depends on the skin effect in the heated
workpiece, the ratio of coil inside radius to work-
piece outside radius, and the coil turn space factor,
Kspace. Depending on application, this zone may
be as long as five times the coil radius (if the skin
effect is not pronounced and the ratio of coil inside
radius to workpiece radius is large) or twelvefold
an equivalent radial gap between the coil and the
surface of the bar (assuming pronounced skin
effect and small air gaps).
Typically, the length of zone “C-D-E” (Fig.

43) is equal to 1.5 to 4.5 times the coil radius.
High frequency, short cycle time, pronounced
skin effect, and small coil copper to bar radial
air gaps lead to a shorter end-effect zone.
Application of the external magnetic flux con-
centrators and magnetic shunts having a “U-”
or “L”-shape also shortens an end-effect zone.
Another important feature that defines the

coil length is the fact that in zone “C-D-E,”
which is often defined as an axial transition
zone, there is a significant longitudinal temper-
ature gradient that results in axial heat flow due
to thermal conduction from the high-tempera-
ture region of the bar toward its cold area, man-
ifesting itself as the heat sink phenomenon.
This phenomenon is more pronounced when
heating metals having high thermal conductiv-
ity (such as aluminum, copper, silver, and
gold). In some applications, there is a limitation
on the permissible (typically maximum) length
of the transition zone that could be related to
bar-handling issues when using robots. The
proper choice of process parameters and coilFig. 44 Sketch of a tightly wound multiturn solenoid for end-effect simulation. Source: Ref 1
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design features helps to minimize this cooling
effect and obtain the required uniform tempera-
ture profile for the bar with a minimum transi-
tion zone.
In the great majority of cases, induction bar-

end heaters cannot be considered infinitely long
ideal solenoids. From another perspective, the
extreme end of the workpiece (Fig. 31) offers
no thermal path for heat conduction, while its
cold end (Fig. 43, zone “C-D-E”) provides a
ready heat sink and easy conduction path. Heat
flow that occurred due to the heat sink effect
not only leads to a redistribution of temperature
pattern but also affects the amount of mass
being heated, which directly corresponds to
the amount of total required energy.
The accurate prediction of an electromag-

netic field and temperature distribution in bar-
end heating applications, as well as required
coil design parameters and process recipe, can
be obtained using numerical simulations. Figure
45 shows a sketch of an induction bar-end
heater. The material is plain carbon steel AISI
1035. The outside diameter of the bar is 25.4
mm (1 in.). Figure 46 shows the dynamics of
the induction carbon steel bar-end heating
obtained after numerical simulation.
At the initial heating stage, the whole bar is

magnetic (cycle time < 3 s), leading to a pro-
nounced skin effect (R/d > 20). Because of
the pronounced skin effect, the induced power
appears in the fine surface layer of the bar.
The core of the bar is heated from the surface
and subsurface layers by thermal conduction.
Consequently, the surface of the bar is heated
much faster than the core (Fig. 46, top). Due
to relatively low temperatures, the surface heat
losses are relatively low. An appreciable radial
temperature gradient appears at this stage.
With time (cycle time approximately 5 s), an

interim heating stage takes place. The tempera-
ture of the bar surface approaches the Curie
temperature, which is accompanied by a corre-
spondent loss in magnetic properties. Relative
magnetic permeability, mr, in the surface layer
drops to 1. In addition, due to the temperature
rise, the electrical resistivity of the carbon steel
increases approximately two to three times
compared to its values at the initial heating

stage. Both factors—a reduction of relative
magnetic permeability and an increase of elec-
trical resistivity—lead to substantial increase
in the current penetration depth, d, providing a
deeper heating effect. Because the bar surface
becomes nonmagnetic but the internal area of
the bar and its core retain magnetic properties,
a magnetic-wave phenomenon appears at this
stage.
Finally, the total bar end located under the

coil, including its core, becomes nonmagnetic.
The penetration depth becomes quite large,
and the skin effect becomes noticeably less pro-
nounced (R/d < 2.5). As a result, a significant
amount of energy is induced within the internal
area of the bar, and the core starts to heat more
intensely, equalizing the radial temperature dis-
tribution. The combination of substantial cur-
rent penetration depth, increased heat losses
from the surface of the bar, and radial heat flow
due to thermal conduction results in achieving
the required heat uniformity at the desired final
temperature (cycle time of 22 s).
Additional case studies using different tightly

coupled electromagnetic-thermal numerical
computer simulation software for the needs of
induction heating prior to metal forging, roll-
ing, and extrusion are provided in the article
“Simulation of Induction Heat Treatment” in
this Volume.
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Simulation of Induction Heat Treating
Valery Rudnev, Inductoheat, Inc.

MATHEMATICAL MODELING IS ONE
OF THE MAJOR FACTORS in successful
design of induction heating systems. Computer
modeling provides the ability to predict how
different factors may impact the transitional
and final heat treating conditions of the work-
piece and what must be accomplished in the
design of the induction heat treating system to
optimize it, improve the effectiveness of the
process, and guarantee the desired results.
Theoretical models may vary from a simple

hand-calculated formula to a very complicated
numerical analysis, which can require a few days
of model preparation and several hours of actual
computer runtime, even when using modern
computers. The choice of a particular theoretical
model depends on several factors, including the
complexity of the engineering problem, required
accuracy, emergency of the project (time limita-
tion for obtaining results), and cost.
Before an engineer starts to provide a mathe-

matical simulation of any process, he/she should
have a sound understanding of the nature and
physics of the process (Ref 1). (Also see the article
“Simulation of Induction Heating Prior to Hot
Working and Coating” in this Volume.) The user
should also be aware of the limitations of applied
mathematical models, assumptions, and sensitiv-
ity of the chosen model to sometimes poorly
definedparameters.Suchparameters areboundary
conditions, material properties, and nonuniform
initial temperature distribution. Underestimation
of application specifics or overly simplified
assumptions can lead to an incorrectmathematical
model (including improperly chosen governing
equations) that will not be able to provide the
required accuracy of modeling.
In contrast, correctly applied mathematical

modeling provides an assurance for designing
novel induction heating systems by determining
details of the process that could be costly, time-
consuming,and, insomecases,extremelydifficult,
if not impossible, to determine experimentally.

Metal Heat Treating by Induction

Induction heat treatment of metals represents a
wide range of applications (Ref 1 to 11). This
includes but is not limited to annealing, normaliz-
ing, surface (case) hardening, through hardening,

tempering, and stress relieving of a variety of
workpieces. Steel and cast iron by far represent
themajority of induction heat treated components,
although other materials, including light metals,
aerospace materials, superalloys, and composites,
are also inductively heat treated or preheated prior
to coating and hot and warm forming.

Descriptions of Various Applications

Normalizing can be done by heating the
steel to a temperature of approximately
100 �C above the upper transformation temper-
ature and then allowing it to air cool to room
temperature. Normalizing is done to improve
homogenization of cold-worked and cast parts,
refine grain structure, obtain relatively low
hardness, reduce residual stresses, and provide
desirable conditions of a material prior to the
next technological operation (i.e., hardening).
Annealing is a broad term that is used by

heat treat practitioners to describe a variety of
processes and properties related to microstruc-
ture, machinability, formability, and internal
stresses. There are two basic types of annealing:

� Full annealing
� Process annealing

The purpose of full annealing is much like that of
normalizing. Annealing results in hardness reduc-
tion and an improvement of the material ductility,
machinability, and homogenization (Ref 3 to 9).
After heating to the annealing temperature range,
which depends on metal chemical composition,
the component is slowly cooled, producing essen-
tially stress-free structures. The cooling rate is
noticeably slower with full annealing compared
to normalizing. Full annealing temperatures of
hypoeutectoid steels are just above the A3 critical
temperature, but hypereutectoid steels are just
above the A1 critical line.
A process that often is associated with full

annealing is homogenization. At the same time,
the major purpose of homogenization is to
obtain a homogeneous structure by eliminating
alloy segregation. It is usually performed at
higher temperatures than full annealing to cre-
ate favorable conditions for diffusion processes
required for homogenization. Homogenization
of steels usually occupies the temperature range

of 1000 to 1150 �C. Typically, full annealing
and homogenization is done in gas-fired or
electric furnaces. Very seldom is induction
heating used for these processes.
In applications that do not require achieving

fully annealed structures, a process annealing
may be applied instead of full annealing. Pro-
cess annealing represents an intermittent stage
between a fully annealed condition and a cold-
worked condition. The main purpose of process
annealing is to improve the ductility of cold-
worked workpieces.
For process annealing, a workpiece is typi-

cally heated to temperatures 20 to 120 �C
below the low critical temperature A1, held for
some time at temperature, and then air cooled.
Induction is often a preferable choice for pro-
cess annealing applications.
Hardening. The most popular application of

induction heat treating is the hardening of steels
and cast irons. A typical heat treatment proce-
dure for induction hardening involves heating
the component to the austenitizing temperature,
holding it at temperature for a period long
enough to complete the formation of austenite
(if required), then rapidly cooling the alloy until
it is below the martensite start (Ms) temperature
(Fig. 1). Rapid cooling allows replacement of
the diffusion-dependent transformation process
by a shear-type transformation of the initial
structure of steel or cast iron into a much harder
constituent called martensite. Hardening may
be done either on the surface of the workpiece
or throughout the entire cross section.
Because of the physics of the induction phe-

nomenon, heating can be localized to areas
where the metallurgical or mechanical changes
are desired. The goal of induction surface hard-
ening is to provide a martensitic layer on spe-
cific areas of the component to increase the
hardness, strength, and wear resistance while
allowing the remainder of the part to be unaf-
fected (Ref 1 to 3, 15 to 21). Figure 2 shows a small
portion of the virtually endless variety of steel
and cast iron components that can be induction
hardened. This includes, but is not limited to,
various transmission and engine components
(e.g., axles, constant velocity joints, camshafts,
crankshafts, gears, cylinders, connecting rods,
and rocker arms); fasteners (e.g., bolts, screws,
and studs); off-road, farm, and mining
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equipment (i.e., shafts, clutch plates, pins, track
links, valve-spring wire, drill bits, and plows);
cutting tools; bearings; inner/outer race sprock-
ets; spindles; skid plates; and fixtures (Ref 1).
Obtaining a certain hardness at a particular

depth often represents customer hardening spe-
cifications. The definition of case depth (hard-
ness depth) is quite subjective and often
defined as the surface area where the micro-
structure is at least 50% martensite. Below the
case depth, the hardness begins to decrease
drastically. The distance below the part surface
where the hardness drops to 10 HRC lower than
the surface hardness is often called the effective
case depth by practitioners.
At the same time, SAE standard J423 (Ref

22) defines an effective case depth as, “The per-
pendicular distance from the surface of a hard-
ened case to the furthest point where a
specified level of hardness is maintained. . .For
determination of effective case depth, the 50
HRC criterion is generally used. The sample
or part is considered to be through hardened
when the hardness level does not drop below
the effective case depth hardness value.” It is
important to be aware that for induction surface
(case) hardening applications, the SAE standard
makes an exemption, suggesting the use of a
lower-hardness criterion. Recommended

hardness levels for various nominal carbon
levels are tabulated in Table 1.
Various applications and part geometries

require certain hardness profiles (Fig. 3). The
obtained hardness pattern primarily depends
on the following factors: temperature distribu-
tion, microstructure of the metal, chemical
composition, quenching conditions, grain size,
and hardenability of the steel. Temperature dis-
tribution in induction surface hardening is

controlled by selection of frequency, power
density, time of heating, and coil geometry.
Steel selection depends on specifics of the

component working conditions, required hard-
ness, and cost (Ref 4 to 14). Plain carbon steels
and low-alloy steels are the least expensive
steels used successfully for a variety of harden-
ing applications. It is important to remember
that the carbon content of steel plays a critical
role in the determination of the maximum

Fig. 1 Induction scan hardening requires rapid cool-
ing. Courtesy of Inductoheat, Inc.

Fig. 2 Selection of the variety of steel and cast iron components that can be induction hardened. Courtesy of Induc-
toheat, Inc.

Table 1 Hardness levels recommended by
SAE to determine an effective case depth in
induction-hardened steels

Carbon content, % Effective case depth hardness, HRC

0.28–0.32 35
0.33–0.42 40
0.43–0.52 45
>0.53 50

Source: Ref 22

Fig. 3 Various applications and part geometries that require specific hardness profiles. Courtesy of Inductoheat, Inc.
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achievable hardness and also affects the amount
of retained austenite and the steel hardenability.
Medium-carbon steels (i.e., ASTM/SAE 1035

to 1060) are the most common steels used in
industry. Low-carbon steels are usedwhere tough-
ness rather than high hardness is required, such as
in clutch plates or pins for farmequipment.Awide
application range of high-carbon steels in industry
is limited by their low ductility, poor machinabil-
ity, and higher cost compared to medium-carbon
steels. At the same time, there is a variety of appli-
cations, including valve-spring wire, drill bits,
grinding balls, cutting tools, and others, where
high-carbon steels (such as AISI 1060 to 1090)
are specified and provide a noticeable advantage
over medium- and low-carbon steels.
Although plain carbon steels, being the least

expensive steels, are widely used in industry,
there are many engineering applications where
the properties of plain carbon steels and low-alloy
steels are not suitable for meeting a particular
engineering requirement or combination of
requirements, such as the depth of hardness (hard-
enability), corrosion resistance, impact and
fatigue strength, reduced oxidation, and suscepti-
bility of heat treated parts to cracking and shape
distortion. Alloy steels help to enhance particular
properties or its combination. Examples of alloy
steels used in induction hardening are 4140,
4150, 4340, 5150, 51100, and 52100.
Generally speaking, shallow case depths

require higher frequencies, low energy, and
high power densities (Ref 1). In some cases of
surface hardening of massive parts with shallow
case depths (typically less than 1 mm), it is pos-
sible to use self–quenching techniques (also
called mass quenching). If the heated surface
layer is sufficiently thin and its mass is appre-
ciably small compared to the mass of the
unheated core, it is possible to obtain a suffi-
ciently rapid cooling of the component surface
due to thermal conduction of the heat toward
the cold core. In this case, the mass of the cold
core acts as a large heat sink, and the rate of
cooling may be severe enough to form a mar-
tensitic structure. Therefore, self-quenching
can make the use of fluid quenchants unneces-
sary, except for rinsing heat treated parts with
the purpose of cooling for safe handling.
The specification of hardness pattern, includ-

ing the case depth, is a complex function of the
application specifics and required component
performance parameters. The cross-sectional
areas of the parts and the magnitudes of the
loads they must handle dictate the case depth.
Typically, very shallow case depths of 0.3 to
0.75 mm (0.01 to 0.03 in.) are solely for wear
resistance. These case depths are obtained by
using frequencies between 600 and 100 kHz,
correspondently. Parts that require both wear
resistance and moderate loading, such as cam-
shafts and crankshafts, are usually induction
hardened to case depths of 1 to 4 mm (0.04 to
0.16 in.). Deeper case depths strengthen the part
dramatically, because load stresses drop expo-
nentially from the surface. To obtain these case
depths, the frequency selection is usually

between 100 and 8 kHz. Parts that should with-
stand heavy loads, such as axle shafts, wheel
spindles, and large heavy-duty gears, demand
even greater case depths. Components for
heavy machinery (i.e., off-road machines, ships,
mill rolls, earth-moving machines) could
require hardened case depths anywhere from 4
to 16 mm (0.16 to 0.625 in.) and even greater,
which call for a frequency between 10 kHz
and 500 Hz and even lower. For example, track
links for earth-moving machines require a case
depth of 12 to 16 mm (0.5 to 0.625 in.).
Complex-shaped parts can present some

challenges in obtaining the required hardness
patterns, demanding complex geometries of
heat treating inductors (Fig. 4). The presence
of various holes, grooves, sharp corners, voids,
notches, and other surface and subsurface dis-
continuities and stress raisers noticeably affects
an inductor design and process recipe. Proper
selection of process parameters, including fre-
quency, power density, time settings, scan rate,
and specifics of spray quenching, is critical for
assuring the required case hardening conditions
and hardness pattern. Computer modeling is
imperative for determining optimal inductor
geometry and process recipes.
Spray quenching is typically used in induc-

tion hardening applications. Spray quenching

works best if the component is rotated during
the quenching operation, which ensures cooling
uniformity. By rotating parts, the workpiece
essentially experiences a constant impingement
rather than many small impingements. The
intensity of spray quenching (intensity of heat
removal) depends on the quenchant flow rate;
the impingement angle at which the quenchant
strikes the workpiece; the temperature, purity,
and type of quenchant; as well as the part
temperature. Quenchants used include water,
aqueous polymer solutions, and, to lesser
extent, oil, water mist, and forced air (Ref 8).
Water and aqueous polymer solutions are the
most popular.
Through hardening may be needed for parts

requiring high strength, such as snowplow
blades, springs, chain links, truck bed frames,
certain fasteners (including nails and screws),
and so on. In these cases, the entire component
is raised above the Ac3 transformation tempera-
ture and then quenched. Through hardening
applications require uniform heating. Selection
of the correct induction heating frequency is
very important for achieving a sufficient
surface-to-core temperature uniformity in the
shortest time with the highest heating effi-
ciency. Typically, the quenching intensity of
the surface-hardened component is greater than

Fig. 4 Variety of inductors for various induction heat treating applications. Courtesy of Inductoheat, Inc.
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the cooling intensity of a through-hardened
workpiece. This is so because in surface hard-
ening, additional cooling of the surface layers
takes place due to the cold core, which plays
the role of a heat sink (Ref 1, 18).
Tempering and Stress Relieving. The tem-

pering process takes place after the steel is
hardened but is no less important. The transfor-
mation to martensite through quenching creates
a very hard and brittle structure. Untempered
martensite retains a high level of residual stres-
ses and typically is too brittle for many com-
mercial applications, except components that
primarily require wear resistance. Reheating
of as-quenched steels and cast irons for temper-
ing produces a tempered martensite micro-
structure. A variety of microstructures and
mechanical properties of steels and cast irons
can be produced by tempering, including
increasing the steel toughness, yield strength,
and ductility, relieving internal stresses, elimi-
nating brittleness, and, in some cases, improv-
ing the shape stability of the as-quenched
component.
A conventional way of tempering is to run

the parts through a tempering furnace (gas fired
or infrared), which is typically located in a sep-
arate production area and therefore requires
extra space, labor, and time for part transporta-
tion. Tempering in the furnace is a time-
consuming process that may take 2 to 3 h.
Short-time induction tempering was developed
to overcome these drawbacks.
Tempering temperatures are always below

the lower transformation temperature (A1) and
usually in the range of 120 to 650 �C (248 to
1200 �F). There are four overlapping tempering
stages on reheating as-quenched martensite of
plain carbon steels (Ref 9):

1. Precipitation of e-carbide and partial loss of
tetragonality in martensite (temperature
below 250 �C)

2. Decomposition of retained austenite (200 to
300 �C)

3. Replacement of e-carbides by cementite;
martensite loses tetragonality (200 to
350 �C)

4. Coarsening and spheroidization of cement-
ite, accompanied by recrystallization of fer-
rite (above 350 �C)

Depending on the stage of tempering, various
amounts of iron carbides (Fe3C) are formed,
affecting the properties of hardened and tem-
pered structures. Low-temperature tempering
of carbon steels occurs typically at 120 to
300 �C (248 to 572 �F). Depending on the tem-
pering time, the hardness reduction may not
exceed 1 to 3 points HRC. If plain carbon steel
is tempered above 600 �C (1112 �F), practically
all of the residual stresses existing in the part
will be removed, and changes in microstructure
may lead to a significant loss in hardness (Fig.
5, 6) (Ref 2 to 9, 23). The hardness reduction
may exceed 15 points HRC. Note that induction
tempering of alloyed steel, even at a

temperature level of 600 �C (1112 �F), may
not result in significant hardness loss due to
the relatively short process time of induction
tempering (Fig. 7) (Ref 2, 3). It is important
to recognize that when tempering alloy steel,
the hardness does not always gradually
decrease with temperature increase, and some
alloys exhibit the phenomenon called secondary
hardening (Fig. 8) (Ref 2, 3).
Time and temperature are two of the most

critical parameters of tempering. To provide a
similar effect in short-time induction tempering
as in long-time oven tempering, it is necessary
to use higher temperatures (Ref 1, 2 to 7). There
are several ways to determine the time-temper-
ature correlation between conventional long-
time low-temperature oven tempering and
short-time higher-temperature induction tem-
pering, including the Hollomon-Jaffe equation,
the Grange-Baughman tempering correlation,
and so on.

Heat Treating Inductors

The induction coil is the most critical compo-
nent of any induction heating system. Basic phys-
ical principles of the induction heating
phenomenon are discussed in Ref 1 to 3 as well
as in the article “Simulation of Induction Heating
Prior to Hot Working and Coating” in this Vol-
ume. It is assumed that readers are familiar with
physics of induction heating, which can be sum-
marized as follows. An inductor or induction coil
is an electrical device positioned in close proxim-
ity to the electrically conductive workpiece
required to be heat treated. Alternating current

flowing in the inductor generates a time-varying
magnetic field that provides an electromagnetic
link between the inductor and workpiece, result-
ing in contactless heating of part or all of the
workpiece due to the Joule effect.
A particular inductor configuration depends on

specifics of the application that include, but are
not limited to, geometry of the workpiece, heating
mode, process recipe, production rate, required
heating profile, available power/frequency
source, and the material handling to be used for
production (i.e., how the part is moved into the
inductor or the inductor indexes into the part,
whether rotation of the part is required, or how
the part is transferred after heat treatment). Figure
4 shows a small sample of possible coil designs.
Inductors for induction metal heat treating appli-
cations can be divided into four major categories:
scanning, progressive, single-shot, and special
inductors. Coils for hardening are typically com-
puterized numerical control machined from a
solid copper bar, which makes them very rigid,
durable, and repeatable. In other cases, a copper
tube (rectangular or round cross section) may be
used (Fig. 9). In some low-coil-current/low-
workpiece-temperature applications, Litz wire
can be successfully used for fabrication inductors
(Ref 1, 26). Litz wire derives its name from the
German word litzendraht, meaning woven wire.
It consists of a number of individually insulated
wires twisted or braided into a uniform pattern,
so that each strand tends to take all possible posi-
tions in the cross section of the entire multistrand
conductor. Litz wire eliminates the skin effect of
alternating current that flows through it, leading
to an increase in current-carrying area, reduced

Fig. 5 Rockwell C hardness of tempered martensite in carbon and low-alloy steels versus tempering temperature.
Source: Ref 5, 23
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coil resistance and coil losses, and increased over-
all electrical efficiency.
As discussed in Ref 1 to 3 as well as the article

“Simulation of Induction Heating Prior to Hot
Working and Coating” in this Volume, induction
heating is a complex combination of electromag-
netic, heat-transfer, and metallurgical phenomena
that are tightly interrelated, because the physical
properties of heat treated materials depend
strongly on temperature, magnetic field intensity,
as well as chemical composition and microstruc-
ture. Themetallurgical aspects ofmetal heat treat-
ing have been discussed in Ref 1 to 6. This article
concentrates on simulation techniques of the elec-
tromagnetic and thermal processes that occur dur-
ing induction heat treating.

Estimation Techniques for
Frequency and Power

The companion article “Simulation of Induc-
tion Heating Prior to Hot Working and Coating”
in this Volume discusses various estimation

techniques to determine basic process parameters
of induction heating prior to metal hot forming,
the limitations of those techniques, and their sub-
jective nature. The selection of frequency and
power in induction heat treating applications is
subjective to an even greater degree, being
affected by not only the process specifics but also
by the type of alloy, its initial microstructure, spe-
cifics of inductor design, and the required hard-
ness pattern. Steel hardening is conventionally
described as heating the entire component or a
part of the component that must be hardened to
the austenitizing temperature, holding it, if neces-
sary, for a period long enough to obtain a com-
plete transformation to homogeneous austenite,
and then rapidly cooling it to below the Ms tem-
perature, where the martensitic transformation
begins. The first step in designing an induction
hardeningmachine is to specify the required hard-
ness pattern, including surface hardness, case
depth, and transition zone. The hardness pattern
is directly related to temperature distribution and
is controlled by selection of frequency, time,
power, and workpiece/coil geometry.

Descriptions of Various Hardness
Patterns

Through Hardening. Guidelines for selec-
tion of frequency and power for induction
through hardening, normalizing, and full
annealing are similar to other induction applica-
tions that require through heating of work-
pieces, such as heating prior to metal hot
working. This is discussed in the companion
article “Simulation of Induction Heating Prior
to Hot Working and Coating” in this Volume
(Tables 7 to 9 and Fig. 32 and 34). A system
designed to operate in the 400 kHz range would
have a very shallow depth of heating, whereas a
1 kHz system will produce relatively deep heat-
ing. As in any application that requires through
heating, the main concern in choosing fre-
quency is an ability to avoid an eddy current
cancellation that takes place if the selected fre-
quency is too low (Ref 1, 27).
For example, when through hardening small

parts, it would not be practical to try to harden
to a 6.3 mm (0.25 in.) diameter part or a thin-
wall part using a 1 kHz system. The current
penetration depth in hot steel (above the Curie
point) at 1 kHz (approximately 17 mm, or
0.66 in.) is simply too great for this small diam-
eter. Eddy current cancellation occurs upon
reaching the Curie temperature, resulting in a
dramatic reduction of coil electrical efficiency
and making the heated part practically transpar-
ent to the electromagnetic field generated by the
induction coil.
Over the years, industry has accumulated

numerous “rules of thumb” regarding the calcu-
lation of process parameters that focus on hard-
ening steel cylinders. Such recommendations
are shown in Tables 2 and 3. Table 2 shows
typical operating conditions for progressive
through hardening of steel parts.
Comments and clarifications for Table

2 include (Ref 3):

� Note the use of dual frequencies for round
cylinders.

� Power is transmitted by the inductor at the
operating frequency indicated. This power
is approximately 25% less than the power
input to the machine, because of losses
within the machine.

� Inductor input is at the operating frequency
of the inductor.

Table 3 shows approximate power densities
required for through heating of steel for harden-
ing and tempering. Comments and clarifications
for Table 3 include (Ref 3):

� The values in this table are based on the use
of proper frequency and normal overall
operating efficiency of the equipment.

� In general, these power densities are for sec-
tion sizes of 13 to 50 mm (½ to 2 in.).
Higher inputs can be used for smaller sizes,
and lower inputs may be used for larger sec-
tion sizes.

Fig. 6 Vickers and Rockwell C hardnesses of tempered martensite in carbon and low-alloy steels as a function of car-
bon content at various tempering temperatures. Source: Ref 6

Simulation of Induction Heat Treating / 505

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



It is important to remember that application
of any rule of thumb is very subjective and lim-
ited to certain process conditions and prior
microstructure of the steel (Ref 15, 16, 18 to 21).
Surface Hardening (Case Hardening). In

surface hardening (case hardening) applications,
a certain hardness layer at a particular surface
(for example, inside diameter, outside diameter,
or butt-end face) of the heat treated component
is desired. Frequency selection is appreciably
more subtle here than in through heating
applications.
According to a classical definition of the skin

effect, approximately 86% of all power induced
by the induction coil will be concentrated in the
surface layer, which is called the current pene-
tration depth. Frequency and temperature have
a dominant effect on the magnitude of current
penetration depth in steels and cast irons. By
controlling the depth of current penetration, it
is possible to austenitize selective areas of the
component that require hardening without
affecting the rest of the component. Depending
upon a required hardness case depth, the fre-
quency selection for surface hardening applica-
tions ranges from 60 Hz (hardening of large
mill rolls) to greater than 450 kHz (hardening
small pins).
The frequency selection can also be affected

by an economical factor as well. A higher fre-
quency rating usually reflects a higher capital
cost for the equipment.
Induction heat treating practitioners typically

divide frequencies into three categories: low
frequency (below 10 kHz), medium frequency
(from 10 to 70 kHz), and high frequency (above
70 kHz). With the frequency increase, the depth
of heating is decreased according to Eq 5 and 6
in the companion article “Simulation of Induc-
tion Heating Prior to Hot Working and Coat-
ing” in this Volume.
Various case depths and hardness patterns

can be achieved with the same inductor by
changing the frequency, power density, and
duration of heating. Figure 10 shows an impres-
sive example of a diversity of achievable induc-
tion hardening patterns when hardening
gearlike components (Ref 1, 28, 106). The left
side of Fig. 10 shows various hardness patterns
that were obtained on the same carbon steel
shaft with variations in heat time, frequency,
and power density. The right side of Fig. 10
shows a similar effect when surface hardening
a spur gear. As a rule, when it is necessary to
harden only the gear tooth tips, a higher fre-
quency and high power density are applied; to
harden the tooth roots, use a lower frequency.
A high power density in combination with the
relatively short heat time generally results in a
shallow pattern, while a low power density
and extended heat time produces a deep pattern
with wide transition zones.
For illustration purposes, Fig. 11 shows

sketches of three cases related to frequency
selection when surface hardening a solid shaft.
In all three cases, it was possible to achieve
the same case depth (indicated as a dotted line)

Fig. 7 Tempering behavior (Rockwell C hardness) of ASTM/SAE 4340 steel at various temperatures as a function of
time. Source: Ref 2, 24

Fig. 8 Secondary hardening (Vickers) during tempering of steels containing various amounts of molybdenum.
Source: Ref 25
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while using three appreciably different frequen-
cies, designated as too high, too low, and the
optimal frequency. If the frequency is too high
for the specified case depth, resulting in too

small a current penetration depth (Fig. 11, left),
additional heating time is needed to allow the
heat to be conducted to the desired depth to
obtain the required hardness depth. Not only

does this add unnecessary cycle time, but it
may also lead to a noticeable overheating of
the surface, resulting in excessive grain growth,
decarburization, scale formation, incipient
melting, grain-boundary liquation, and other
undesirable metallurgical phenomena.
Conversely, if the chosen frequency is appre-

ciably lower than the optimal frequency, it pro-
duces a depth of heating that is significantly
greater than necessary. The result is a large
heat-affected zone, additional shape distortion
of the heat treated component, and unnecessary
waste of energy for heating a greater-than-
required mass of metal (Fig. 11, middle). In
some cases, the penetration depth can be so
large compared to the required hardened case
depth that it will not be possible to meet a pat-
tern specification, because the maximum per-
missible case depth is exceeded or the pattern
repeatability may be altered.
Generally speaking, the optimal frequency

results in a current penetration depth at a tem-
perature above the Curie point within the range
of 1.2 to 2.4 times the required hardness case
depth. In this case, the surface of the compo-
nent will not be overheated, and additional heat
that is generated below the case depth will be
just sufficient to compensate for the cooling/
soaking effect of the cold core.
Keeping in mind the previously mentioned

drawbacks of using other than optimal frequen-
cies, in many cases it is possible to achieve the
various hardness patterns by using an appropri-
ate combination of power density, frequency,
and heat time (as illustrated in Fig. 11). The
basic rule is that when a particular case depth
is required, it may be possible to achieve the
same case depth with a frequency that is
lower than recommended by using a higher
power density and a shorter heat time (faster
scan rate). Conversely, if a higher-than-optimal
frequency is available, then a lower power

Fig. 9 Crankshaft hardening inductors made of copper bar or tube. Comparison of U-shaped inductors (top) versus C-
inductors (bottom)

Table 2 Typical operating conditions for progressive through-hardening of steel parts by induction

Section size

Material
Frequency(a),

Hz
Power(b),

kW

Total
heating
time, s

Scan time

Work temperature

Entering coil Leaving coil Production rate Inductor input(c)

mm in. s/cm s/in. �C �F �C �F kg/h lb/h kW/cm2 kW/in.2

Rounds
13 ½ 4130 180 20 38 0.39 1 75 165 510 950 92 202 0.067 0.43

9600 21 17 0.39 1 510 950 925 1700 92 202 0.122 0.79
19 3/4 1035 mod 180 28.5 68.4 0.71 1.8 75 165 620 1150 113 250 0.062 0.40

9600 20.6 28.8 0.71 1.8 620 1150 955 1750 113 250 0.085 0.55
25 1 1041 180 33 98.8 1.02 2.6 70 160 620 1150 141 311 0.054 0.35

9600 19.5 44.2 1.02 2.6 620 1150 955 1750 141 311 0.057 0.37
29 11/8 1041 180 36 114 1.18 3.0 75 165 620 1150 153 338 0.053 0.34

9600 19.1 51 1.18 3.0 620 1150 955 1750 153 338 0.050 0.32
49 115/16 14B35H 180 35 260 2.76 7.0 75 165 635 1175 195 429 0.029 0.19

9600 32 119 2.76 7.0 635 1175 955 1750 195 429 0.048 0.31

Flats
16 5/8 1038 3000 300 11.3 0.59 1.5 20 70 870 1600 1449 3194 0.361 2.33
19 3/4 1038 3000 332 15 0.79 2.0 20 70 870 1600 1576 3474 0.319 2.06
22 7/8 1043 3000 336 28.5 1.50 3.8 20 70 870 1600 1609 3548 0.206 1.33
25 1 1036 3000 304 26.3 1.38 3.5 20 70 870 1600 1595 3517 0.225 1.45
29 11/8 1036 3000 344 36.0 1.89 4.8 20 70 870 1600 1678 3701 0.208 1.34

Irregular shapes
17.5–33 11/16 –15/16 1037 mod 3000 580 254 0.94 2.4 20 70 885 1625 2211 4875 0.040 0.26

(a) Note use of dual frequencies for round sections. (b) Power transmitted by the inductor at the operating frequency indicated. This power is approximately 25% less than the power input to the machine, because of losses
within the machine. (c) At the operating frequency of the inductor. Source: Ref 3
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density should be used in combination with a
longer heat time.
In the majority of cases, the frequencies used

in surface hardening of regular-shaped compo-
nents result in a pronounced skin effect, which
eliminates the concern regarding an eddy current
cancellation. However, if the workpiece has an
irregular shape (C-shaped tubes, odd-shaped
parts, or slotted cylinders), the eddy currents

may be forced to flow on the outside and inside
areas of the part, with the potential of canceling
each other (Ref 1). The basic rule of thumb that
avoids a current cancellation in such cases is that
the chosen frequency should result in a value
of current penetration depth that would be no
more than one-fourth the thickness of the cur-
rent-conducting path (Ref 1).
Over the years, industry has accumulated

numerous standard practices to calculate pro-
cess parameters for induction surface harden-
ing. Most of these practices are extremely
subjective and are related only to the selection
of frequency and power when single-shot hard-
ening or scan hardening regular-shaped cylin-
ders (such as solid shafts) made from plain
carbon steels. Some of these recommendations
are shown in Tables 2 to 4.
According to another common practice, the

required frequency for surface hardening of
solid cylinders with a case depth ranging from
1.6 to 5 mm can be determined based on the
conditions in Eq 1 or 2:

6:5

XCD

� �2

< Frequency ðkHzÞ < 16:6

XCD

� �2

(Eq 1)

Frequency ðkHzÞ ffi 9:8

XCD

� �2

(Eq 2)

where XCD is a required case depth (in
millimeters).

Calculating Frequency Range for Case
Depth

Example 1: Case Depth. A3mmcasedepthis
required; the calculation for the frequency range is:

6:5

3

� �2

< Frequency ðkHzÞ < 16:6

3

� �2

According Eq 1, an appropriate frequency range is
4.7 to 30.6 kHz. In comparison, according to Eq 2,
the frequency is 10.7 kHz. Components of smaller
sizes (smaller outside diameter) shift Eq 1 toward
using higher frequencies. In contrast, lower fre-
quencies could be used when induction case hard-
ening larger-sized parts.

Heat Duration

The final parameter is the duration of heat.
Many induction-hardened components are heated
to hardening temperatures within several seconds
or even during a fraction of a second (i.e., gear
contour hardening using a dual-frequency source)
(Ref 28). Upon choosing an appropriate frequency
and power density based on one of the aforemen-
tioned criteria, the duration of heat can also be
determined after several heat trials and evaluation
of the obtained hardness patterns.
It is imperative to keep in mind that most rules

of thumb assume hardening of fine-grained, nor-
malized, homogeneous ferritic-pearlitic prior
structures with a carbon content of approximately
0.4 to 0.5%. The microstructure of steel prior to
heat treatment (also referred to as the initial struc-
ture, the structure of the parent material, or the
structure of the “green” part) has a pronounced
effect on the results of the heat treatment and the
required process parameters, such as the austeni-
tizing temperature and the amount of time the part
is required to be held at that temperature. As
shown in Ref 1, 2, and 30, even for steel of the
same grade (1042), the required induction harden-
ing temperature range depends on the heat inten-
sity aswell as the priormicrostructure of the steel:

� 880 to 1095 �C (1620 to 2000 �F) for
annealed prior microstructures

� 840 to 1000 �C (1550 to 1830 �F) for nor-
malized prior microstructures

� 820 to 930 �C (1510 to 1710 �F) for quenched
and tempered prior microstructures

The effect of prior structure can be explained as
follows (Ref 1, 4, 5, 15 to 21). A quenched and
tempered prior structure is the most favorable. It
consists of tempered martensite and ensures rapid
transformation, which lowers the temperature

Table 3 Approximate power densities required for through heating of steel for hardening,
tempering, or forming operations

Frequency(a),
Hz

Input(b)

150–425�C
(300–800 �F)

425–760 �C
(800–1400 �F)

760–980 �C
(1400–1800 �F)

980–1095 �C
(1800–2000 �F)

1095–1205 �C
(2000–2200 �F)

kW/cm2 kW/in.2 kW/cm2 kW/in.2 kW/cm2 kW/in.2 kW/cm2 kW/in.2 kW/cm2 kW/in.2

60 0.009 0.06 0.023 0.15 (c) (c) (c) (c) (c) (c)
180 0.008 0.05 0.022 0.14 (c) (c) (c) (c) (c) (c)
1000 0.006 0.04 0.019 0.12 0.08 0.5 0.155 1.0 0.22 1.4
3000 0.005 0.03 0.016 0.10 0.06 0.4 0.085 0.55 0.11 0.7
10,000 0.003 0.02 0.012 0.08 0.05 0.3 0.070 0.45 0.085 0.55

(a) The values in this table are based on use of proper frequency and normal overall operating efficiency of equipment. (b) In general, these power
densities are for section sizes of 13 to 50 mm (½ to 2 in.). Higher inputs can be used for smaller section sizes, and lower inputs may be required for
larger section sizes. (c) Not recommended for these temperatures. Source: Ref 3

Fig. 10 Variety of induction hardening patterns obtained by using variations in frequency, heat time, and power
density. Source: Ref 28

Fig. 11 Comparison of required case depth versus
current penetration depths in hot steel at var-

ious frequencies. Source: Ref 1
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required for austenite formation. This results in a
fast, consistent response of the steel to induction
hardening, with minimum amounts of grain
growth, shape/size distortion, and surface oxida-
tion; a minimum required heating energy; and a
well-defined, “crisp” hardness pattern having a
narrow transition zone. This type of initial struc-
ture can even result in slightly higher hardness
and a deeper hardened case depth as well as lower
coil power compared with other prior structures.
Normalized initial microstructures consisting of
homogeneous fine pearlitic-ferritic structures are
generally considered to be the next-favorable ini-
tial structures.
Unfavorable Structures. If the initial micro-

structure of a steel component has a significant
amount of coarse pearlite and, most importantly,
coarse ferrites or clusters or bands of ferrites, then
the structure cannot be considered favorable. Fer-
rite is practically a pure iron and does not contain
the sufficient amount of the carbon required for
martensitic transformation. Pure ferrite consists
of less than 0.025% C. Large areas (clusters or
bands) of ferrite require a long time for carbon to
diffuse into carbon-poor areas for formation of
homogeneous austenite. Those ferrite clusters or
bands could act as one very large grain of ferrite
and are often retained in the austenite upon rapid
heating (Ref 1). After quenching a heterogeneous
austenite or mixed austenite, a complex micro-
structure can form that contains martensite and
upper transformation products. Scattered soft
and hard spots and poor mechanical properties
characterize this structure. Appreciably higher
temperatures and longer heating times are
required to austenitize steels having these struc-
tures. It is strongly recommended to avoid
severely segregated and banded initialmicrostruc-
tures. Steels with large stable carbides (spheroi-
dized microstructures) also have poor response
to induction hardening and also result in the need
for prolonged heating and significantly higher
temperatures to complete austenitization. Longer
heating times lead to grain growth, the formation
of coarse martensite, a larger transition zone, sur-
face oxidation/decarburization, and increased
shape distortion. Coarse martensite has a negative
effect on such important properties as toughness,
impact strength, and bending fatigue strength
and is susceptible to cracking (Ref 1 to 3; also see
the article “Simulation of Induction Heating Prior
to Hot Working and Coating” in this Volume).
Summarizing the effect of prior structures,

one can conclude that components having
quenched and tempered, normalized, annealed,
or spheroidized structures have measurably dif-
ferent required austenitizing temperatures and
holding times at those temperatures, dramati-
cally affecting the selection of heat time and
power. In particular, prior microstructures have
a pronounced effect when shorter heat times are
used.
Bear in mind that rapid heating reduces the

effect of thermal conduction and tends to auste-
nitize primarily the area where eddy currents
were induced (i.e., the outer surface layer). This
results in a very short transition zone. With the

increase in heat time, thermal conductivity starts
to play an increasingly dominant role, allowing
the heat to soak from higher-temperature surface
areas toward lower-temperature internal regions,
leading to a fuzzy transition area of the hardened
pattern and requiring a greater amount of energy.
Figure 12 shows the results of a computer

simulation illustrating this effect (Ref 1) when
surface hardening 50 mm diameter solid shafts.
As seen in Fig. 12(a), a heating time of 1.5

s shows no rise in core temperature and a slight
increase in temperature in the internal areas of
the workpiece. A heating time of 3.0 s (Fig.
12b) leads to a small rise in core temperature

Table 4 Power densities required for surface hardening of steel

Frequency,
kHz

Depth of hardening(a)

Input(b)(c)

Low(d) Optimum(e) High(f)

mm in. kW/cm2 kW/in.2 kW/cm2 kW/in.2 kW/cm2 kW/in.2

500 0.381–1.143 0.015–0.045 1.08 7 1.55 10 1.86 12
1.143–2.286 0.045–0.090 0.46 3 0.78 5 1.24 8

10 1.524–2.286 0.060–0.090 1.24 8 1.55 10 2.48 16
2.286–3.048 0.090–0.120 0.78 5 1.55 10 2.33 15
3.048–4.064 0.120–0.160 0.78 5 1.55 10 2.17 14

3 2.286–3.048 0.090–0.120 1.55 10 2.33 15 2.64 17
3.048–4.064 0.120–0.160 0.78 5 2.17 14 2.48 16
4.064–5.080 0.160–0.200 0.78 5 1.55 10 2.17 14

1 5.080–7.112 0.200–0.280 0.78 5 1.55 10 1.86 12
7.112–8.890 0.280–0.350 0.78 5 1.55 10 1.86 12

(a) For greater depths of hardening, lower kilowatt inputs are used. (b) These values are based on use of proper frequency and normal overall
operating efficiency of equipment. These values may be used for both static and progressive methods of heating; however, for some applications,
higher inputs can be used for progressive hardening. (c) Kilowattage is read as maximum during heat cycle. (d) Low kilowatt input may be used
when generator capacity is limited. These kilowatt values may be used to calculate largest part hardened (single-shot method) with a given generator.
(e) For best metallurgical results. (f) For higher production when generator capacity is available. Source: Ref 3

Fig. 12 Temperature profiles during various stages of induction hardening using 10 kHz. Minimum required case
depth of 2 mm will be achieved in all three cases. Source: Ref 1
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and a moderate increase in temperature of the
internal areas, while a heating time of 10.0
s (Fig. 12c) results in a significant rise in tem-
perature of the internal areas and the core. In
all three cases, the temperature at the hardened
depth (2 mm from the surface) is approximately
the same. Below the hardened depth is where
the difference is primarily seen, because the
temperature of subsurface layers begins to
increase with increasing duration of the heat.
Physics indicates that if a greater amount of

heat is induced in the workpiece, then a greater
mass of steel will be heated, leading to a greater
workpiece expansion and thus often resulting in
a greater shape distortion. Therefore, to decrease
the distortion of hardened components (for exam-
ple, gears), it is desirable to keep the heating time
as short as possible. However, there are some lim-
itations. First, the material must reach the mini-
mum required transformation temperature that is
sufficient to create a homogeneous austenite at
the depth to be hardened. A combination of unrea-
sonably high frequency and/or surface power den-
sity can lead to surface overheating, resulting in
known undesirable microstructures. Second, such
a combination can produce substantial tempera-
ture gradients during heating. Thermal stresses
can reach their critical values, and cracking can
develop when hardening brittle materials (i.e.,
high-carbon steels and gray cast irons). In such
cases, it may be desirable to use longer heating
times with lower power density. Third, hot and
cold spots can become pronounced if geometrical
irregularities are present (for example, sharp cor-
ners, holes, keyways, edges, etc.). In these cases,
a less intensive heat and longer heat times are also
desired, including the use of some dwells before
quenching to allow the thermal conduction to
reduce the temperature of hot spots.
Figure 13 consists of an alternative chart

developed by industry for choosing frequency,
power density, and heat time for surface hard-
ening of solid, regular-shaped components
without irregularities (Ref 3). Table 5 shows
an estimation of power requirements for induc-
tion hardening of spur gears (Ref 3).

It is imperative to remember that the proce-
dure for determining an optimal combination
of process parameters using rules of thumb
could easily be misleading. Even a cursory look
at Table 4 and Fig. 13 shows an appreciable dif-
ference for the recommended power densities
for seemingly similar application. Each compo-
nent to be induction hardened has its own “per-
sonality” with respect to material specifics,
prior structure, geometry, and functionality.

Numerical Computer Simulation

As outlined previously, an estimation of the
most appropriate process parameters based on
rules of thumb as well as the analytical methods
and equivalent circuit coil design methods popu-
lar in the 1960s and 1970s is very subjective, with
inherent appreciable restrictions (Ref 1, 31, 32;
also see the article “Simulation of InductionHeat-
ing Prior to Hot Working and Coating” in this
Volume). Those techniques should be used for
quick estimation of the approximate ballpark
parameters of induction heat treating systems
and only in the cases of regular-shaped work-
pieces. It is imperative to be aware that in many
applications (especially in the cases of heat treat-
ing irregular-shaped workpieces), erroneous and
inadequate results can be obtained when such cal-
culation techniques are used.
Advances in modern computers, the increas-

ing complexity of induction heating applica-
tions, and increasing demands to manufacture
higher-quality parts in combination with the
necessity of improving cost-effectiveness by
shortening the learning curve and reducing
development time that is naturally related to
reducing the delivery time of equipment have
significantly restricted the usefulness of simpli-
fied formulas, as well as analytical and seminu-
merical methods.
Rather than using computational techniques

with many restrictions and disputable accuracy,
modern induction heating specialists turned to
highly effective numerical methods, such as
finite-difference, finite-element, mutual imped-
ance, and boundary-element methods. These
numerical techniques are widely and successfully
used in the computation of coupled electromag-
netic, heat-transfer, andmetallurgical phenomena.
Each of these simulation techniques has certain
pros and cons and has been used alone or in a com-
bination with others.

Any computational analysis can produce, at
best, only the results that are derived from the
properly determined physical properties of heated
materials and correctly defined governing equa-
tions. Therefore, the first important step in any
computer simulation is to obtain physical proper-
ties of heated materials from properly conducted
experiments or trusted sources. The well-known
but rude saying “garbage in, garbage out” indi-
cates the necessity of having accurate physical
properties. The second but as important step in
any mathematical simulation is to choose an
appropriate theoretical model that correctly repre-
sents the technological process or phenomenon.
Generally speaking, to conduct a computer

modeling of an induction heat treating system, it
is necessary to model several process stages,
including but not limited to heating, soaking
(dwelling), cooling during quenching, as well as
reheating for tempering or stress relieving (Ref 1).

Governing Electromagnetic Equations

The technique of calculating electromagnetic
fields depends on the ability to solve Maxwell’s
equations, which are a set of equations that
describe the interrelated nature of electric and
magnetic fields. For general time-varying electro-
magnetic fields, when there are no substantially
fast-moving components, Maxwell’s equations
in differential form are (Ref 1, 33 to 37):

r�H ¼ Jþ @D

@t
ðfrom Ampere0s lawÞ (Eq 3)

r� E ¼ � @B

@t
ðfrom Faraday0s lawÞ (Eq 4)

r � B ¼ 0 ðfrom Gauss0s lawÞ (Eq 5)

r � D ¼ rcharge ðfrom Gauss0s lawÞ (Eq 6)

where E is the electric field intensity, D is the
electric flux density, H is the magnetic field
intensity, B is the magnetic flux density, J is
the conduction current density, and rcharge is
the electric charge density. Equations 3 to 6
include the vector algebra r, r�, and r�,
These symbols express the differential opera-
tors of gradient (grad), divergence (div), and
curl (curl), respectively.
The same fundamental laws governing the

general time-varying electromagnetic field can
also be written in integral form (Ref 33 to 37):

Fig. 13 Interrelationship among heating time, surface
power density, and hardened depth for vari-

ous frequencies. Source: Ref 3

Table 5 Power requirements for induction hardening of gear teeth

Tooth Diametral pitch

Approximate
length of tooth profile

Surface area per
tooth(a)

Power required per
tooth(b), kW

Total power
required(c), kWmm in.2 cm2 in.2

A 3 50 2.0 12.9 2.0 20 800
B 4 38 1.5 9.7 1.5 15 600
C 5 33 1.3 8.4 1.3 13 520
D 6 25 1.0 6.5 1.0 10 400
E 7 23 0.9 5.8 0.9 9 360
F 8 19 0.75 4.8 0.75 7.5 300

(a) For a face width of 25 mm (1 in.). (b) At a power density of 1.55 kW/cm2 (10 kW/in.2). (c) For a gear having 40 teeth. Source: Ref 3
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I
C

H�dl ¼
Z
S

J�dAþ
Z
S

@D

@t
� dA ðfrom Ampere0s lawÞ

(Eq 7)

I
C

E dl�
Z
C

B� v � dl ¼ � d

dt

Z
S

B � dA

ðfrom Faraday0s lawÞ
(Eq 8)

I
S

B � dA ¼ 0 ðfrom Gauss0s lawÞ (Eq 9)

I
S

D dA ¼
Z
V

rcharge dV ðfrom Gauss0s lawÞ

(Eq 10)

where dV represents the differential of volume,
V, surrounded by surface, S; dA denotes the dif-
ferential vector element of surface region “A”
with small magnitude and direction normal to
surface S; dl represents the vector element of
the path length that is tangential to contour C
surrounding surface c; and v is the instanta-
neous velocity of element dl.
Physical interpretation of Maxwell’s equa-

tions is provided in Ref 1 and 33 to 37.
Finite-element and finite-difference methods

are numerical modeling techniques that typi-
cally use the differential form of Maxwell’s
equations, while the mutual impedance and
boundary-element methods usually apply its
integral form. Transformation of the differential
form of Maxwell’s equations representing the
electromagnetic field is discussed here.
Maxwell’s equations (Eq 3 to 6) are in indefi-

nite form, because the number of equations is
less than the number of unknowns. These equa-
tions become definite when the relations
between the field quantities are specified. The
following constitutive relations are additional
and hold true for a linear, isotropic medium:

D ¼ e eo E (Eq 11)

B ¼ mr mo H (Eq 12)

J ¼ s E ðOhm’s lawÞ (Eq 13)

where the parameters e, mr, and s denote,
respectively, the relative permittivity, relative
magnetic permeability, and electrical conduc-
tivity of the material; s = 1/r, where r is the
electrical resistivity.
Selected basic units in the electromagnetic

field (SI international) are shown in Table 6.
The constant mo = 4p � 10�7 H/m [or Wb/(A

� m)] is called the permeability of free space
(the vacuum), and similarly, the constant eo =
8.854 � 10�12 F/m is called the permittivity
of free space. Both relative magnetic perme-
ability, mr, and relative permittivity, e, are non-
dimensional parameters and have very similar
meanings. Relative magnetic permeability indi-
cates the ability of a material to conduct the
magnetic flux better than vacuum or air. The
article “Simulation of Induction Heating Prior

to Hot Working and Coating” in this Volume
provides detailed discussion regarding the non-
linear nature of relative magnetic permeability.
Similar to mr, relative permittivity (or the
dielectric constant) indicates the ability of a
material to conduct the electric field better than
vacuum or air. By taking Eq 11 and 13 into
account, Eq 3 can be rewritten as:

r�H ¼ sEþ @ðe0 er EÞ
@t

(Eq 14)

For the great majority of applications involving
induction heating of metals, the impact of
induced conduction current density, J, on the
total heat generation is much greater than the
impact of displacement current density:

@D

@t

Therefore, the last term on the right side of Eq
14 can be neglected, and it can be simplified as:

r�H ¼ sE (Eq 15)

It is important to realize that, depending on the
magnetic and electric properties, certain quanti-
ties of the electromagnetic field can be continu-
ous or discontinuous on different sides of an
interface divided by two different media. Des-
ignating two different media with a common
interface by subscripts “1” and “2,” the basic
field vectors must satisfy the following bound-
ary conditions (Ref 33 to 38):

ðB2 � B1Þ � n ¼ 0 (Eq 16)

ðH2 �H1Þ � n ¼ Jsurface (Eq 17)

ðE2 � E1Þ � n ¼ 0 (Eq 18)

Boundary conditions (Eq 16 to 18) can be inter-
preted as follows. According to Eq 16, the nor-
mal component of the magnetic flux density, B,
is continuous across the interface of media 1
and 2. In the presence of the surface current,
Jsurface, as follows from Eq 17, the tangential
components of the magnetic field strength, H,
are discontinuous across the two media with a
magnitude of Jsurface. If the surface current is
absent (as in the case of electrically conductive
materials), then the tangential component is
continuous, and the right side of Eq 17 will be
0. According to Eq 18, the tangential compo-
nents of the electric field intensity, E, are con-
tinuous across the interface. Equations 16 to
18 can be very helpful in providing a simple
test of whether the results of numerical com-
puter modeling are physically correct.
After some vector algebra, Eq 3, 4, and 12

can be written:

r� 1

s
r�H

� �
¼ �mrmo

@H

@t
(Eq 19)

r� 1

mr
r� E

� �
¼ �smo

@E

@t
(Eq 20)

Because the magnetic flux density, B, satisfies
a zero divergence condition (Eq 5), meaning
that magnetic field lines (B-lines) always
form continuous loops (without having any
points of origin or termination), it can be
expressed in terms of a magnetic vector
potential, A, as:

B ¼ r� A (Eq 21)

After substituting B in Eq 4 and using Eq 21, it
is possible to derive the following:

r� E ¼ �r� @A

@t
(Eq 22)

Therefore, after integration, one can obtain:

E ¼ � @ A

@ t
�r j (Eq 23)

where j is the electric scalar potential. Equa-
tion 13 can be written as:

J ¼ �s
@ A

@ t
þ Js (Eq 24)

where Js = � s r j is the induction coil cur-
rent density (source current density).
Nonlinearity. One of the major difficulties

in electromagnetic field and heat-transfer simu-
lation is related to the nonlinear nature of mate-
rial properties (Ref 1, 41, 72; see also the article
“Simulation of Induction Heating Prior to Hot
Working and Coating” in this Volume). Elec-
tromagnetic properties of materials encompass
a variety of characteristics, including magnetic
permeability, electrical resistivity (electrical
conductivity), saturation flux density, and coer-
cive force. While recognizing the importance of
all electromagnetic properties, two of them—
electrical conductivity, s (electrical resistivity,
r), and relative magnetic permeability, mr—
have the most pronounced effect on the
process of induction heating of metals. Electri-
cal conductivity, s, and its reciprocal, electrical
resistivity, r, vary with temperature, chemical
composition, microstructure, grain size, and so
on. For most metals and alloys (including car-
bon steels, alloyed steels, copper, aluminum,
and titanium), electrical resistivity, r, increases
with temperature (Fig. 4 in the article “Simula-
tion of Induction Heating Prior to Hot Working
and Coating” in this Volume).
Relative magnetic permeability, mr, is not

only a complex function of grain structure,

Table 6 Basic electromagnetic field
properties

Quantity Symbol SI units

Electric field density E V/m
Electric flux density D C/m2

Conduction current density J A/m2

Electrical resistivity r O m
Electrical conductivity s S/m
Magnetic field intensity H A/m
Magnetic flux density B T
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chemical composition, and temperature but also
frequency and magnetic field intensity. As
shown in Fig. 8(a) of the article “Simulation
of Induction Heating Prior to Hot Working
and Coating,” the same kind of carbon steel at
the same temperature and frequency can have
a substantially different value of mr due to dif-
ferences in the intensity of the magnetic field.
The temperature at which a ferromagnetic body
becomes nonmagnetic is called the Curie tem-
perature (Curie point). Figure 9 of the compan-
ion article “Simulation of Induction Heating
Prior to Hot Working and Coating” shows a
dramatic illustration of the complex relation-
ship among mr, temperature, and magnetic field
intensity for medium-carbon steel. The piece-
wise continuous nature of material properties
is postulated in the majority of mathematical
modeling approaches. After neglecting the
hysteresis and magnetic saturation, it can be
shown that:

1

mr mo
r�r� Að Þ ¼ Js � s

@ A

@ t
(Eq 25)

For the great majority of induction metal heat
treating applications (such as surface hardening,
through hardening, annealing, and normalizing),
the heating effect due to hysteresis loss does not
typically exceed 7 to 8% compared to the heat
effect due to Joule heat generated by eddy cur-
rent, because during the majority of the heat
cycle, the surface temperature of the component
is well above the Curie point. This makes valid
the assumption of neglecting hysteresis losses.
However, in some low-temperature applications,
where heated metal retains its magnetic proper-
ties during the entire heating cycle (for example,
induction tempering, stress relieving, heating
prior to galvanizing and coating of ferrous strips
andwires, etc.), hysteresis heat generation can be
appreciable compared to Joule heat generated by
eddy current losses, and the assumption of
neglecting magnetic hysteresis will not be valid.
In some applications, certain components of

the induction heating system move with sub-
stantial speed in respect to the induction heater.
This includes such induction heat treating
applications as high-speed strip and wire heat-
ing prior to metallic and nonmetallic coating
(such as galvanizing) and heating of fast-rotated
discs. In such applications, the mathematical
model (Eq 26) includes the velocity of work-
piece movement:

r� 1

mmo
r� Aþ s

@ A

@ t
� sðn�r� AÞ ¼ Js

(Eq 26)

where n represents the velocity of component
movement.
It is possible to simplify the governing equa-

tions (Eq 19, 20, 25, and 26) by assuming a
time-harmonic electromagnetic field (a quasi-
stationary assumption). Under this assumption,
it is possible to conclude that the electromagnetic
field quantities in Maxwell’s equations are

harmonically oscillating functions with a single
frequency. Therefore, for appreciably fast-
moving components, Eq 26 can be rewritten in
the following form:

r�r� Aþ j o s mr mo A

� s mr moðn�r� AÞ ¼ mr mo Js
(Eq 27)

For the great majority of induction metal heat
treating applications (including hardening,
tempering, and bar and billet heating), the
velocity of component movement is apprecia-
bly small compared to the applied frequency,
and Eq 19, 20, or 25 is used instead of Eq 26
and 27.
The following expressions can be written

after applying some vector algebra to Eq 19,
20, and 25 and assuming the quasi-stationary
(time-harmonic) nature of the electromagnetic
field with an angular frequency of o:

1

s
r2 H ¼ jomr mo H (Eq 28)

1

mr
r2 E ¼ josmo E (Eq 29)

1

mr m0
r2 A ¼ �Js þ josA (Eq 30)

where r2 denotes the Laplace operator, which
has different forms in Cartesian and cylindrical
coordinates. In Cartesian coordinates:

r2 A ¼ @2 A

@ X2
þ @2 A

@ Y2
þ @2 A

@ Z2
(Eq 31)

In cylindrical coordinates (axisymmetric case):

r2 A ¼ 1

R

@

@ R
R
@ A

@ R

� �
þ @2 A

@ Z2
(Eq 32)

An assumption of a single-frequency oscillat-
ing current means that harmonics are absent
in both the impressed and induced currents.
The governing equations (Eq 28 to 30) with
the appropriate boundary condition can be
solved with respect to H, E, or A (Ref 1, 33
to 40). Equations 28 to 30 are valid for general
three-dimensional fields and allow the deter-
mination of all the required induction system
design parameters, such as coil current, volt-
age, power, impedance, coil power factor,
and eddy current distribution.
Two-Dimensional Approximation. Alth-

ough there is considerable theoretical and prac-
tical interest in solving three-dimensional
problems, an appreciable amount of induction
metal heat treating applications can be effec-
tively modeled using two-dimensional assump-
tions. For many induction heat treating
applications, certain quantities of the magnetic
field (such as magnetic vector potential, electric
field intensity, and magnetic field intensity)
may be assumed to be entirely directed. For
example, in the longitudinal cross section of
a multiturn solenoid coil (Fig. 14, top), both
A and E vectors have only one component,

which is entirely Z-directed. In contrast, in the
case of a transverse section of a solenoid coil
(Fig. 14, bottom), H and B vectors have only
one component. This allows the three-dimen-
sional field to be reduced to an evaluation of
behavior of a combination of two-dimensional
forms. For example, in the case of the magnetic
vector potential, Eq 30 can be expressed as
follows.
For a two-dimensional Cartesian system:

1

mr m0

@2 A

@ X2
þ @2 A

@ Y2

� �
¼ �Js þ josA (Eq 33)

For an axisymmetric cylindrical system:

1

mr m0

@2 A

@ R2
þ 1

R

@ A

@ R
þ @2 A

@ Z2
� A

R2

� �
¼ �Js þ josA

(Eq 34)

If the geometry of an induction system has
symmetries, then the corresponding boundary
conditions should be defined on the symmetry
axes. A typical boundary condition in electro-
magnetism imposes a zero field at infinite by
assuming that boundaries are moved suffi-
ciently far away from the inductor, making the
magnetic vector potential A have zero value
along the boundary (Dirichlet condition) or
have a Neumann boundary condition when its
gradient is negligibly small along the boundary
compared to its value elsewhere in the region:

@ A

@ n
¼ 0

� �

Fig. 14 E or A and H or B field representations in a
cylindrical induction system. Source: Ref 41
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By using simple vector algebra manipula-
tions, it is possible to obtain governing equa-
tions similar to Eq 33 and 34 that can be
formulated with respect to E, B, or H. There-
fore, by choosing a proper field representation,
a general problem can be solved in respect to
either A, E, B, or H. For example, governing
equations that are formulated with respect to
A or E are very convenient for describing the
electromagnetic field in a longitudinal cross
section of the induction heating system using
cylinder multiturn solenoid inductors (Fig. 14,
top). In contrast, the electromagnetic field dis-
tribution in a transverse cross section of the
workpiece (for example, a heat source distribu-
tion within the transverse cross section of non-
cylindrical components, such as slabs, blooms,
strips, gears, etc.) can be more conveniently
described by governing equations formulated
with respect to B or H (Fig. 14, bottom).

Examples of Electromagnetic Field
Formulations

Example 2: Split-Return Inductor. Two-
dimensional electromagnetic field formulation in
respect to magnetic vector potential, A, is used
for computer modeling and optimization of elec-
tromagnetic parameters of split-return inductors.
Although induction heat treating has an interre-

lated nature, where electromagnetic and thermal
phenomena are coupled together, a noticeable
amount of important process subtleties and design
information can be obtained by conducting just an
electromagnetic computation and by reviewing
electrical parameters of the system. This includes
the distribution of the electromagnetic field as

well as the distribution of the inductor current,
induced eddy current density, and magnetic field
intensity. Such information allows a better appre-
ciation of process subtleties and develops know-
how in determining conditions for the “sound”
design of an induction system.
Split-return inductors are used in various appli-

cations, including hardening, annealing, temper-
ing, stress relieving, bonding, brazing, and
soldering. For example, Fig. 15 shows split-return
inductors for use in in-line continuous pipe seam
annealing (top) and selective hardening (bottom)
applications. A split-return inductor has a main
(center) leg that splits into two equal return legs,
producing a unique eddy current distribution
within the workpiece. Figure 16 shows an electri-
cal circuit of a split-return inductor. If the copper
width of the main and return legs are the same,
the current density in the main leg of the inductor
is double that in the return legs. Also, the power
density (heat source) under the main leg is four
times higher than the power density under its
return legs. This ratio can be even greater if the
width of the copper tubing of the return legs is
greater than the width of the copper tubing for
the main leg, or if a flux concentrator is applied
for the main leg, which results in further increase
of power density in a narrow band of the work-
piece located under the main leg. Unless it is a
transverse scanning application, it is typically
considered that kilowatt losses induced within
the workpiece by the return legs are a waste of
energy, and steps should be taken to minimize
these losses. In contrast, kilowatt losses induced
in the workpiece by the main leg represent useful
Joule heat, and therefore, steps should be taken to
maximize it to obtain maximum electrical
efficiency.
Figure 17 shows magnetic field distribution

with (right) and without (left) a U-shaped

magnetic flux concentrator located around the
central leg of a split-return inductor. Computa-
tions were conducted by Inductoheat’s personnel
using the two-dimensional electromagnetic
boundary-element software Oersted (Integrated
Engineering Software Corp.). Oersted performs
an electromagnetic field simulation using the inte-
gral form of Maxwell’s equations formulated in
respect to a magnetic vector potential, A. Com-
puter modeling reveals that without a

Fig. 15 Split-return inductors for use in pipe seam
annealing (top) and selective hardening

(bottom) applications. Source: Ref 42

Fig. 16 Electrical circuit of a split-return inductor. The
current in the main coil is double that in the

return legs. Source: Ref 42
Fig. 17 Magnetic field distribution without (left) and with (right) a U-shaped magnetic flux concentrator located

around the central leg of a split-return inductor. Source: Ref 42
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concentrator, the magnetic flux spreads around
the surroundings of the inductor legs (Fig. 17,
left). Because current flow in the return legs is in
the opposite direction of that in the main leg, the
electromagnetic proximity effect shifts the cur-
rents to the sides of the coil facing each other. This
dramatically reduces overall electrical efficiency
(requiring much higher coil current to provide
the needed heating) and increases coil copper
losses (wasting energy). The situation worsens if
the distance between the main and return legs is
reduced or the inductor-to-part air gap is
increased. Computer simulation shows that coil
electrical efficiency in such systems can drop to
20 to 30% or lower (particularly when heating
nonmagnetic metals or heating magnetic metals
above the Curie temperature).
Analysis of the magnetic field distribution

reveals that the U-shaped magnetic concentrator
positioned around the main leg forms a magnetic
path to channel the main magnetic flux in a well-
defined area and magnetically separates fields
produced by the main and return legs (Fig. 17,
right). Available materials for magnetic flux con-
centrator fabrication include laminations, pure
ferrites, and materials that consist of iron-base
and ferrite-base compressed powder particles (i.
e., Fluxtrol, AlphaFlux, AlphaForm, Ferrotron)
(Ref 1, 43, 44). Analysis of pros and cons of dif-
ferent concentrator materials are provided in Ref
1 and 43 to 45. Thanks to the magnetic flux con-
centrator, the inductor current density is shifted
toward the workpiece surfaces, improving heat-
ing efficiency, reducing required coil current
and magnetic forces, and improving electromag-
netic coupling and overall conditions to increase
inductor life. This is the reason why it is strongly
recommended to usemagnetic flux concentrators
in the split-return inductor design (Ref 42).
Computer simulation also reveals that even

with frequency as low as 1 kHz, edges of cop-
per corners that face the workpiece experience
the highest current density and the possibility
of being overheated, particularly when U-
shaped concentrators are used (Fig. 17, right).
This is the reason why sharp copper edges
should be avoided. Instead, it is beneficial if
the inductor legs have small radii.
It is important to remember that all concen-

trators degrade in service. Even under normal
working conditions, their ability to concentrate
magnetic fields begins to slowly decline due
to, for example, degradation of magnetic parti-
cles and/or the binder (i.e., epoxy) used to hold
magnetic powder particles together being
exposed to high temperatures, quenchants, and
rusting (Ref 1, 44 to 46). It is important to rec-
ognize this fact when using electromagnetic
properties of flux concentrators as input data
for the computer modelling. As one can con-
clude, in split-return inductors, the flux concen-
trator is positioned in the highest flux density
region (Fig. 17) and is exposed to thermal radi-
ation from the heated workpiece surface. The
effectiveness and life of concentrators may be
jeopardized due to a magnetic saturation and
localized overheating. Figure 18 shows such

an improperly designed inductor, with lamina-
tions that were degraded due to excessive mag-
netic saturation of corners and subsequent
overheating.
The computer modeling capability of the

induction coil manufacturer helps to optimize
inductor design and provides an appreciable
comfort factor for building long-lasting split-
return inductors where magnetic saturation of
flux concentrators will be avoided and inductor
performance is optimized.
Example 3: Rectangular Workpieces. Field

formulation in two dimensions with respect to
magnetic field intensity, H, is used for compu-
tation of induction heating of rectangular work-
pieces using the finite-element method.
Induction heating is a popular approach to

heating noncylindrical workpieces, such as
rectangular-shaped parts including round-
cornered-square (RCS) billets, bars, blooms,
plates, slabs, and so on. There are three basic
induction approaches to heating RCS billets:
static, progressive, and oscillating heating (Ref
1, 47). With progressive multistage horizontal
heating (Fig. 19) being the most popular
approach, billets or bars are moved through a
single coil or multicoil horizontal induction
heater. As a result, the billet or bar is sequen-
tially (progressively) heated at predetermined
locations inside the induction heater. Depend-
ing on the application, different coils positioned
in-line can have various power levels and
frequencies.
The bulk temperature of the billet must be

raised to a specified level with a certain degree
of heat uniformity. The uniformity requirement
may include maximum tolerable thermal gradi-
ents: surface to core, end to end, and side to side.
In most cases, a billet that is heated with an
appreciable nonuniformity can negatively affect
the quality of heated products and the life of crit-
ical components of metalworking machines.
Due to the noncylindrical geometry of RCS

billets, in addition to the surface-to-core tem-
perature uniformity, customers often specify
temperature uniformity in its transversal cross
section, including maximum allowable central
part-to-corner temperature nonuniformity.
Depending on the specifics of the process para-
meters, edge areas of RCS billets can be under-
heated, overheated, and heated uniformly.
Transversal electromagnetic edge effect and
thermal edge effect are primarily responsible
for temperature distribution within the trans-
verse cross section of RCS billets including
edge regions (Ref 1, 40, 47 to 49).
Electromagnetic edge effect represents a dis-

tortion of the electromagnetic field and induced
heat sources in the corner areas of RCS billets.
The maximum value of the eddy current density
is located on the surface of the central part of
the RCS billet. However, it does not mean that
the maximum temperature is always located
there. Smaller penetration depths and higher
frequencies make the skin effect more pro-
nounced. In this case, the path of the induced
current closely matches the contour of the

heated RCS billets. If the skin effect is pro-
nounced, then the eddy current and power den-
sity are approximately the same along the billet
perimeter, except its edge areas, where the dis-
tortion of induced power takes place. Even
though heat losses at the edge (corner) area
are higher than heat losses at the central part,
the edge areas can be overheated compared to
the central part. The phenomenon of edge over-
heating is more likely to occur in the induction
heating of magnetic steels, aluminum, silver, or
copper slabs, where the skin effect is typically
pronounced.
If the skin effect is not pronounced, then

underheating of the edge areas may occur. In
this case, the path of eddy currents in the trans-
verse cross section does not match the contour
of the billet, and most of the induced currents
close their loops earlier without reaching the
corners and edge areas. As a result, there will
be a deficit of power densities and heat sources
in the edge areas compared to corresponding
values in the central part, resulting in colder
corners and requiring the use of dual- or
multiple-frequency designs (Ref 1, 47).
As an example, Fig. 19 shows induction heat-

ing of RCS billets (top left) and RCS bars (bottom
right). Figure 19 (top right) shows the results of
computer simulation using a differential form of
Maxwell’s equations solved in respect to mag-
netic field intensity, H, for two polar cases of the
temperature distribution within one-quarter of
the transverse cross section of the RCS billet.
For that particular billet size, a frequency of 30
kHz resulted in a pronounced skin effect, acting
as a good example of when the chosen frequency
is too high. This may lead to dramatically over-
heated corners in the RCS billet. In contrast, 500
Hz resulted in a penetration depth that was too
large, leading to a clearly underheated corner. It
is important to note that although a frequency of
30 kHz appeared to be too high in this case, in
other applications when the sizes of billets or
slabs would be much smaller, the frequency could
act as too low. The terms too high or too low for
the frequency are relative to a particular geometry
of the workpiece and its material properties.

Fig. 18 Degraded laminations resulting from excessive
magnetic saturation and overheating due to

improper design. Source: Ref 42
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Figure 19 (bottom left) shows two-
dimensional temperature profiles of ¼ of the
RCS bar transverse cross section, representing
the dynamics of induction heating of a rectan-
gular round-cornered-square carbon steel bar
with 0.1 m (4 in.) cross section and using a fre-
quency of 500 Hz. Appreciable temperature
gradients occur within the bar cross section. It
is important to have a clear understanding of
the magnitude of these gradients, not only at
the end of heating but during the intermediate
and particularly the initial heating stage. With
intensive heating, longitudinal and transverse
cracks can occur as a result of substantial ther-
mal stresses (thermal shocks) that are caused
by different magnitudes of temperature and

temperature gradients. As can be seen in Fig.
19, at the end of heating, the temperature distri-
bution within the ¼ cross section of the RCS
bar is quite uniform.

Mathematical Modeling of Thermal
Processes

As discussed previously, the steady-state
assumption of the electromagnetic field quasi-
stationary (time-harmonic) nature with an angular
frequency of o is very popular. It is effec-
tively used to simplify electromagnetic sim-
ulations of the great majority of induction heat
treating applications without appreciably

compromising the accuracy of computation
while minimizing computation time. Unfortu-
nately, the steady-state approach cannot be used
for modeling thermal processes of induction
heat treating, because, according to the steady-
state approach, the temperature would remain
constant at a given point of the component at
all times. Because the component temperature
distribution varies with time during induction
heat treating (Fig.19), only the transient (time-
dependent) approach should be used to model
thermal processes that take place in induction
heat treating. With a transient heat-transfer
problem, the temperature is a function of not
only the space coordinates but also of time.
The transient heat-transfer process in a metal

workpiece can be described by the Fourier
equation (Ref 1, 50 to 54):

c g
@ T

@ t
þr � �k r Tð Þ ¼ Q (Eq 35)

where T is temperature; g is the density of the
metal, c is the specific heat, k is the thermal con-
ductivity of the metal, and Q is the heat-source
density produced by eddy currents per unit time
in a unit volume (the so-called heat generation).
This heat-source density is obtained as a result
of solving the electromagnetic problem. Selected
basic units in heat-transfer analysis (SI interna-
tional) are shown in Table 7.
Both k and c are substantially nonlinear func-

tions of temperature (see Fig. 16 and 18 in the arti-
cle “Simulation of Induction Heating Prior to Hot
Working and Coating” in this Volume). An
assumption of the constant value of thermal con-
ductivity could result in appreciable errors in pre-
dicting transient temperature distribution and the
final heat treating pattern. Rough approximation
of specific heat, c, that postulates its constant
value could lead to a significant error in obtaining
the required power and can also deform the
expected temperature profile. Therefore, both
physical properties must be treated as nonlinear
functions of temperature.
Equation 35, with suitable boundary and ini-

tial conditions, represents the three-dimensional
temperature distribution at any time and at any
point in the workpiece. The initial temperature
condition refers to the temperature profile
within the workpiece at time t = 0. The initial
temperature distribution is usually uniform and
corresponds to the ambient temperature. How-
ever, in some cases, the initial temperature dis-
tribution is appreciably nonuniform due to the
residual heat that remains after a previous tech-
nological process (i.e., preheating, interrupted

Table 7 Basic properties of heat-transfer
analysis

Quantity Symbol SI units

Temperature T K
Thermal conductivity k W/(m K)
Density g kg/m3

Specific heat c J/(kg K)Fig. 19 Induction heating of rectangular, round-cornered-square (RCS) steel billets and bars. Only the top-right quar-
ter of the bar is simulated because of symmetry. Source: Ref 47
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quenching, or continuous casting). As an exam-
ple, Fig. 20 shows the world’s largest oscillat-
ing induction heater, which was engineered
and manufactured by Inductotherm, Corp. After
installing the world’s largest continuous caster,
Geneva Steel, Utah, was looking for a method
to reheat large slabs that weighed 800 to 1000
lb/in. width. The goal for the reheating system
was the lowest capital cost possible while add-
ing capacity on line in the shortest time possi-
ble. Single slabs 1.8 to 3.2 m (71 in. to 126
in.) wide or twin-cast slabs 1.07 to 1.6 m (42
to 63 in.) wide are produced in the continuous
caster. It was required that the induction rehea-
ter be located in line between the existing con-
tinuous caster and the rolling mill.
This task was accomplished by a 42,000 kW

induction oscillating system with the capacity
to reheat 500 short tons per hour from a
bulk input (initial) temperature of 1090 �C
(1994 �F) to a bulk output temperature of
1260 �C (2300 �F). Distribution of the slab ini-
tial temperature prior to induction reheating
was substantially nonuniform. Transverse cor-
ners were the coldest areas (approximately
800 �C), while the core temperature was sub-
stantially higher (approximately1150 �C). The
induction reheater heats two slabs side by side,
four slabs side by side and end to end, three
slabs end to end, two slabs end to end, or one
large single slab. The overall length of the
reheater is 14 m, while the overall width is 4
m. Seven solenoid coils are placed in line with
one another at a distance of 1.71 m center to
center. Each coil can deliver to the slab up to
6000 kW at 110 Hz of power. Slabs go through
an oscillation stroke of 1.71 m and continue to
oscillate back and forth.
Computer modeling was a decisive factor in

the success of this installation. Mathematical
simulation was the only valid option in deter-
mining the proper process parameters and coil
design features, because the size and required
heating power of such a system make it imprac-
tical to run lab tests.
For most engineering induction heating pro-

blems, thermal boundary conditions represent

the combined effect of surface conduction and
the heat losses due to heat radiation and con-
vection (Ref 1):

�k
@ T

@ n
¼ a Ts � Tað Þ þ cs T4

s � T4
a

� �þ Qs

(Eq 36)

where @ T=@ n is the temperature gradient in a
direction normal to the surface at the point
under consideration, a is the convection surface
heat-transfer coefficient, cs is the radiation heat-
loss coefficient, Qs is the surface conduction
loss (such as during quenching or as a result
of workpiece contact with cold rolls, water-
cooled guides, or liners), and n denotes the nor-
mal to the boundary surface.
As one may see from Eq 36, the heat losses

at the workpiece surface are highly nonlinear.
If the heated body is geometrically symmetrical
along the axis of symmetry, the Neumann
boundary condition can be formulated as:

@ T

@ n
¼ 0 (Eq 37)

The Nuemann boundary condition implies that
the temperature gradient in a direction normal
to the axis of symmetry is zero. In other words,
there is no heat exchange at the axis of symme-
try. In the case of heating a cylindrical work-
piece, Eq 35 can be rewritten as:

c g
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@ t
¼ @ T

@ Z
k
@ T

@ Z

� �
þ 1

R

@

@ R
k R

@ T

@ R

� �
þ Q

(Eq 38)

However, when heating rectangular work-
pieces (i.e., heat transfer in slab, RCS bars,
or plate), Eq 35 can be written in Cartesian
coordinates as:

c g
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@ t
¼ @ T

@ X
k
@ T

@ X
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@ T

@ Z
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þ Q

(Eq 39)

Equations 38 and 39 with boundary conditions
in Eq 36 and 37 are the most popular equations
for mathematical modeling of the heat-transfer
processes in induction heating and heat treating
applications.
Similar to mathematical modeling of elec-

tromagnetic processes, an appreciable amount
of thermal simulations can also be effectively
modeled using two-dimensional assumptions,
with a correspondent reduction of time
required for computer modeling and data
preparation.

Numerical Computation of the
Induction Heat Treating Processes

Many mathematical modeling methods and
programs exist or are under development (Ref

1, 10, 55 to 60). Work in this field is done in
universities, including Leibniz University
(Hannover, Germany), Padua University
(Padua, Italy), Michigan State University, Uni-
versity of Latvia (Riga, Latvia), and others;
research labs; inside large companies such as
Inductoheat, Inc.; and by specialized software
companies such as Integrated Engineering Soft-
ware, Inc., Infolytica Corp., MagSoft Corp.,
ANSYS, Inc., Comsol Group, ESI Group,
Ansoft Corp., Vector Fields Inc., and others
(Ref 1, 10, 55 to 72). For each problem or family
of similar problems, certain numerical methods
or software are preferred. There is not a single uni-
versal computational method that is optimal for
solving all induction heating problems. The right
choice of numerical computational technique
depends on the application (Ref 1).
Because of space limitations, this article does

not provide an exhaustive review of the meth-
ods available for electromagnetic field and
heat-transfer simulations. There are many
publications that describe the features and
applications of various mathematical modeling
techniques. An interested reader can study the
description of the most popular computational
techniques used for simulation of heat-transfer
and electromagnetic processes in Ref 1, 38,
39, 40, 45, 51, 53, 69, and 72 to 99. Only a brief
review is provided here.

Finite-Difference Method

The finite-difference method (FDM) was the
earliest numerical technique (Ref 41, 73 to 76)
used for mathematical simulation of various
processes. The FDM has been used extensively
for solving both heat-transfer and electromag-
netic problems. It is particularly easy to apply
when the modeling area has classical geome-
tries: cylindrical or rectangular. Finite-differ-
ence mesh typically represents a rectangular
grid (orthogonal mesh) consisting of numerous
increments, nodes, and cells. Depending on a
particular FDM approach, nodes can be placed
at the cell element corners or in the cell element
center. The choice of positioning nodes affects
the formation of the global matrix, the treat-
ment of boundary equations, and some other
factors related to the computing process. To
simplify the introduction to FDM, an approach
placing the nodes at the cell corners is dis-
cussed here. Because of the rectangular grid
(Fig. 21), the discretization algorithm is quite
simple. An approximate solution of the govern-
ing equation is found at the mesh points defined
by the intersections of the lines.
The computation procedure consists of repla-

cing each partial derivative of the governing
equation (Eq 33, 34, 38, or 39) by a finite-
difference “stencil” that couples the value of
the unknown variable (temperature, magnetic
vector potential, or magnetic field intensity) at
a node of approximation with its value in the
surrounding area. This method provides a
pointwise approximation of the partial

Fig. 20 Induction reheating of the world’s largest car-
bon steel slab. Maximum slab width: 3.2 m;

thickness: 0.22 m at 540 tons/h; total power: 42,000
kW. Courtesy of Inductotherm Corp.
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differential equation and is quite universal
because of its generality and relative simplicity
to apply (Ref 74). By Taylor’s theorem for two
variables, the value of a variable at a node on
the mesh can be expressed in terms of its neigh-
boring values and separation distance (called a
space step), h, as in the following expressions
(stencils):

@ T

@ X
) Tiþ1 � Ti

h
þ O hð Þ Forward differenceð Þ

(Eq 40)

@ T

@ X
) Ti � Ti�1

h
þ O hð Þ Backward differenceð Þ

(Eq 41)

@ T

@ X
) Tiþ1 � Ti�1

2 h
þ O hð Þ Central differenceð Þ

(Eq 42)

@2 T

@ X2
) Tiþ1 � 2Ti þ Ti�1

h2
þ O h2

� �
(Eq 43)

Here, the notation O(h) is used to show that the
error involved in the approximation is on the
order of h. Similarly, O(h2) is for the approxi-
mation error on the order of h2, which is more
accurate than one on the order of h. Substitution
of the finite-difference stencils into the electro-
magnetic and heat-transfer partial differential
equations provides the local approximation.
By assembling all local approximations and
taking into account the proper initial and
boundary conditions, one can obtain a set of
simultaneous algebraic equations that can be
solved with respect to unknown variables of
electromagnetic and heat-transfer problems
(i.e., T, A, E, H, or B) at each node of the mesh.
The solution can be obtained either by iterative

techniques or by direct matrix inversion meth-
ods. The matrices are sparsely occupied, having
nonzero elements in the neighborhood of the
diagonal only. This allows the application of
special simplification in the computational
procedure.
As an example, the FDM for modeling heat-

transfer processes for heating cylindrical billet
(Fourier equation) is demonstrated. To mathe-
matically describe a heat-transfer process in a
cylindrical billet, the governing Eq 35 can be
rewritten as:

c g
@ T

@ t
¼ @

@ Z
k
@ T

@ Z

� �
þ 1

R

@

@ R
k R

@ T

@ R

� �
þ Q Z; Rð Þ

(Eq 44)

To describe two-dimensional heat-transfer pro-
cesses in rectangular bodies (slab, plate, RCS
bar and bloom), Eq 35 can be rewritten as:

c g
@ T

@ t
¼ @

@ X
k
@ T

@ X

� �
þ @

@ Y
k
@ T

@ Y

� �
þ Q X; Yð Þ

(Eq 45)

Parameters c and k are nonlinear functions of
the temperature. The partial differential equa-
tion (Eq 44) may be expressed in a more con-
cise form by introducing the finite-difference
operators:

1

c g
@

@ Z
k
@ T

@ Z

� �
) LZ T (Eq 46)

1

c g
1

R

@

@ R
k R

@ T

@ R

� �
) LR T (Eq 47)

Substitution of Eq 46 and 47 into Eq 44 results
in the following finite-difference format:

@ T

@ t
¼ LZ T þ LR T þ 1

c g
Q Z; Rð Þ (Eq 48)

To take into consideration a nonlinear nature,
the material properties are considered to be
piecewise constants. Therefore, the coefficients
of Eq 44 and 45 vary at different mesh nodes.
The finite-difference stencil with respect to the
Z-coordinate can be written as:

1

c g
@

@ Z
k
@ T

@ Z

� �
) LZ T

t ¼

¼ 2

cðTÞ gðTÞ ðhi þ hiþ1Þ kiþ1; j

Tt
iþ1; j � Tt

i; j

hiþ1

�

� ki; j
Tt
i; j � Tt

i�1; j

hi

�

(Eq 49)

In FDM, it is important that the boundaries
of the mesh region coincide with the boundaries
of the appropriate regions of the induction heat-
ing system. Experience in using FDM in induc-
tion heating computations has shown that
noncoincidence of the boundaries has a strong
negative effect on the accuracy of the calcula-
tion. Approximation of the boundary conditions
by Z = 0 and Z = ZZ is shown as:

Z ¼ 0;) k1; j
Tt
1; j � Tt

0; j

hiþ1

¼ Pz¼0

Z ¼ ZZ;) �kZZ; j
Tt
N; j � Tt

N�1; j

hN
¼ Pz¼NN

(Eq 50)

where the i, j, and t indexes correspond to the
Z-axis, the R-axis, and the time, respectively.
The finite-difference expressions for differential
operators with respect to radius will be similar
to Eq 49 and 50 (Ref 74). When boundaries of
the mesh do not coincide with boundaries
of the components of the modeled system, then
the values corresponding to the temperature at
the boundary nodes are the values they have
at the neighboring nodes of the real boundary
(Fig. 21, bottom right). The accuracy of the
numerical computation depends on both the
errors in the governing equation approximation
and the error from approximating the boundary
conditions. Therefore, care should be taken in
approximating not only the governing equations
but the boundary conditions as well.
Another factor that emphasizes the impor-

tance of a good approximation of the boundary
condition and approximation of the subsurface
area is the fact that, because of the skin effect
and some other electromagnetic phenomena
discussed in Ref 1, the heat sources penetrate
from the workpiece surface toward the core.
Subsequently, the most significant amount of
heat sources is located at the surface and imme-
diate subsurface areas. Therefore, a rough
approximation in these areas can have a detri-
mental effect on the overall accuracy of the
calculations.
An important feature of heat-transfer simula-

tion is the fact that induction heating is a
nonlinear time-dependent (transient) process.
There are several formats available to address
these features of nonlinearity and time-
dependency (Ref 1, 38, 39, 74). Each algorithm
has its own advantages and disadvantages. The
choice of a particular numerical procedure
depends on several factors, including the speci-
fics of the application, computer capabilities,
and individual experience using numerical
methods. Finite-difference formats for the
heat-transfer transient problem range from
explicit to implicit forms (Ref 74). Implicit
forms require solving a set of algebraic equa-
tions at each time step.
Explicit Formulation. The explicit approxi-

mation is the simplest technique. In explicit
forms, the temperature distribution is obtained
directly in a step-by-step manner. A forward-
difference approximation with respect to time
leads to the explicit finite-difference formulation:

Ttþ1
i; j � Tt

i; j

ht
¼ LZ T

t
i;j þ LR T

t
i;j þ

1

c g
Qi;j

t (Eq 51)

From Eq 51, the unknown temperatures
corresponding to the (t + 1) time step are
obtained as functions of the known material
properties, heat sources, and temperatures at
time t (Fig. 22a). The temperature distribution
within the workpiece is achieved after the first

Fig. 21 Finite-difference approximation and rectangu-
lar grid. Source: Ref 41
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time step ht, which is found by the given initial
condition (initial temperature condition is
assumed to be ambient in the majority of induc-
tion heat treating applications; however, in
some cases, there may be pre-existing nonuni-
form temperature profiles) and the appropriate
boundary conditions. Therefore, the unknown
temperatures are obtained explicitly from their
initially known or previously calculated values.
No time-extensive procedures are required to
execute a computer code.
The ability to provide a stable and accurate

numerical solution is primarily a concern when
using an explicit finite-difference format. Accu-
racy is a measure of the closeness of the numer-
ical approximation to the exact solution (Ref 1,
73 to 76). The finite-difference format is said to
be numerically stable if, at sufficiently small
time steps, t, and space steps, ht, the equation
has a unique solution and that solution does
not increase its magnitude with small variations
of material properties, t and/or ht.
The stability condition depends on the proper-

ties of the finite-difference format and is, in many
cases, independent of the governing partial differ-
ential equation or physical phenomena. Unfortu-
nately, explicit methods are accurate and stable
only for certain relations between the time, space
steps, and values of material properties. Some-
times, those relations can contradict each other.
The stability condition usually leads to extremely
small time steps.
With explicit formats, it is not unusual to

have the situation where decreasing time steps
and space steps will not improve the solution
but rather worsen it. This is a typical case of
unstable or ill-conditioned systems. In such
cases, the use of different stencils may help.
For example, instead of a central-difference
stencil, a forward- or backward-difference
approximation can be used and visa versa.
Thus, regardless of the simplicity and conve-
nience of the explicit algorithms, the concern
for obtaining an accurate and stable solution
(particularly taking into consideration essen-
tially nonlinear material properties) leads to
the limited use of these algorithms for simulat-
ing processes of induction heating.

Implicit methods are more popular, due to
their ability to provide more stable solutions
compared to explicit algorithms and to have a
relatively independent choice of mesh para-
meters (Fig. 22b). The use of any implicit
method requires the calculation of a system of
algebraic equations. Several implicit methods
were developed to reduce computational efforts
(Ref 73 to 76).
Generally speaking, when using implicit

methods for modeling of heat-transfer pro-
blems, the finite-difference format can be writ-
ten as (Ref 76):

Ttþ1
i; j � Tt

i; j

ht
¼ x LZ T

tþ1
i; j þ LR T

tþ1
i; j

� �
þ

þ 1� xð Þ LZ T
t
i; j þ LR T

t
i; j

� �
þ 1

c g
Qi; j

t

(Eq 52)

The choice of the parameter x is a balance
between accuracy and stability. The value of
this parameter varies between 0 and 1. For x =
0.5, the well-known Crank-Nicolson format
represents an intermediate approximation of
the partial derivatives (half-way between two
levels of time, t and t + 1). The complete
implicit format is obtained when x = 1.
The implicit method is said to be uncondi-

tionally stable; however, certain computational
oscillations could still appear when coarse mesh
and large time steps are used. The time step is
restricted by the desired accuracy. The follow-
ing finite-difference implicit formats are com-
monly used for solving the transient heat-
transfer problem.
A locally one-dimensional format (pro-

posed by Samarskii, Ref 74) is also known
as the alternating directional implicit (ADI)
method. According to the ADI method, a
two-dimensional set of equations is replaced
by two sets of single-dimension equations
alternating the solution in correspondent
directions:

Ttþ0:5
i; j � Tt

i; j

ht
¼ LZ T

tþ0:5
i;j þ 1

2 c g
Qi;j

t (Eq 53)

Ttþ1
i; j � Ttþ0:5

i; j

ht
¼ LR T

tþ1
i; j þ 1

2 c g
Qi; j

t (Eq 54)

The set of Eq 53 and 54 is said to be stable for
all sizes of time step ht. The main restriction
for choosing a large ht is avoiding significant
truncation errors. Physically, Eq 53 and 54
can be interpreted as a complex combination
of two heat-transfer processes: first, along the
Z-axis, and second, along the R-axis.
The transition from time level t to time level

t + 1 is assumed to be made in two stages,
using intermittent time step 0.5 ht. This means
that the transition from a known temperature
field distribution of Ti,j

t to an unknown temper-
ature of Ti,j

t+1 is made through the intermediate
temperature distribution of Ti,j

t+0.5. In each
direction, the Fourier equation is approximated
implicitly, with the necessity of solving two
sets of simultaneous algebraic equations. After
substituting the respective finite-difference
stencils into Eq 53 and 54 and after some sim-
ple algebraic operations, Eq 53 can be rewritten
as:

xi T
tþ0:5
i�1; j � ci T

tþ0:5
i; j þ ui Ttþ0:5

iþ1; j ¼ �Ft
i; j (Eq 55)

and, respectively, Eq 54 will be written as:

xi T
tþ1
i; j�1 � ci T

tþ1
i; j þ ui Ttþ1

i; jþ1 ¼ �Ft
i; j (Eq 56)

where x, c, and u are coefficients.
The matrices of the algebraic Eq 55 and 56

are sparsely occupied and have a tridiagonal
matrix structure, meaning that nonzeros occupy
only the main diagonal and its neighborhood.
Thanks to this feature, several computational
procedures can be effectively used to solve Eq
55 and 56.
The Peaceman-Rachford format (Ref 74) is
written as:

Ttþ0:5
i; j � Tt

i; j

0:5 ht
¼ LZ T

tþ0:5
i; j þ LR T

t
i; j þ

1
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(Eq 57)

Ttþ1
i; j � Ttþ0:5

i; j

0:5 ht
¼ LZ T

tþ0:5
i; j þ LR T

tþ1
i; j þ 1

c g
Qi;k

t

(Eq 58)

Equation 57 is implicit in direction Z and
explicit in R. On the contrary, Eq 58 is explicit
in direction Z and implicit in R. A set of
algebraic equations that corresponds to the
Peaceman-Rachford format is similar to Eq 53
and 54.
There have been two general techniques

developed for solving algebraic equations
obtained after substitution of the finite-
difference stencils into the partial differential
equations. Direct methods represent one large
group of computational methods, and iterative
algorithms (such as the Jacobi method, Gauss-
Seidel method, overrelaxation techniques, etc.)
are the second (Ref 73 to 76). One of the most
widely used methods for solving a tridiagonal

Fig. 22 Examples of (a) simplified explicit and (b) implicit forms for one-dimensional approximation. Source: Ref 1
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matrix is the Gaussian two-step elimination
method. This algorithm is relatively simple
and effective, taking advantage of the tridiago-
nal matrix and requiring minimum computer
memory and short execution time.
The optimal choice of mesh generation and

time steps has a pronounced effect on the accu-
racy and stability of a calculation using any of
the numerical modeling techniques; however,
it becomes particularly critical when using
FDM. In FDM, as in any of the numerical tech-
niques, smaller space and time steps are recom-
mended for greater accuracy. At the same time,
it is quite clear that the large number of
nodes results in a more cumbersome and time-
consuming solution. Therefore, there should
be a reasonable compromise between mesh
size, time steps, computation time, and accu-
racy of modeling. Naturally, it is recommended
to select a finer mesh for regions of intense var-
iations of electromagnetic or thermal fields, and
a coarser mesh for areas where there is insignif-
icant variation of variables. The optimal combi-
nation of mesh parameters and time steps is
usually determined by computational experi-
ments. The calculations are provided for the
various mesh sizes and time steps, and the
results are compared. If the comparison shows
a large difference, then it is necessary to repeat
the calculation for a finer mesh and/or smaller
time steps until the difference between the cal-
culations is insignificant. The rule of thumb is
that if the computation is done correctly, the
values of the unknown variables (i.e., tempera-
ture) should converge as the space mesh
becomes finer and the time steps become
smaller.
The reduction of the space steps leads to the

reduction of the truncation error. At the same
time, a finer mesh has a larger number of nodes
and smaller space steps. The number of alge-
braic equations can grow tremendously; how-
ever, a computer deals with only a limited
number of arithmetic units. This can lead to a
crucial level of round-off errors. Therefore, the
accuracy of the computations can be improved
by refining the space mesh and reducing the time
steps, unless the round-off errors become exces-
sive (Fig. 23). Developers and users of numeri-
cal computation software have developed a
certain know-how that allows them to relatively
quickly overcome the problems resulting from
computation failure due to round-off errors. For
example, one can successfully rerun the program
by only slightly changing some insignificant
material properties or by a slight remeshing.
The other way to avoid computation failures
caused by round-off error is to use
double-precision arithmetic. Of course, it will
lead to an increase in software execution time
and the necessity of using 64-bit processors.
The aforementioned remarks regarding the

various aspects of mesh generation and compu-
tation errors are valid not only for FDM but for
the majority of other numerical techniques as
well (including finite and boundary elements).
When modeling coupled problems that

represent multiphysical phenomena (i.e., elec-
trothermal, heat-transfer-phase transformation,
and electromechanical), it is very attractive to
use a single universal mesh. This may seem like
a time-saving approach, allowing one to save
the time for meshing. However, if the physical
phenomena are inherently different (i.e., heat-
transfer phenomena and eddy current), it is
often more efficient to use different, subject-
optimized meshes.
The FDM has been illustrated based on the

most commonly used first- and second-order
finite-difference approximations and placing
nodes at cell corners (Ref 73 to 76). The accu-
racy of the numerical calculations may be
improved by employing higher-order finite-
difference approximations. Such approxima-
tions will allow one to reduce truncation error,
but, at the same time, this approach increases
the number of nodes involved in the local
approximation. Therefore, a matrix of alge-
braic equations will no longer be tridiagonal
but five- or seven-diagonal. This makes the
program code more complex, with a noticeable
increase in execution time and memory use.
However, taking into consideration the recent
achievements in developing high-performance
multicore processors, the increase in execution
time and memory utilization become less
critical.

Finite-Element Method

The finite-element method (FEM) is another
group of numerical techniques devoted to
obtaining an approximate solution for various
technical problems, including those encoun-
tered in induction heating. This numerical tech-
nique was originally applied in mechanical
engineering. Later, applications of FEM
expanded to other areas of engineering. It has
become the most popular numerical tool for a
variety of scientific and engineering applica-
tions. The tremendous improvement in com-
puter capabilities (particularly within the past
three decades) has boosted the development of
several variations of the FEM (Ref 77 to 86).
Some of these are:

� Weighted residual method (weak form of the
governing equations)

� Different types of the Ritz method
� Different types of the Galerkin method
� Pseudovariational methods
� Methods based on minimization of the

energy functional

As described previously, the FDM provides a
pointwise approximation; however, the FEM
provides an element-wise approximation of the
governing equations. Different finite-element
approaches may be better suited for certain pro-
blems. For example, the weighted residuals for-
mulation has been very effectively used for
computation of heat-transfer problems. An
interested reader can find a description of vari-
ous finite-element techniques in Ref 77 to 86.

Induction heating is a complex combination of
electromagnetic and heat-transfer phenomena.
In the previous section, the use of FDM was
illustrated for modeling a heat-transfer prob-
lem; in this section, the use of FEM for solving
electromagnetic problems is discussed.
Electromagnetic Processes. Several differ-

ent FEM codes have been developed for model-
ing electromagnetic processes taking place in
electric generators and motors, circuit breakers,
transformers, nondestructive testing equipment,
and induction heating systems. Many worth-
while texts, conference proceedings, and arti-
cles have been written on the subject of finite-
element modeling (Ref 69, 70, 72, 77 to 86)
as well as techniques based on infinite and edge
elements. The large number of papers on the
subject of FEM applications for electromag-
netic field computation makes it impossible to
mention all of the contributions. At the same
time, some of the proposed finite-element mod-
els are similar in form. However, it should be
mentioned here that Silvester and Chari (Ref
77, 78) presented the first general nonlinear var-
iational formulation of magnetic field analysis
using FEM. Essential input into the develop-
ment of FEM was provided by Lord, Trow-
bridge, Sabonnadiere, Udpa, Konrad, Salon,
Brauer, Bossavit, and many others (Ref 69, 79
to 86). The following is a short description of
one form of FEM.
Due to the general postulate of the varia-

tional principle, the solution of electromagnetic
field computation is typically obtained by mini-
mizing the energy functional that corresponds
to the governing equation (e.g., Eq 33, 34, or
35) instead of solving that equation directly.
The energy functional is minimized for the inte-
gral over the total area of simulation, which
includes the workpiece, coil, flux concentrators,
tooling, and surrounding area.
The principle of minimum energy (Ref 79 to

86) requires that the vector potential distribu-
tion correspond to the minimum of the stored
field energy per unit length. As a result of
that assumption, it is necessary to solve the
global set of simultaneous algebraic equations
with respect to the unknown, for example,
magnetic vector potential at each node. The

Fig. 23 Correlation among the round-off error, trunca-
tion error, and mesh size. Source: Ref 1
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formulation of the energy functional, its mini-
mization to obtain a set of finite-element equa-
tions, and the solution techniques (the solver)
were created for both two-dimensional (Carte-
sian system) and axisymmetric (cylindrical sys-
tem) problems. Magnetic vector potential, A, in
the two-dimensional case (longitudinal cross
section) acts in the direction of the current den-
sity, J, and is described by a two-dimensional
partial differential equation (Eq 33). The
boundary of the region can be selected in such
a way that the magnetic vector potential, A, is
zero along the boundary (Dirichlet condition)
or Neumann condition, (@A/@n = 0),
meaning that its gradient is negligibly small
along the boundary compared to the value else-
where in the region. The energy functional
corresponding to the two-dimensional govern-
ing equation (Eq 33) can be written in the fol-
lowing form (Ref 77, 78):

F ¼
Z
V

1

2mr m0

@A

@ X

����
����
2

þ @A

@ Y

����
����
2

 !
þ j

os
2

Aj j2�JS A

 !
dV

(Eq 59)

where V is the total area of modeling, and JS is
the source current density. The first, second,
and third terms inside of the integrand repre-
sent the energy of the magnetic field, the eddy
currents, and the source current, correspond-
ingly. The minimization of the functional (Eq
59) corresponds to the solution of the two-
dimensional eddy current field problem, taking
into consideration the corresponding boundary
conditions.
The area of study is divided into nonoverlap-

ping numerous finite elements (mesh), as shown
in Fig. 24; therefore, the minimization of this
functional provides the minimization of energy
at every node of each element.
There is a variety of geometric arrangements

and shapes of finite elements. In fact, the flexi-
bility of their shapes allows them to satisfy
regions of practically any geometry. The sim-
plest two-dimensional finite element is the
first-order triangle (Fig. 25). In the axisymmet-
ric cylindrical case, such a finite-element mesh
may be represented as a set of rings. Each ring

revolves around the axis of symmetry and has a
triangular cross section (so-called triangular
torus element). The use of high-order iso-para-
metric elements allows the required total num-
ber of elements to be reduced at the expense
of an increase in the computation time and
algorithm complexity.
Similar to FDM, space discretization is a

very important aspect of FEM analysis. The fol-
lowing are some general remarks concerning
finite-element discretization (mesh generation),
which has some similarities with FDM:

� The area of study is subdivided into non-
overlapping finite elements (finite-element
mesh, Fig. 24). The sides of the finite ele-
ments intersect at nodes. The number and
location of these elements depend on per-
sonal judgment or specially developed
mesh-generation algorithms. However, to
obtain reasonable accuracy of the numerical
solution, the finite-element mesh must be
relatively fine (sizes of finite elements must
be smaller) in the regions where high gradi-
ents of the unknown are present. Special
effort should be made to generate suffi-
ciently fine mesh within three current pene-
tration depths in the workpiece surface
where the eddy current is induced. This
means that using higher frequencies dictates
generating finer meshes.

� All the finite elements should have the same
unit depth in the Z-direction.

� The current density, flux density, electrical
conductivity, magnetic permeability, and
other material properties are postulated to
be constant within each element. At the
same time, they can be different from ele-
ment to element.

� The designer should take advantage of the
symmetry involved in the system geometry,
for example, disappearing normal derivative
values of A along the symmetry.

Assuming that local behavior of the electro-
magnetic field is linear across each finite ele-
ment and can be approximated by a linear

law, and supposing that the chosen finite ele-
ments are first-order parametric triangulars,
then the magnetic potential behavior within a
triangular can be defined as:

A X; Yð Þ ¼ a1 þ a2 X þ a3 Y (Eq 60)

Based on the laws of a two-dimensional lin-
ear approximation, the coefficients a1, a2, and
a3 are constant and can be calculated from the
three independent simultaneous equations by
assuming vertex values of Al, Am, and An of a
magnetic vector potential, A, at the three nodes
of a triangular. Therefore, the local set of equa-
tions can be rewritten as:

Al ¼ a1 þ a2 Xl þ a3 Yl
Am ¼ a1 þ a2 Xm þ a3 Ym
An ¼ a1 þ a2 Xn þ a3 Yn

(Eq 61)

The matrix notation of Eq 61 can be written as:

Al

Am

An

2
4

3
5 ¼

1 Xl Yl
1 Xm Ym
1 Xn Yn

2
4

3
5 a1

a2
a3

2
4

3
5 (Eq 62)

The determinant of the square matrix in Eq 62
can be introduced as a value of twice the tri-
angular area. Knowing the geometry of the
elements and the magnetic vector potential at
each node in every element, it is possible to
obtain the value of A at any point inside the
element. By extending a local approximation
to all the elements that represent the total area
of interest, it is possible to obtain an approxi-
mation for the magnetic vector potential
throughout the area of modeling (Fig. 24).
Energy balance within the area of modeling
is determined by minimizing the energy func-
tional at every node. This can be arranged by
setting equal to zero the first partial derivative
of the functional with respect to each node.
Instead of performing the minimization of the
functional node by node, it is reasonable to
perform it element by element.
The total (global) energy associated with a

whole area being modeled equals the sum of
the energies of all elements. As a result, a set
of the simultaneous algebraic equations with
respect to the unknown values of the magnetic
vector potential at each node can be obtained.
After some algebraic operations, the local
matrix equation, which represents the minimi-
zation of the energy functional within any trian-
gular element, can be written as:

V½ �eþj W½ �e
	 


A½ � ¼ Q½ �e (Eq 63)

where

V½ �e¼
1

4 mr m0 �
bl bl þ cl clð Þ bl bm þ cl cmð Þ bl bn þ cl cnð Þ
bm bl þ cm clð Þ bm bm þ cm cmð Þ bm bn þ cm cnð Þ
bn bl þ cn clð Þ bn bm þ cn cmð Þ bn bn þ cn cnð Þ

2
64

3
75

(Eq 64)

Fig. 24 Example of finite-element discretization

Fig. 25 First-order triangular element. Source: Ref 41
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al am an

bl bm bn

cl cm cn

2
64

3
75 ¼

Xm Yn � Xn Ymð Þ Xn Yl � Xl Ynð Þ Xl Ym � Xm Ylð Þ
Ym � Ylð Þ Yn � Ylð Þ Yl � Ymð Þ
Xn � Xmð Þ Xl � Xnð Þ Xm � Xlð Þ

2
64

3
75

(Eq 65)

W½ �e¼
os�
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1 2 1

1 1 2

2
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3
5 (Eq 66)

Q½ �e¼
JS �

3

1

1

1

2
4
3
5 (Eq 67)

A½ �e¼
Al

Am

An

2
4

3
5 (Eq 68)

where △ is the cross-sectional area of a partic-
ular triangular, and j is:p � 1

After assembling all local matrices of finite
elements and specifying the corresponding
boundary conditions, a global matrix equation
can be obtained:

G½ � A½ � ¼ Q½ � (Eq 69)

It is necessary to mention here that there are
several commonly used ways to specify the
boundary conditions in Eq 69. One of the most
popular techniques is called blasting the diago-
nal. This technique requiresmultiplying the diag-
onal terms of the equations representing the
nodes where the value of the magnetic vector
potential is known by a significantly large num-
ber (i.e., 1030). At the same time, the
corresponding right sides of those equations are
replacedbyknownvalues of boundary conditions
times the new diagonal. Such an artificial
approach is very effective and easy to apply.
For the axisymmetric case, the local and

global matrix will be similar to Eq 63 to 69
(Ref 80, 81). Parameters of the local matrix of
Eq 63 for the axisymmetric problem (i.e., cylin-
drical system) are:

V½ �e¼
Rc

4 mr m0 �

bl bl þ cl clð Þ bl bm þ cl cmð Þ bl bn þ cl cnð Þ
bm bl þ cm clð Þ bm bm þ cm cmð Þ bm bn þ cm cnð Þ
bn bl þ cn clð Þ bn bm þ cn cmð Þ bn bn þ cn cnð Þ

2
64

3
75

(Eq 70)

where Rc is the radius of the finite-element cen-
troid, and:

bi ¼ bi þ 2�

3Rc

; i ¼ 1; m; n

al am an

bl bm bn

cl cm cn

2
64

3
75 ¼

Rm Zn � Rn Zmð Þ Rn Zl � Rl Znð Þ Rl Zm � Rm Zlð Þ
Zm � Znð Þ Zn � Zlð Þ Zl � Zmð Þ
Rn � Rmð Þ Rl � Rnð Þ Rm � Rlð Þ

2
64

3
75

(Eq 71)

W½ �e¼
osRc �

12

2 1 1

1 2 1

1 1 2

2
4

3
5 (Eq 72)

Q½ �e¼
JS Rc �

3

1

1

1

2
4
3
5 (Eq 73)

A½ �e¼
Al

Am

An

2
4

3
5 (Eq 74)

A significant portion of the computation work
for FEM consists of solving the large system
of matrix equations. The global matrix in Eq
63 can be solved using either iterative methods
or direct matrix inversion techniques, while
taking into consideration the sparse nature
and banded symmetry of the matrix.
As mentioned previously, the accuracy of

the numerical approximation of the governing
partial differential equations improves with a
finer mesh. In other words, the more finite
elements used in the simulation, the better
the approximation will be and the closer a
numerical solution gets to the exact solution
of the governing equations. The optimal num-
ber of elements depends on the problem of
modeling. In the developing and testing stage
of a finite-element code, a developer can
judge the obtained accuracy of the finite-ele-
ment approximation based on its comparison
with reliable experiments, available analytical
solution, and satisfaction of conditions (Eq 16
to 18). After solving the system of algebraic
equations and obtaining the distributions of
the magnetic vector potential in the region
of modeling, it is possible to find all of the
required output parameters of the electromag-
netic field. The induced current density in
conductors is:

Je ¼ �josA (Eq 75)

The total current density in the conductor is:

J ¼ Js � josA (Eq 76)

The magnetic flux density components, Bx and
By, can be calculated from Eq 21 as follows
(Ref 80, 81):

@ A

@ Y
¼ �Bx;

@A

@ X
¼ By (Eq 77)

From Eq 77, the flux density can be obtained
as:

B ¼ B2
x þ B2

y

h i1=2
(Eq 78)

For the axisymmetric case of a cylindrical
workpiece, the magnetic flux density compo-
nents, BR and BZ, can be calculated as:

BR ¼ � @ A

@ Z
; BZ ¼ @ A

@ R
þ A

R
(Eq 79)

For the magnetic field intensity:

H ¼ B

mr m0
(Eq 80)

For the electric field intensity:

E ¼ �joA (Eq 81)

The electromagnetic force density in current-
carrying conductors and the workpiece can be
computed from the cross product of the vector
of total current density and the vector of mag-
netic flux density:

Fx ¼ J� By; Fy ¼ �J� Bx (Eq 82)

From a vector potential solution, it is possible
to compute the other important quantities of
the process, such as stored energy, flux leakage,
total power, and coil impedance.
It is important to mention here that, in contrast

to metals, some materials (i.e., composites, pow-
der metallurgy parts, laminated materials, etc.)
introduce additional challenges in computer mod-
eling due to the anisotropic nature of physical
properties manifesting itself in the directionally
dependent nature of electromagnetic and thermal
properties. Material anisotropy can appreciably
change the electromagnetic field distribution and
heating pattern. For example, in electromagnetic
computations, Ohm’s law for an anisotropic elec-
trically conductive medium (Eq 13), should be
written according to:

Jx ¼ sx Ex

Jy ¼ sy Ey

Jz ¼ sz Ez

(Eq 83)

Similar to electromagnetics, anisotropy can
also have a marked effect on heat transfer; for
example, thermal conductivity, k, in the matrix
is directionally dependent, taking different
values in different directions, kx, ky, and kz. For-
tunately, in the great majority of induction heat-
ing and heat treating applications, isotropic
workpieces are encountered, and the assumption
of heated metals being isotropic is applicable
from an engineering perspective. At the same
time, there are cases when heated materials are
appreciably anisotropic, such as electrically con-
ductive composites or flux concentrators (i.e.,
laminations or powder metallurgy concentra-
tors), and the effect of anisotropy must be taken
into account, requiring correspondent treatment
of governing equations.
While discussing both FDM and FEM as

well as any numerical simulation techniques,
it is imperative to mention the necessity of hav-
ing user-friendly pre- and postprocessing proce-
dures. It is particularly true for using three-
dimensional software, because the most critical
(from having an error-free solution) and often
most time-consuming part of the solution pro-
cess is related to input data preparation and
describing the area of interest in terms of lines,
arcs, segment, bends, and so on.
Superficially, the FDM and FEM appear to

be different; however, they are closely related.
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As outlined previously, FDM starts with a dif-
ferential statement of the problem of interest
and requires that the partial derivative of the
governing equation be replaced by a finite-
difference stencil to provide a pointwise
approximation. The FEM starts with a varia-
tional statement and provides element-wise
approximation. Both methods discretize a con-
tinuous function (e.g., magnetic vector potential
or temperature) and result in a set of simulta-
neous algebraic equations to be solved with
respect to its nodal values. Therefore, the two
methods are actually quite similar.
Finite-difference stencils overlap one another

and, in the case of complex workpiece geome-
try, could have nodes outside the boundary of
the workpiece, coil, or other components of
the induction heating system. Finite elements
do not overlap one another, do not have nodes
outside the boundaries, and fit the complicated
shape boundary perfectly. In electromagnetic
field computation, finite elements are usually
introduced as a way to minimize a functional.
In fact, FDM can also be described as a form
of a functional minimization (so-called finite-
difference energy method). Therefore, FDM
and FEM are different only in the choice of
mesh generation and the way in which the
global set of the algebraic equation is obtained.
They have approximately the same accuracy;
however, the required computer time and mem-
ory are often less when FDM is used for model-
ing of classical-shaped bodies. For example, the
computer time needed to form global matrices
is usually four to nine times greater with FEM
than with FDM. As one would expect, a com-
parison of the efficiency of the two methods
depends on the type of problem and program
organization.
The FDM is usually not as well suited as

FEM for a simulation of induction heat treat-
ment systems with complicated shaped bound-
aries or in the case of a mixture of materials
and forms (e.g., heat treating of camshafts,
crankshafts, gears, and other critical compo-
nents). In this case, FEM has a distinct advan-
tage over FDM.
Example 4: Shaft Hardening. It is some-

times challenging to properly induction harden
the fillet area of a shaft (Fig. 26, bottom row)
without overheating certain neighboring
regions. Mainly, there are two critical factors
that make fillets unique regions, from an induc-
tion hardening perspective. Those factors are:

� There is a large mass of metal located near
the fillet area, acting as a substantial cold
sink and requiring a greater amount of heat
to be induced within the fillet.

� The geometry makes it challenging to induce a
sufficient amount of current in the fillet area
due to an unfavorable combination of electro-
magnetic phenomena, including skin, proxim-
ity, end, and ring effects (Ref 1).

Instead of using a cut-and-try method for
obtaining coil design specifics and a process

recipe that would provide the required heat pat-
tern, it is more effective to simulate the induc-
tion heating process by using a finite-element
code. Figure 26 shows the results of a computer
simulation of induction heating a shaft fillet
area using a single-turn inductor. Coil copper
was profiled, providing optimized distribution
of the heat sources. The addition of a magnetic
flux concentrator and a Faraday ring added
complexity to the inductor design but increased
the efficiency. The top of Fig. 26 shows a sec-
tion of the shaft, its fillet area, and the finite-
element mesh. Variation of the temperature dis-
tribution at various stages of the heat cycle is
shown in the middle row of Fig. 26. Flux-2D
software was used to conduct this study.

As shown previously, both FDM and FEM
require a network mesh of the area of modeling.
That network includes induction coil(s), thework-
piece, flux concentrators, and electrically conduc-
tive structures positioned in close proximity to the
inductor. Unfortunately, to suit the condition of
smoothness criteria and continuity of the govern-
ing differential equation, it is also necessary to
generate ameshwithin electrically nonconductive
areas, such as the air space regions. Inmost induc-
tor design cases, electromagnetic field distribution
in the air can be considered useless information.
Such information may be of interest only during
the final design stage when evaluating electro-
magnetic field exposure from the induction heater
(Ref 101). The need to always carry out a

Fig. 26 Induction hardening of shaft fillets. Courtesy of Inductoheat, Inc.
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computation of the electromagnetic field in the air
can be considered a noticeable disadvantage of
both FDM and FEM.
Another difficulty that appears when using

FDM or FEM for electromagnetic field compu-
tation is the treatment that extends to infinity.
This relates to the infinite nature of electromag-
netic wave propagation. Several methods have
been used, taking into account the phenomenon
of an infinite exterior region. Some of those
methods are the ballooning method, mapping
technique, and a combination of finite and infi-
nite elements. However, each of the aforemen-
tioned methods has certain shortcomings.

Mutual Impedance Method

The inductors involved in induction heating
of rods, billets, bars, or slabs prior to the metal
hot forming processes, including forging, upset-
ting, rolling, and extrusion, are quite different
compared to inductors for surface hardening.
Induction billet/bar heaters are typically
designed as multiturn solenoidal coils of cylin-
drical or rectangular shape. Such induction hea-
ters can consist of one or several in-line coils.
The total length of a system sometimes exceeds
10 m. The inside diameter of some coils can be
as large as 1 m, and the length of a single coil
can exceed 2 m. Depending on the specifics
of the application, coils can be fabricated as
single- or multilayer solenoids connected to a
single- and/or multiphase power source with
normal and/or complex drive circuit connec-
tions (i.e., autotransformer connection).
Two of the well-known disadvantages of

both FDM and FEM relate to the difficulty of
simulating appreciably long systems, because
of the necessity of generating an enormously
large finite-element or finite-difference mesh.
As an alternative to FDM and FEM, the

mutual impedance method (MIM) can be used
to solve a circuit analysis problem combined
with an eddy current problem of induction heat-
ing for cylindrical-shaped systems (i.e., induc-
tion billet, tube, pipe, or bar heating). In some
rare cases, MIM can be used for computer mod-
eling of rectangular systems (heating of slabs
and plates by induction). As an alternative to
FDM and FEM, the MIM applies an integral
form of electromagnetic equations instead of
using its differential formulation. The integral
equation approach typically requires less com-
puter memory and execution time. It is not
required to make an artificial assumption for
external boundary conditions at infinitely pro-
pagating regions. The integral equation is com-
plete as it is, thanks to the explicit appearance
of the boundary values in the integrals.
Another advantage of using integral equa-

tions deals with the fact that the area of inte-
gration (computation) is limited only to
surfaces of electrically conductive bodies. In
other words, the electrically conductive bodies
of the induction heating system limit the
mesh of discretization. Therefore, the areas

requiring discretization include induction
coils, workpieces, magnetic shunts, concentra-
tors, and electrically conductive tooling.
Unlike FEM and FDM, integral formulations
do not include the free space areas (such as
air) into the general consideration.
As with FDM and FEM, there are several dif-

ferent formulations of MIM devoted to simula-
tion of the induction heating process. One of
the earliest texts describing this technique was
reported by Kolbe and Reiss in 1962 (Ref 96).
Further development of this technique was done
by Tozoni (Ref 97), Dudley and Burke (Ref
95), and several other researchers (Ref 38,
39). A brief introduction to MIM is given here
based on the concepts discussed in Ref 38 and
39. First, consider two axisymmetric, multiturn,
coaxial coils (Fig. 27) connected in series and
driven by a sinusoidal voltage source. A
quasi-stationary (time-harmonic) field is also
assumed. Both coils are placed around an axi-
symmetric nonmagnetic workpiece (such as
copper, aluminum, titanium, or nonmagnetic
austenitic stainless steel billets). The electro-
magnetic field distribution in such a system
can be described with respect to the current
densities occurring in the electrically conduc-
tive parts of the induction system by the Fred-
holm integral equation of the second kind:

2 pRQ rQ J þ jo
Z

P2H;W

MQP JP d SP ¼ VQ (Eq 84)

where rQ = 1/sQ is the resistivity of element Q;
RQ is the average radius of element Q; JQ and
JP are the current densities in elements Q and
P, respectively; MQP is the mutual inductance
between elements Q and P, representing a
mutual electromagnetic interaction of the ele-

ments (current-carrying rings); SP is the compu-
tation areas (P 2 H, W, where H represents the
induction heater, and W represents the heated
workpiece); and VQ is the source voltage of
the element. The value of VQ is zero for all ele-
ments of the workpiece.
The method of solving the integral equation in

its most general case has been described in Ref
97. The solution of Eq 84 in its simplified form
(Ref 38, 39) is presented here. The electrically
conductive regions of the induction heating sys-
tem, including the induction heater andworkpiece
(Fig. 27, areas H and W, correspondingly), are
subdivided into appropriate elements. As with
FEM, eddy current densities and material proper-
ties are assumed to be constant within each ele-
ment. If the skin effect in the coil is pronounced,
then the multiturn induction coils can be consid-
ered as acting similar to multiturn solenoids. The
integral Eq 84 can be rewritten as:

rQ IQ þ jo
X

P2H;W

MQP IP ¼ VQ (Eq 85)

where rQ is the resistance of element Q.
As seen from Eq 84 and 85, the Fredholm

integral equation of the second kind is con-
verted into an impedance equation representing
the well-known Kirchhoff’s law. After assem-
bling equations that correspond to all electri-
cally conductive elements of the induction
system, the global set of impedance equations
can be obtained. To illustrate the previously
described procedure, a set of global equations
representing the induction system shown in
Fig. 27 is obtained as follows. According to
the sketch shown in Fig. 27, the induction heat-
ing system consists of two elements of the
workpiece (P and Q) and two induction coils
(m and n) connected in series. The global set
of the impedance equations for this case is
shown as:

where MQQ, MPP, Mnn, and Mmm are the self-
inductances of the elements and coils, respec-
tively; and MQP, MQn, MQm, MPQ, MPn, MPm,
MnQ, MnP, Mnm, MmQ, MmP, and Mmn are the
mutual inductances representing the interaction
of all the current-carrying elements.
The formulas for calculation of the various self-

inductances and mutual inductances with their
range of applicability are given in Ref 98 to 100.
Theresistancesof the rings (rQand rP)and theresis-
tances of the coils (rn and rm) can be calculated as:

rQ ¼ 2p rQ RQ

dQ lQ
(Eq 87)

rn ¼ 2p rn Rn

ln dn g
N (Eq 88)

where g is the space factor of the coil, and N is
the number of turns of coil n. After some

Fig. 27 Representation of the induction system for the
mutual impedance method. Multiturn coils

have m and n turns. Workpiece has differing current den-
sities at P and Q. W, cylinder workpiece; H, multiturn
induction heater. Source: Ref 1

rQ þ joMQQ

� �
IQ þ joMQPIP þ jo MQn þMQm

� �
Imn ¼ 0

jþ oMPQIQ þ rP þ joMPPð ÞIP þ jo MPn þMPmð ÞImn ¼ 0

jo MnQ þMmQ

� �
IQ þ jo MnP þMmPð ÞIP þ rn þ rm þ jo Mmn þMnmð Þð ÞImn ¼ V

(Eq 86)
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simple algebraic operations (Ref 1, 38, 39), the
resulting matrix equation can be rewritten as:

aW aWH

aHW aH

� �
IW
IH

� �
¼ 0

VH

� �
(Eq 89)

where aW and aH are the matrices of the self-
impedances of the workpiece and induction
coils, and aWH and aHW are the matrices of the
mutual inductances.
By evaluation of the equations for the mutual

inductances between elements, it is obvious that
MPQ = MQP and aWH = aHW. Therefore, the
matrix of:

aW aWH

aHW aH

� �

is symmetric, and the set of Eq 89 can be
rewritten as:

Sr þ j Sx½ � Ir þ j Ix½ � ¼ Vr þ j Vx½ � (Eq 90)

where Sr is the diagonal matrix, consisting of
the resistivities of elements of the coils and
the workpiece; Sx is the square matrix of the
self-inductances and mutual inductances; Ir
and Ix are the column matrices, representing
that the currents have both a real and an imagi-
nary part of the components (I = Ir + j Ix); and
Vr and Vx are the column matrices of the vol-
tages (V = Vr + j Vx), which are similar to the
column matrices of the currents.
The set of Eq 90 can be rewritten as:

Sr �Sx
Sx Sr

� �
Ir
Ix

� �
¼ Vr

Vx

� �
(Eq 91)

The execution time and computer memory
required for storage of all matrices can be
reduced by applying a special computational
procedure for solving the set of Eq 91 that takes
into consideration the fact that the matrix Sr is a
diagonal matrix and the matrix Sx is a symmet-
rical square matrix (Ref 38, 39):

Sr þ Sx S
�1

r Sx
	 


Ix½ � ¼ Vr � Sx S
�1

r Vr

	 

(Eq 92)

Ir½ � ¼ Sr½ ��1 Vr þ Sx Ix½ � (Eq 93)

After solving the set of Eq 92 and 93, one can
obtain the coil currents and eddy currents as
well as power densities, heat-source distribution
in the workpiece, and electrically conductive
components located in close proximity to the
induction coil, as well as other important output
parameters of the induction system, including
coil power, power induced within the work-
piece, coil electrical efficiency, and the power
factor.
As in any of the numerical techniques, a

proper space discretization is critical when
applying MIM. One of the obvious advantages
of MIM is its ability to relatively easily incor-
porate circuit connection features into a gen-
eral consideration. Some of the typical

circuits that have been studied using this tech-
nique are shown in Fig. 28. The MIM was
extended for the computation of induction
heating of magnetic workpieces (Ref 39).
Unfortunately, MIM does not appear to be an

effective computational technique for complex-
shaped bodies, due to the known limitations of
calculating self-inductances and mutual induc-
tances of arbitrarily oriented elements. How-
ever, in the case of classical geometries, it
does allow one to easily incorporate circuit con-
nection features into the general consideration
when modeling regular-shaped workpieces.
This is an important feature for calculating sys-
tems such as line frequency induction heating
of large aluminum cylinder billets using multi-
turn and multilayer coil arrangements (typically
using four to six coil layers) connected to a
multiphase power source.

Boundary-Element Method

The fourth family of numerical techniques
devoted to induction heating computation is
called the boundary-element method (BEM).
This method started to be widely used for mod-
eling of the processes related to induction heat-
ing in the late 1980s and early 1990s. The
mathematics required to discuss BEM are more
advanced than that needed for FDM, FEM, or
MIM. The interested reader will find several
texts, conference proceedings, and journal arti-
cles (Ref 87 to 89, 91 to 94) that describe vari-
ous modifications of BEM.
In contrast to FDM and FEM, when applying

BEM, an integral form of Maxwell’s equation
is used as a governing equation for the electro-
magnetic problem. This allows taking into con-
sideration only conductive bodies in the
computation. In this respect, BEM is similar
to MIM.
With BEM, unknown characteristics of the

electromagnetic field (i.e., magnetic vector
potential) are expressed in terms of an integral
over the boundary of the area of interest (Fig.
29). In this case, the problem of mathematical
modeling of induction processes may be
divided into two tasks: external and internal
electromagnetic problems. Using an iterative
procedure, both tasks can be solved. The inter-
nal problem describes the electromagnetic field
distribution within the body of the workpiece.
The external problem describes the field distri-
bution in external regions. In some cases of
substantially nonlinear material properties, an
error can be accumulated in solving an internal
problem using BEM. In cases such as this,
BEM is used for solving the external problem,
and FEM or FDM is used to solve the internal
problem. Such an approach uses the best of
both numerical methods. As an example, Fig.
13 and 14 in the article “Simulation of Induc-
tion Heating Prior to Hot Working and Coat-
ing” in this Volume show temperature profiles
when heating carbon steel bars using an in-line
multicoil induction heater. A combination of

BEM and FDM was the best approach to simu-
late such a system.
In contrast to FDM and FEM, the use of

Green’s function eliminates the need for mesh-
ing the whole domain of modeling. Because
with BEM, unknowns are only located on the
boundaries or interfaces, it requires discretiza-
tion only of the boundaries of the electrically
conductive components of the induction system
(Fig. 29). This substantially simplifies one of
the most time-consuming parts of numerical
model preparation when FDM and FEM are
used (compare meshes shown in Fig. 24 and
29). A computational procedure establishes the
unknown surface qualities (i.e., equivalent cur-
rent densities along surfaces), which would sat-
isfy the global solution.
According to one of many forms of BEM

(Ref 87), it is assumed that the surface imped-
ance is initially known and could be determined
as:

Z0 ¼ Et

Ht
(Eq 94)

This assumption has been proposed by Leonto-
vich for problems exhibiting pronounced skin
effect. It is obvious that Z0 is not constant along
the workpiece surface and is a function of the
electromagnetic field. For many induction heat-
ing applications, the surface impedance of the
workpiece can be defined at a particular node,
x, similar to the surface impedance of an infi-
nite conducting half-plane as (Ref 45):

Zx
0 ¼ rx U þ j Vð Þ

�x
(Eq 95)

where U and V are coefficients, and U and V 	
1, depending on the application; rx is the elec-
trical resistivity; and dQ is the current penetra-
tion depth at node Q.
As shown in Ref 45, if the skin effect

in a nonmagnetic load is pronounced, then

Fig. 28 Examples of circuit connections of induction
heating coils (L) with fixed or variable capaci-

tors (C). V, coil voltage. Source: Ref 1
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U = V = 1 (Leontovich condition). In the case
of a magnetic body placed in a relatively strong
magnetic field, those coefficients will be U
=1.32 – 1.37 and V = 0.97. In the edge region
and corner areas of the surface, Eq 94 is not
valid, and different approaches should be used
(Ref 39, 45).
As mentioned previously, a thorough discus-

sion of BEM is beyond the scope of this article.
Details about BEM can be found in Ref 87 to
89 and 91 to 94. Such advantages as the reduc-
tion of computation time, simplicity, user-
friendliness of the mesh generation, and good
accuracy (particularly when working with non-
magnetic materials or materials with linear
properties) make this technique quite attractive
in certain applications compared to other
methods.
Example 5: Camshaft Hardening. BEM

was used to evaluate design approaches that
would allow undesirable temper-back effect to
be avoided when induction hardening cam-
shafts (Fig. 30).
One of the major challenges in induction

hardening of steel camshafts is to avoid unde-
sirable heating of adjacent areas that have
previously been hardened (the so-called tem-
per-back or annealing effect of adjacent
regions). The complexity of this problem arises
from the fact that, due to electromagnetic field
propagation, eddy currents are induced not only
in the workpiece that is located under the
inductor and meant to be heated but in adjacent
areas as well. Computer modeling was con-
ducted using the software Oersted, which uses
BEM to simulate an electromagnetic field dis-
tribution around a single-turn inductor. Com-
puter simulation helped to better understand
the physics of this quite complex process, and
it would be beneficial to briefly describe it here
(Ref 1, 43, 44, 102).
Without a concentrator (Fig. 30, top left), the

magnetic flux would spread around the coil and
link with electrically conductive surroundings,
which include neighboring areas of the part (i.
e., cam lobes and journals) and possibly certain
areas of tooling and the fixture. As a result of
induced eddy currents, the heat will be pro-
duced in those electrically conductive regions.
This heat can cause undesirable metallurgical
changes, resulting, for example, in strength
reduction of the tooling or a decrease in hard-
ness of lobes that were hardened during a previ-
ous operation. At the initial stage of the heating
cycle, the entire workpiece is magnetic.
Because of better electromagnetic coupling,
surface areas of the camshaft located under
the coil will have substantially more intense
heating than other areas in the surrounding coil.
An intermediate heating stage begins after the
surface of the heated lobe reaches the Curie
temperature and its relative magnetic perme-
ability, mr, drops to 1. Therefore, the surface
layer of the heated lobe becomes nonmagnetic,
and its heating intensity drastically decreases.
At this intermediate heating stage, the electro-
magnetic coupling between the coil and the

lobe will not be as strong as it had been during
the initial heating stage (when the whole cam-
shaft was magnetic). Although the surface of
the heated lobe has lost its magnetic properties,
the adjacent areas retain theirs. Consequently,
the electromagnetic coupling of the inductor
with those areas will not decrease. Actually,
the greater portion of the electromagnetic field
will start to link with the adjacent ferromag-
netic regions located in close proximity to the
inductor. This may include certain areas of pre-
viously hardened lobes. In addition, in order to
have a short cycle time and to keep the heat
intensity of the surface area located under the
coil at the same heating rate as during the ini-
tial stage, the control system could automati-
cally increase the coil current when the
intermediate stage begins. This will further
increase the heating intensity of the magnetic
regions of already hardened lobes located in
proximity to the inductor, manifesting itself in
potential undesirable tempering back of those
areas.
After installation of a U-shaped magnetic

flux concentrator around the inductor (Fig. 30,
left bottom), a much smaller portion of the

inductor electromagnetic field will link with
adjacent lobes located near the lobe that is to
be hardened. Therefore, a magnetic flux con-
centrator decouples the induction coil and the
areas of adjacent lobes. Mathematical simula-
tion shows that an appropriate use of magnetic
flux concentrators allows a four- to twelvefold
reduction in the power density induced in adja-
cent lobes compared to using a bare coil (Ref 1,
102).
Depending on the application specifics and

camshaft geometry, some lobes may be posi-
tioned too close to each other, and minor tem-
pering back may still be present. The
application of a Faraday ring (also called a rob-
ber ring) can compliment the use of magnetic
flux concentrators, further reducing an external
magnetic field (Fig. 30, left middle).
Example 6: Heating Large Aluminum Bil-

lets. Control of electromagnetic field exposure
around a large multiturn, multiphase inductor
for heating large aluminum billets using BEM
is examined.
Any electrical device must comply with cer-

tain standards, regulations, and recommenda-
tions (different in various countries) regarding

Fig. 29 Boundary-element method requires discretization only on boundaries and interfaces
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safe levels of magnetic field exposure (Ref
101). It is imperative to be able to predict the
strength of the electromagnetic field in the
induction coil surroundings, defining safety
areas where humans may be present and evalu-
ating means of reducing an external magnetic
field (for example, installing magnetic shunts,
shields, etc.). The BEM is a particularly effec-
tive modeling tool for simulation of external
electromagnetic field exposure. Figure 31
shows the distribution of a magnetic field
around a large multilayer, multiturn inductor
for heating aluminum billets prior to direct
extrusion. (Due to symmetry, only the top half
of the system is shown.) The size of the alumi-
num billets typically ranges from 100 to 600
mm in diameter and up to 1.8 m in length. An
example of such inductors is shown in Fig. 32.
Depending on application specifics, such induc-
tion coils can consist of up to six layers fabri-
cated using numerous disc-pair copper
windings (Ref 1). Single- or multiphase

arrangements of electrical connection of multi-
layer inductor sections can be used. All these
design features complicate the use of FDM
and FEM, requiring an appreciable amount of
time to address all critical design features under
consideration and to generate an appropriate
mesh. At the same time, BEM simulates such
applications quickly and effectively.

Coupling of Electromagnetic and
Thermal Problems

As stated previously, one of the major features
of induction heat treating computation deals with
the fact that both the electromagnetic and heat-
transfer phenomena are tightly coupled due to
the interrelated nonlinear nature of the material
properties. This feature dictates the necessity of
developing special computational algorithms that
are able to deal with these interrelated effects. It
is important to note that the time scales (time

constants) of the electromagnetic and heat-trans-
fer processes are quite different. Electromagnetic
processes used in induction heating are very fast,
with time constants significantly less than 0.02
s (depending on the frequency). At the same time,
the heat-transfer processes are much longer. For
example, heat cycles even for medium-sized
induction billet heaters can easily exceed 300 s,
depending on frequency, geometry, and material
properties of the billet. Heat times for hardening
typically range from 3 to 12 s using medium and
radio frequencies. Even for contour gear harden-
ing, which is known to be one of the fastest induc-
tion heat treating processes, the heat time could be
as short as 1 s with an applied frequency of
approximately 400 kHz. This frequency results
in an electromagnetic process time constant of
approximately 0.0000025 s. As can be seen, the
difference in the time constants of electromag-
netic field and thermal processes in induction
heating and heat treating is in orders ofmagnitude.

Two-Step Coupling

There are several ways to couple the electro-
magnetic and heat-transfer problems. The sim-
plest method is called the two-step coupling
approach (Fig. 33). The electromagnetic prob-
lem is solved during the first computational
step. Obtained current densities and heat-source
distribution are used to determine parameter Q
in Eq 35, 38, and 39 for solving the thermal
problem, assuming that the electromagnetic
field distribution and electromagnetic physical
properties (electrical resistivity and magnetic
permeability) do not change during heating.
The two-step approach is known for its short

Fig. 30 Electromagnetic control of undesirable temper back of previously hardened camshaft lobes

Fig. 31 Distribution of the magnetic field around a
large multilayer, multiturn inductor for heat-

ing aluminum billets prior to direct extrusion. (Due to
symmetry, only the top half of the system is shown.)

Fig. 32 Multilayer induction heating coils. Courtesy of
IHWT, England
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execution time and moderate computer memory
requirements.
Even a cursory look at the behavior of the

material properties discussed in the companion
article, “Simulation of Induction Heating Prior
to Hot Working and Coating” in this Volume,
reveals the danger in using the two-step
approach. The electrical resistivity of some
metals can vary more than eight times during
the process of heating. At the same time, the
variation of relative magnetic permeability typ-
ically ranges from 20 to 80 times during a typi-
cal heat cycle. Therefore, an assumption that
material properties are constant during the
entire heating time is a very rough postulation
and can result in significant calculation errors.
Therefore, the two-step coupling approach can
be used in a very limited number of induction
heating applications. Low-temperature heating
(i.e., heating from 100 to 200 �C) of aluminum
or copper strips, rod, or wires serves as an
example of when the two-step coupling
approach can be used quite effectively. (In
cases such as this, the average values of the
metal properties are used.)
Indirect Coupling. The most common

approach to coupled electromagnetic and heat-
transfer problems is called the indirect coupling
method (Ref 1, 10). This method calls for an
iteration process (Fig. 34), which consists of
an electromagnetic computation and then recal-
culation of heat sources to provide a heat-

transfer computation. This coupling approach
assumes that temperature variations are not sig-
nificant during certain heat-time intervals pre-
determined by the user. This means that the
electromagnetic material properties remain
approximately the same, and the heat-transfer
process continues to be simulated without cor-
recting the heat sources. The temperature distri-
bution within the workpiece obtained from such
time-stepped heat-transfer computations is used
to update the values of specific heat and ther-
mal conductivity at each time step. As soon as
the heat-source variations become significant
(due to the variations of electrical conductivity
and magnetic permeability), the convergence
condition will no longer be satisfied, and recal-
culation of the electromagnetic field and heat
sources takes place.
Depending on the application, at least five to

eight iteration times are typically required to
make corrections in the electromagnetic field
distribution with recalculation of the heat
sources. For the great majority of induction
heating applications, the indirect coupling
approach is valid and very effective. However,
there are rear cases where this approach could
possibly lead to noticeable errors. In these
cases, the direct coupling method should be
applied (Ref 1, 10).
Direct Coupling. To provide a direct cou-

pling of the electromagnetic and heat-transfer
problems, it is necessary to formalize a set of

governing equations in such a way that the
unknown parameters of the electromagnetic
field (for example, a magnetic vector potential
or magnetic field intensity) and the unknown
parameters of the thermal problem (i.e., temper-
ature) will be part of one global matrix, which
will be solved simultaneously (Fig. 35). Direct
coupling results in an extremely intensive exe-
cution time of computer simulations, and it
should be used only in cases where it is abso-
lutely needed.
The ability to simulate coupled electromag-

netic and heat-transfer phenomena helps to
reveal previously unknown phenomena or clar-
ify some common misassumptions related to
induction heat treating.
Example 7: Uncovering a Common Misas-

sumption in Induction Hardening with Com-
puter Modeling. When discussing induction
heating, reference is often made to the phenom-
enon of skin effect. The skin effect is consid-
ered to be a fundamental property of induction
heating that represents a nonuniform distribu-
tion of an alternating current within the conduc-
tor cross section. This effect is found in any
electrically conductive workpiece located
inside an induction coil or in its close proxim-
ity. Eddy currents induced within the workpiece
will primarily flow in the surface layer (the
skin), where 86% of all induced power will be
concentrated. This layer is called the reference
depth or current penetration depth, d. The
degree of skin effect depends on the frequency
and electromagnetic properties (electrical resis-
tivity, r, and relative magnetic permeability, mr)
of the conductor. It is often recommended to
calculate the distribution of the current density
along the workpiece thickness (radius) by using
Bessel functions. For electromagnetically thick
workpieces, the following simplified expression
is frequently used:

I ¼ I0 � e�y=d (Eq 96)

where I is the current density (A/m2) at distance
y (m) from the workpiece surface toward the
core, I0 is the current density at the surface
(A/m2), and d is the current penetration depth
(m). According to this equation, an eddy cur-
rent density induced within an inductively
heated workpiece has its maximum value at
the surface and falls off exponentially.
Current penetration depth, d, is described (in

meters) as:

d ¼ 503� ðr=mrFÞ1n2 (Eq 97)

where r is the electrical resistivity of the metal
(O�m), mr is the relative magnetic permeability,
and F is the frequency (Hz), or (in inches):

d ¼ 3160� ðr=mrFÞ1=2 (Eq 98)

where electrical resistivity, r, is in units of
O�in.
Thus, the value of penetration depth varies

with the square root of electrical resistivity

Fig. 33 Schematic of the two-step approach for coupling in induction heating simulation. Source: Ref 1
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and inversely with the square root of frequency
and relative magnetic permeability. Mathemati-
cally speaking, the penetration depth, d, in Eq
96 is the distance from the surface of the con-
ductor toward its core, at which the current
decreases exponentially to 1/exp, its value
at the surface. The power density at this dis-
tance will decrease to 1/exp2, its value at the
surface.
Figure 36 illustrates the skin effect, showing

the distribution of current density from the

workpiece surface toward the core. At one pen-
etration depth from the surface (y = d), the cur-
rent will equal 37% of its surface value.
However, the power density will only corre-
spond to 14% of its surface value. From this,
one can conclude that approximately 63% of
the current and 86% of the induced power in
the workpiece will be concentrated within a
surface layer of thickness d.

In the great majority of publications devoted
to induction heating and induction heat treating,

distributions of current density and power den-
sity (heat-source distributions) along the thick-
ness/radius of the workpiece are simplified
and, as described previously, assumed to expo-
nentially decrease from the surface toward its
core (Eq 96 and Fig. 37). It is important to
remember that this assumption is appropriate
only for a solid body (workpiece) having both
electrical resistivity and magnetic permeability
as constants. Therefore, realistically speaking,
this assumption can be made only for some
unique cases of induction heating and heat
treating. For the great majority of induction
heat treating applications, the current density
(heat-source) distribution is not uniform, and
there are always thermal gradients within the
heated workpiece. These thermal gradients
result in nonuniform distributions of electrical
resistivity and magnetic permeability within
the workpiece. This nonlinearity means that
the classical definition of current penetration
depth does not fit its principal assumption.
The assumption of exponential current den-

sity distribution can be used to some extent
for rough engineering estimates for induction
heating of nonmagnetic materials (i.e., alumi-
num, copper, titanium, etc.) and through heat-
ing of stainless steels to forging temperature.
However, in induction surface hardening, the
power density distribution along the radius/
thickness has a unique wave shape, which dif-
fers significantly from the commonly assumed
exponential distribution. Here, the power den-
sity has its maximum value at the surface and
decreases toward the core. Then, at a certain
distance from the surface, the power density
suddenly starts to increase again, reaching a
maximum value before it starts a final decline.
Originally, a hypothesis regarding the mag-

netic-wave phenomenon was introduced by
Losinskii (Ref 46) and Simpson (Ref 105).
They intuitively felt that there should be situa-
tions where the power density (heat-source) dis-
tribution would differ from that of the
traditionally accepted exponential form. They
provided a qualitative description of this phe-
nomenon based on their intuition and under-
standing of the physics of the process. At the
time, a quantitative evaluation of this phenome-
non could not be developed due to the limita-
tion in computer modeling capabilities and the
lack of software that could simulate the tightly
coupled electrothermal phenomena of induction
heat treating processes. Of course, it also was
not possible to measure the power/current den-
sity distribution inside the solid workpiece
without appreciably disturbing an eddy current
flow. Later, a nonexponential skin effect distri-
bution was also briefly mentioned (Ref 39). To
the author’s knowledge, the first publication
that provides a quantitative assessment of the
magnetic-wave phenomenon was published in
Ref 107, with further research provided in Ref
1, 31, 41, and 104.
Modern coupled electromagnetic-thermal

numerical software, such as ADVANCE,
enables a quantitative estimation of the

Fig. 34 Schematic of the indirect coupling approach to solving electromagnetic andheat-transfer problems. Source: Ref 1
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magnetic-wave phenomenon (also known as the
dual-properties phenomenon) based on its abil-
ity to properly simulate interrelated electromag-
netic and thermal problems. An example is
given in Fig. 36, which shows the temperature
profile (left) and power density distribution
(right) along the radius of a 36 mm (1.42 in.)
diameter carbon steel shaft at the final stage of
heating using a 10 kHz frequency. For compar-
ison, the dotted curve corresponding to the
power density distribution represents the com-
monly assumed exponential curve, and the solid
curve shows the actual magnetic-wave distribu-
tion. The cause of this phenomenon relates to

the phenomenon that steel retains its magnetic
properties in the subsurface region. Note that
in some unique applications, due to this phe-
nomenon, the maximum value of heat sources
can be located in an internal layer of the work-
piece and not at its surface. Detailed discussion
regarding this phenomenon can be found in Ref
1, 31, 41, 104, 106, and 107.
Consideration of the wavelike distribution of

power density (heat source) makes a significant
impact on the optimal frequency choice for
induction surface hardening. The following
statement can be made from the preceding dis-
cussion: Frequency selection is not as obvious

and easy a task as it may appear by using rules
of thumb that require a comprehensive com-
puter simulation.
Example 8: Case Study of a Superior

Induction Heating Design with Computer
Modeling. In an attempt to further advance pis-
ton manufacturing technology for both tradi-
tional and high-performance engines, Federal-
Mogul specialists have combined their efforts
with experts from Spinduction Weld Inc., who
developed a novel welding process called Spin-
duction, and Inductoheat, Inc. (Ref 29). The
Monosteel piston (Federal-Mogul) starts life as
two separate forgings (Fig. 38): a top or crown
forging and a lower or skirt forging. Before
joining, the forged top and bottom halves are
prepared with two concentric circular end-face
lands, which are simultaneously welded.
Spinduction welding provides relative

motion between the joining parts, as in friction
welding, to minimize impurity entrapment in
the weld zone and to produce fast, high-integ-
rity welds with consistent quality. The impor-
tant advantages of Spinduction are that it
produces consistently flawless welds at very
low rotational velocities, well below the mini-
mum forging velocity for friction welding, with
minimal or no flash projection, which is appre-
ciably different compared to the traditionally
used friction welding processes (compare Fig.
39 and 40). The Spinduction process uses
induction heating for over 95% of the weld
energy input, so when considering very large
workpieces, the Spinduction process is more
advantageous than inertia or friction welders.
It is easier and more cost-efficient to build a
high-power induction system than a mechanical
drive line with comparable kinetic energy.
Induction preheating is a critical part of this

technology, providing the required heat input
quickly, efficiently, and with the required uni-
formity within four circular end-face lands.
Immediately after completion of the heating
stage, the inductor is retracted within a fraction
of a second, and the two piston halves are rap-
idly pressed together. Rotation begins just

Fig. 35 Schematic of the direct coupling approach to solving electromagnetic and heat-transfer problems. Source:
Ref 1

Fig. 36 Actual temperature profile and power density distribution for induction surface hardening of carbon steel
shafts using 10 kHz frequency. Case depth (CD) is 2 mm. The dashed line in the graph at right is the com-

monly assumed power density distribution. Source: Ref 1, 104

Fig. 37 Current distribution and current versus dis-
tance from surface of workpiece due to a

classical definition of the skin effect. Source: Ref 42

Simulation of Induction Heat Treating / 529

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



before the surfaces of both halves come into
contact. Rotational displacement and the axial
forging force are simultaneously applied and
controlled until the required tangential displace-
ment is achieved and rotation stops.
Some of the innovations and know-how of

this technology are related to the ability to
accurately control heating and cooling stages
to produce sound welds. There are several phe-
nomena that contribute to the challenge of satis-
fying the required temperature distribution of
joining surfaces as well as closely controlling
an optimal heat-affected transition zone beyond
those faces. These include:

� Interaction of magnetic fields generated by
different inductor segments takes place due
to the close proximity of four circular faces
that must be heated. Besides that, electri-
cally conductive bodies, such as fixtures
and tooling (i.e., grippers), also distort those
fields, acting as Faraday rings.

� Induced eddy currents have a tendency to
take the shortest path of the smallest imped-
ance, resulting in an electromagnetic ring
effect that has a tendency to force the eddy
current to flow nonuniformly across heating
faces.

� Transient time between the end of heating
and beginning of joining should be as short
as possible and preferably less than 1 s. Lon-
ger inductor retraction time results in a dra-
matic reduction of the temperature of
joining faces due to thermal conduction
toward colder areas as well as heat-surface
losses (thermal radiation and convection).
For example, simulations show that if the
inductor retraction time is greater than 1.5
s, the temperature drop can easily exceed
450 �C (810 �F).

� The existence of varied background masses
behind the heating faces (Fig. 40) leads to
appreciably nonuniform heat sinks that,
depending on the piston cross section, pro-
vide substantially different cooling effects
during heating and inductor retraction. To
complicate matters further, all of these fac-
tors are nonlinear and multidimensional in
nature.

� The thermal profile in the transition zone has
a marked effect on the cooling rate of the
welded joint, which determines the final
microstructure and also affects the steel
self-tempering capabilities.

The nature of the Spinduction process made
it difficult to see or measure the temperature
of the heated surface, making the old cut-and-
try method of inductor development impracti-
cal. Inductoheat’s superior computer modeling
capability and design experience were decisive
factors in the successful development of a novel
inductor design (Ref 29). Using the finite-
element code Flux-2D to model helped to deter-
mine not only the subtleties of the inductor
geometry but also the process recipe that would
guarantee the optimal temperature profiles and
superior quality of the pistons. Figures 41 and
42 show the finite-element mesh and variation
of temperature profiles during heating of the

top and bottom halves at 0� and 90� cross sec-
tions, respectively. Total heat time was approx-
imately 6 s. The advanced inductor concept
made possible a retraction time of less than 1 s.
Example 9: Computer Simulation of Heat-

ing and Quenching Stages in Nonrotational
Crankshaft Hardening. Crankshafts are used
in internal combustion engines, pumps, and com-
pressors. In automobiles, they typically weigh 13
to 39 kg (30 to 85 lb), depending on the engine.
Some crankshafts exceed 1000 kg (2000 lb) in
marine or stationary engines for power genera-
tors. A crankshaft is cast or forged and comprises
a series of crankpins (pins) and main journals
(mains) interconnected by webs and counter-
weights (Fig. 43). Steel forgings, nodular iron
castings, microalloy forgings, and austempered
ductile iron castings are among the materials
most frequently used for crankshafts. High
strength and elasticity, good wear resistance,
light weight, small vibration, geometrical accu-
racy, short length, and low cost are some of the
most important crankshaft requirements. Most
of these attributes are augmented by the induc-
tion hardening process. Because the diameters
of crank journals (mains and pins) are much
smaller compared to the external dimensions of
the counterweights (webs), the conventional
encircling-type coils could not freely pass from
one heat treated feature to another. This feature
dictates having a specific inductor design. To
use the required hardening while not having to
rotate the crankshaft, a patented stationary hard-
ening process for crankshafts (SHarP-C technol-
ogy) was developed (Ref 1, 108).
According to the patented nonrotational

hardening process, an inductor consists of two
coils: a top (passive) coil and a bottom (active)
coil. The bottom coil, being active, is connected
to a medium- or high-frequency power supply,
while the top coil (passive) represents a short
circuit (a loop). The bottom coil is a stationary
coil, while a top coil can be opened and closed.
Each coil has two semicircular areas where the
crankshaft features are located. A robot loads a
crankshaft into the heating position, the top
inductor pivots into the closed position, and
power is applied from the power supply to the
bottom (active) inductor. The current starts to
flow in the bottom inductor. Being electromag-
netically coupled to the top coil, the current
flowing in the bottom coil will induce the cur-
rents in the top coil in the opposite direction,
similar to a transformer effect. Any heated fea-
ture of the crankshaft “sees” the SHarP-C
inductor as a classical and highly efficient fully
encircling coil (Ref 1, 108).
Intensive theoretical and computer simula-

tion studies have been conducted by Inducto-
heat’s personnel in cooperation with leading
world experts, such as Dr. Lynn Ferguson and
his team from Deformation Control Technol-
ogy, Inc., to determine the favorite distribution
of transitional and residual stresses of heat trea-
ted crank components (Ref 108). Figure 43
shows the temperature variation during various
stages of heating and quenching of the

Fig. 38 The Monosteel piston starts out as two sepa-
rate forgings. Source: Ref 29

Fig. 39 Cross section of a friction-welded piston.
Source: Ref 29

Fig. 40 Spinduction produces welds at very low rota-
tional velocities with minimal flash projec-

tion. Source: Ref 29
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crankshaft journal (Ref 1). Note the presence of
residual heat accumulated during an interrupted
quenching. This well-controlled residual heat
complements the induction tempering of as-

hardened journals. Computer modeling of tem-
perature profiles during spray quenching of
crankshaft journals and the prediction of aus-
tenite formation are shown in Fig. 44(b).

Challenges Faced by Developers of
Modern Simulation Software

In the fast-paced world economy, the ability
of induction heating manufacturers to minimize
the time between a customer request for quota-
tion and delivery of the quotation through effi-
cient computer modeling is critical for a
company’s success. Also, contrary to academia,
the rapid pace of industry does not allow the
luxury of waiting several days to obtain the
computer modeling results but demands those
results within a couple of hours.
Modern computer simulation techniques are

capable of effectively simulating electromag-
netic and thermal phenomena for many pro-
cesses that involve electromagnetic induction.
The great majority of commercial codes used
for computer modeling of induction heating
processes are all-purpose programs. Regardless
of the well-recognized impressive capabilities of
modern commercial simulation tools, most of
the generalized programs experience certain
difficulties in effectively handling particular
features of the induction heating process,
including but not limited to the presence of
thermal refractory, scanning operations that
combine heating and quenching, simultaneous
movement or oscillation of a heated workpiece
in respect to the induction coil, simultaneous
use of two frequencies for contour gear harden-
ing, and so on. There is an appreciable family
of induction heat treating applications where
the ability to simulate just-coupled electromag-
netic and heat-transfer phenomena is not suffi-
cient. It is also imperative to be able to
simulate processes of a metallurgical nature,
such as phase transformations, prediction of
transitional and residual stresses, shape/size dis-
tortion of heat treated components, and proba-
bility of crack development. There are a
number of induction thermal processes that also
exhibit certain process subtleties that cannot be
easily modeled using the majority of commer-
cially available software.
The necessity to sell products to as many

customers as possible forces developers of
coupled electromagnetic-thermal software to
produce a universal simulation tool that can
be used by various industries (i.e., motors,
transformers, magnetic recording, medical,
nondestructive testing, and others, including
induction heating users). As a result, certain
process subtleties of induction heat treating
were overlooked by developers or substan-
tially simplified, posing noticeable limitations
for using universal software. Some of those
applications that create appreciable challenges
and limitations for a majority of presently
available commercial software are discussed
as follows.
How to Treat the Realities of Prior Micro-

structures and How to Predict Final Struc-
ture, Taking into Consideration the
Subtleties of Inductive Heat Treating. When
iron is alloyedwith various percentages of carbon,
the critical temperatures are often determined by

Fig. 41 Inductoheat’s computer modeling capability was a decisive factor in predicting temperature profiles during
heating of top and bottom complex-shaped halves (0� cross section). Source: Ref 29

Fig. 42 Finite-element analysis computer modeling helps to determine the transient and final thermal conditions (90�
cross section) of the piston halves as well as an optimal inductor design and process recipe. Source: Ref 29
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the iron-iron carbide phase-transformation dia-
gram (Fe-Fe3C diagram). The lower left portion
of this diagram represents heat treating of steels
and is shown in Fig. 45. This widely used diagram
is a graph of temperature versus carbon content of
steel and shows how heating to elevated tempera-
tures or cooling from an elevated temperature can
cause a transformation in the steel crystal struc-
ture. However, it is important to be aware that this
phase diagram may be misleading in the majority
of induction hardening applications, because it is
valid only for the equilibrium condition of plain
carbon steels. Nonequilibrium conditions, appre-
ciable amounts of alloying elements, pressure,
and certain prior treatments can noticeably shift
the critical temperatures (Ref 1, 19).
One of the major requirements of an equilib-

rium condition is enough time at temperature.
Ideally, in the case of a sufficiently slow heat-
ing/cooling, transformation temperatures should
be approximately the same for both heating and

cooling; in other words, there should be no
appreciable difference between Ac and Ar criti-
cal temperatures. Any observed difference
between Ac and Ar represents thermal hystere-
sis, which is a function of several factors,
including the metal chemical composition and
the heating/cooling rate. The greater the rate
of heating/cooling, the greater the difference
between those temperatures. Practically
speaking, the equilibrium condition simply does
not exist in induction hardening. This elimi-
nates using those classical diagrams in an
attempt to predict critical temperatures.
Induction hardening is a very fast process.

The intensity of heating or the heating rate
often exceeds 100 �C/s (180 �F/s) and, in some
cases, 1000 �C/s (1800 �F/s). Therefore, the
phase transformation cannot by any means be
considered as equilibrium, and the phenomenon
of thermal hysteresis is always pronounced.
Rapid heating drastically affects the kinetics

of austenite formation, shifting it toward higher
temperatures to create conditions conducive to
the required diffusion-based processes and
resulting in a homogeneous austenitic structure
with a uniform distribution of carbon.
The presence of heterogeneous austenite can

result in an as-quenched part having an unac-
ceptable microstructure. The degree of hetero-
geneity in the microstructure of the as-
quenched part can be reduced by increasing
the hardening temperature. Observation of
ghost pearlite or an excessive amount of free
ferrite during a metallographic evaluation of
as-hardened specimens can also indicate the
presence of heterogeneous austenite. Figure 46
shows the effect of heating rate on the A3 criti-
cal temperature of medium carbon steel (Ref 2,
30). The inability of the classical Fe-Fe3C dia-
gram to take into account heating intensity lim-
its its use for predicting the temperatures
required for induction hardening applications.
Probably the most comprehensive study

regarding the correlation of heat intensity with
the ability to obtain homogeneous austenite
was conducted by Orlich, Rose, and colleagues
at the Max-Planck-Institut für Eisenforschung
GmbH in Düsseldorf, Germany. They devel-
oped atlases that consist of more than 500 pages
of nonequilibrium time-temperature-austenitiz-
ing diagrams for a variety of steels after induc-
tion heating with heat intensities ranging from
0.05 to 2400 �C/s (0.09 to 4320 �F/s). Those
diagrams are much better suited for predicting
the required final temperatures for austenitiza-
tion than the conventional Fe-Fe3C diagram.
Another critical factor that is missed on prac-

tically all known phase-transformation dia-
grams is related to the presence of
irregularities in prior microstructures (also
referred to as the initial structure, structure of
the parent material, or structure of the green
part). Examples of such irregularities include
microstructural and chemical segregation (Fig.
47), banded structures (Fig. 48), and the pres-
ence of inclusions, heterogeneous grains, clus-
ters (Fig. 49), and so on. Upon fast
austenitization and quenching of severely
banded steel structures, the as-quenched struc-
ture often exhibits traces of banding, pearlitic-
ferritic networking, and ghost structures. Alloy
segregation and a microstructure consisting of
large clusters are considered to be undesirable
structures as well and should be avoided. Large
graphite flakes of cast irons or clusters having a
preferable orientation of flakes and located near
the casting surface serve as appreciable stress
raisers (Fig. 49) and make gray iron castings
more sensitive to cracking during rapid heating
and fast quenching. In addition, upon hardening
of gray irons, soft spots may occur in areas of
large cluster locations. It has been reported that
eutectoid carbides can encourage cracking in
virtually all types of cast irons suitable for sur-
face hardening (Ref 3 to 12), due to insufficient
holding time at the austenitizing temperature.
At this time (2010), the author is not aware

of any software that can simulate the effect of

Fig. 43 Computer modeling of induction heating and quenching when hardening a V-8 crankshaft journal. Courtesy
of Inductoheat, Inc.
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these irregularities. It would be very beneficial
to be able to simulate the phase-transformation
mechanism of the aforementioned structural
irregularities and ways to modify the induction
heat treating process recipes obtained based on
the assumption that irregularities are absent.
How to Properly Model Spray Quenching

and Scan Hardening. Spray quenching (Fig.
50) is the most popular method used in induc-
tion hardening (Ref 1, 2, 18, 70, 90). Spray
quenching works best if the component (axle
shafts, spindles, rods, and gears, for example)

is rotated during the quench, ensuring cooling
uniformity. Uneven quenching could have a
detrimental effect on the microstructure of the
heat treated part and could make distortion
and cracking pronounced.
The intensity of spray quenching depends on

the quenchant flow rate, the angle at which the
quenchant strikes the workpiece, as well as the
temperature, purity, and type of quenchant,
depth of heating, and the temperature of the
heat treated component. Quenchants used
include water, aqueous polymer solutions, and,

to a lesser extent, oil, water mist, and forced
air (Ref 8). Water and aqueous polymer solu-
tions are the most popular. Spray quenching
typically leads to a greater quench severity

Fig. 44 Computer simulation of (a) temperature profiles during spray quenching of a crankshaft journal and (b) pre-
diction of austenite transformation. Courtesy of Deformation Control Technology, Inc.

Fig. 45 Lower portion of the Fe-Fe3C equilibrium phase transformation diagram and its deformation when an inten-
sive heating rate is used. Note: A3", A3

0, and Acm
0 and A3 and Acm at heating rates (�C/s) V", V0, and V,

respectively (V" > V0 > V). Source: Ref 19

Fig. 46 Effect of initial microstructure and heating rate
on A3 critical temperature for ASTM SAE 1042

steel. Source: Ref 2, 30

Fig. 47 Micrograph showing microstructural segrega-
tion on low-carbon steel. Original width of

image is 0.75 mm.

Fig. 48 Micrograph showing banded structure of
medium-carbon steel and presence of inclu-

sions. Original width of image is 0.3 mm.
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compared to immersion quenching, resulting in
higher hardness and greater compressive sur-
face stresses.
There were several attempts to use continu-

ous cooling transformation (CCT) diagrams
and classical cooling intensity curves to simu-
late the effect of cooling severity during the
quenching stage of induction hardening. How-
ever, it is important to remember that classical
CCT diagrams have inherent and appreciable
limitations when applied to induction hardening
(Ref 1, 13, 14). The CCT diagrams were devel-
oped assuming homogeneous austenite, which
is not always the case in induction hardening.
Rapid induction heating noticeably affects the
kinetics of austenite formation and the carbon
distribution within it. If heterogeneous austenite
results, it means, among other factors, that there
is a nonuniform distribution of carbon. Upon
quenching, decomposition of heterogeneous
austenite first begins in regions of lower carbon
concentration. This results in a shift of the CCT
curve to the left and an increase in the Ms tem-
perature. The CCT curve for regions having
excessive amounts of carbon will be shifted in
the opposite direction with a corresponding
decrease in the Ms temperature. Therefore,
cooling of high- and low-carbon-concentration
areas of heterogeneous austenite would be
accompanied by different critical cooling
curves.
The cooling curves of CCT diagrams assume

a particular (typically constant) cooling rate,
which is often not a valid assumption in spray

quenching, particularly in induction scan hard-
ening applications. In addition, the samples
used to develop these diagrams typically have
small cross sections. Therefore, there will be
inherent errors in trying to apply classical cool-
ing curves to larger components and parts hav-
ing complex shapes (gears and shafts, for
example). Note also that components having
different surface-area-to-volume ratios have
different cooling characteristics.
In induction hardening, the heat-exchange

process between the surface of the heated com-
ponent and the quenchant is a function, among
other factors, of the surface temperature, which
is not constant. Besides that, the workpiece
temperature prior to quenching (the austenitiz-
ing temperature) is typically not identical to
that in the material CCT diagram. In addition,
the temperature distribution prior to quenching
is also nonuniform.
There is a common misunderstanding regard-

ing the ability to apply the widely published,
classical cooling curves for immersion quench-
ing to induction hardening applications. Classi-
cal cooling curves representing three stages of
quenching in a liquid—vapor blanket (stage
A), nucleate boiling (stage B), and convective
cooling (stage C)—cannot be applied directly
to simulate spray quenching. The differences
are both quantitative and qualitative and
include but are not limited to specifics of film
formation and heat transfer through the vapor
blanket during the initial stage (A), as well as
the kinetics of formation, growth, and removal
of bubbles from the surface of the heated com-
ponent during nucleate boiling (stage B) (Ref
8). Due to the nature of spray quenching, stages
A and B are greatly suppressed in time, while
cooling during the convection stage (C) is
noticeably more intense, compared with the
process represented by classical cooling curves
(Ref 18). Also, the thickness of the vapor blan-
ket film during stage A is typically much thin-
ner during spray quenching than when the part
is submerged in a quench tank and depends on
impingement angle, flow rate, part rotation,
and other characteristics of the quenching sys-
tem. This vapor film is unstable and could be
frequently ruptured. In addition, the transition

between stages A and B is smoother with spray
quenching than that shown by classical cooling
curves for immersion quenching. During nucle-
ate boiling (stage B), bubbles are smaller
because they have less time to grow. Apprecia-
bly larger number of bubbles form during spray
quenching, and the intensity with which they
remove heat from the surface of the component
is substantially greater compared with immer-
sion quenching.
Another factor that has a considerable effect

on quench severity in surface hardening by
induction is the thermal sink effect provided by
the component cold regions (i.e., core). In the
majority of induction surface hardening applica-
tions, the core temperature does not rise signifi-
cantly, primarily due to a pronounced skin
effect, high heat intensity, and short heating time.
As a result, heat transfer from the surface of the
workpiece to its core during the heating stage is
not sufficient to significantly raise core tempera-
ture. A cold core complements spray quenching
by further increasing the cooling intensity at the
surface and in subsurface regions of the part.
Note that in some induction surface hardening
applications requiring shallower case depths
(0.5 to 2.5 mm, or 0.02 to 0.1 in.), self-quenching
can be used. Here, the effect of thermal conduc-
tion away from the surface by a sufficiently cold
core provides a cooling intensity that is high
enough to miss the nose of the continuous cool-
ing curve. This technique (also called mass
quenching or autoquenching) allows a shallow
case to be obtained without the use of a liquid
quenchant (Ref 1). When higher frequencies
and shorter heating times are used for larger parts
(greater diameters or thicknesses), the heat sink
or cold core effect is more pronounced, which
increases the overall cooling severity.
To complicate matters further, in induction

scan hardening applications, there is both radial
cooling and axial (longitudinal) heat transfer. It
is particularly important to take axial thermal
conduction into consideration when low and
moderate scan rates are applied. Additionally,
a certain combination of coil geometry, applied
frequency, and impingement angle of the
quenchant can result in the presence of appre-
ciable eddy current heating due to a residual
electromagnetic field (electromagnetic end
effect of the inductor) while the quenchant is
being applied. In addition, latent heat, which
takes place due to phase transformation during
heating and quenching, should be taken into
consideration in computer modeling.
Generally speaking, the process of part cool-

ing during quenching can be easily simulated
using a governing equation according to Eq 35
and boundary conditions according to Eq 36.
The well-known saying “good things come in
small packages” can be related to the ability
to model the spray quenching process. The
greatest difficulty in simulating spray quench-
ing is the ability to properly quantify the sur-
face conduction parameter, Qs, in Eq 36,
which has a substantially nonlinear nature and
depends on a number of factors, including:

Fig. 49 Micrograph of large graphite flakes of gray cast irons or clusters having a preferable orientation of flakes and
located near the casting surface. These serve as an appreciable stress raiser. Source: Ref 1

Fig. 50 Induction dual-scan hardening uses spray
quenching. Courtesy of Inductoheat, Inc.
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� Quenchant-related factors:
a. Type of quenchants (water, polymer-

based quenchants, forced air, oils, etc.)
b. Pressure
c. Temperature
d. Concentration
e. Cleanliness / contamination
f. Flow

� Real-life process and design-related
features:
a. Integral quenching versus quench

follower
b. Number of quench holes (orifices) and

their size
c. Impingement angle
d. Distance between quench block and

workpiece surface
e. Quenching time
f. Part geometry

Over the years, manufacturers of induction
heat treating machinery have accumulated pro-
prietary knowledge in determining appropriate
correlations that allow the determination of
proper boundary conditions for induction hard-
ening using spray quenching. Computer model-
ing can help to analyze the dynamics of
induction scan hardening as a sequence of dif-
ferent process stages. As an example, Fig. 51
shows the results of computer modeling the
sequential dynamics of induction scan harden-
ing of a hollow shaft using a two-turn machined
integral quench inductor with an L-shaped flux
concentrator ring (frequency = 9 kHz) (Ref
109). At the beginning (Fig. 51a, b), a 2.6
s power dwell is applied to properly pre-heat
the shaft fillet area. During this stage, an induc-
tor is energized but does not move, and quench-
ing is not applied. Upon completing the dwell
stage, the shaft fillet is sufficiently preheated,
and scanning begins. Scan rate and coil power
are varied during scanning to allow proper
accommodation of changes in shaft geometry.
Computer modeling (FEM) reveals several
important process subtleties:

� During scanning, appreciable heating of the
shaft begins at a distance a good deal above
the top copper turn, creating a preheating
effect. Factors responsible for preheating
are heat flow in the axial direction due to
thermal conduction, propagation of the
external magnetic field, and generation of
heat sources outside of the induction coil.

� The presence of an external magnetic field
outside the induction coil is also responsible
for the postheating of shaft areas located
immediately below the bottom turn and, in
some cases, even in regions where the
quenchant impinges the shaft surface. With
insufficient quenching, the latter can dramat-
ically reduce quenching severity and poten-
tially create conditions for crossing the
nose of the CCT curve, resulting in the for-
mation of mixed structures with the presence
of upper transformation products (e.g., baini-
tic/pearlitic structures or ghost networking).

Such microstructures are notorious for scat-
tering and lower hardness readings.

� Both the electromagnetic proximity effect
and coil end effect (Ref 1) cause hot spots
to appear on a shoulder near a shaft diameter
change. During scanning, the magnetic field
preferably couples to the shoulders, leading
to a power density surplus at those locations.
The presence of hot spots produced by
power surplus necessitates having prolonged
cooling to remove excessive heat, ensuring
martensitic formation and obtaining

sufficient hardness at these locations. At the
same time, a heat-source deficit could occur
in the undercut region and transition area
near the shaft smaller diameter.

Comet-Tail Effect. It is imperative to take
into consideration the comet-tail effect when
developing a scan hardening process recipe.
Figures 52 and 53 show the magnified tempera-
ture pattern of an intermediate process stage
(Fig. 51e, f). The comet-tail effect manifests
itself as a heat accumulation in shaft subsurface

Fig. 51 Computer simulation of the sequential dynamics of induction scan hardening a hollow shaft using a two-turn
machined integral quench (MIQ) inductor with an L-shaped magnetic flux concentrator ring (frequency = 9

kHz). See Fig. 52 and 53. Source: Ref 109
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regions below the scan inductor, being pro-
nounced in the areas of a diameter change.
Upon quenching, the temperature of the shaft
surface can be cooled sufficiently below the
Ms temperature. At the same time, the heat
accumulated in the shaft subsurface may be suf-
ficient for tempering back of as-quenched sur-
face regions, leading to soft spots.
Critical Issue with Computer Modeling of

Scan Hardening. A limitation of the great
majority of commercially available induction
heating software is that they are not capable
of taking into consideration a comet-tail effect
when trying to model induction scan hardening.
In addition, some software cannot properly han-
dle pre- and postheating effects due to external
magnetic field propagation and axial thermal
conduction. These restrictions dramatically
limit their use. When designing inductors and
developing optimal process recipes, it is imper-
ative to properly model both heating and spray
quenching stages. Otherwise, crucial aspects
of the process may be missed, having a nega-
tive impact on modeling accuracy and
usefulness.
How to Implement a Part Rotation in a

Simulation of Single-Shot Induction Harden-
ing. Channel-type single-shot inductors are
made of tubing or machined from solid copper,
but unlike scanning inductors, they produce an
axial rather than a circumferential current path
(Fig. 54). Because the predominant current flow
is axial, sufficient rotation must be used to pro-
duce a uniform case depth through the circum-
ference of the part. Typically, the inductor
legs have two horseshoe-shaped loops that join
them, making a loop for current flow. Coil cop-
per is often profiled. Laminations or other types
of magnetic flux concentrators are often used
along with profiling of the copper to provide
the required pattern by accommodating the
geometry of the heated component.

Single-shot inductors are the preferable
choice when the workpiece has an irregular
shape or varying diameters, shoulders, or fillets.
Typically, quench blocks with a staggered hole
pattern are directed at the part, with the intent
to completely cover the part with quench fluid.
Single-shot hardening is also the preferable
choice when shorter heat times are desired.
Normally, the heat time for single-shot harden-
ing ranges from 2 to 20 s (with 3 to 8 s being
the most typical).
Single-shot hardening systems introduce sev-

eral challenges to computer modeling; some of
them are related to inherent nonsymmetry of
the heat-source distribution. As can be seen
from Fig. 54 and 55, eddy currents are induced
only in part areas located under the inductor
legs. Heating of the rest of the part is delayed
until the shaft rotates, bringing unheated areas
in proximity to the inductor legs. Therefore,
each elementary volume of the shaft is going
through a repeatable heating, cooling, heating,
cooling cycle. Insufficient part rotation (partic-
ularly when short heat times are used) may lead
to an appreciably nonuniform temperature dis-
tribution along the shaft perimeter. Upon
quenching, this could result in a nonuniform
martensite formation and hardness distribution,
leading to excessive shaft distortion and poten-
tially not meeting the heat treating specifica-
tion. To properly simulate such systems, in
addition to the necessity for coupling electro-
magnetic and heat-transfer phenomena, it is
also necessary to incorporate the part rotation
into consideration. Accommodation of the shaft
rotation may be challenging due to several fac-
tors. It requires developing a special procedure
for dynamic mesh adaptation and repositioning
finite elements that carry the effect of the shaft
rotation. It is also necessary to constantly mod-
ify the changing initial temperature distribution
when correspondent regions of the shaft are
positioned in proximity to the respective leg

of a single-shot inductor. When simulating a
heat-transfer phenomenon in such systems, it
is necessary to take into account a forced ther-
mal convection that occurs due to the shaft
rotation. As an example, Fig. 55 shows the
sketch of a single-shot induction hardening sys-
tem. Taking advantage of symmetry, only the
right side of such a system was modeled using
finite-element analysis. Figure 56 shows the
result of computer simulation of initial, interim,
and final heating stages, taking into consider-
ation the shaft rotation. Insufficient part rotation
resulted in a nonuniform temperature distribu-
tion along the shaft perimeter (Fig. 56, left).
Proper shaft rotation results in a sufficiently
uniform temperature pattern (Fig. 56, right).
How to Properly Model Transient Billet

Heating Processes. Progressive multistage
horizontal heating is the most popular approach
to heating metals prior to hot forming by
forging, upsetting, rolling, extrusion, and other
methods. Billets or bars are moved (via pusher,
indexing mechanism, or walking beam, for
example) through a multicoil horizontal

Fig. 52 Magnified temperature pattern of an interme-
diate process stage (Fig. 51e) of scan harden-

ing a shaft, showing the comet-tail effect. Source: Ref 109

Fig. 53 The comet-tail effect manifests itself as a heat
accumulation in shaft subsurface regions

below the scan inductor (Fig. 51f). Source: Ref 109

Fig. 54 Single-shot induction hardening of shafts
using a channel-type inductor. Courtesy of

Inductoheat, Inc.

Fig. 55 Sketch of single-shot induction hardening of
an axle shaft. Note: The right half of this

induction system is computer modeled in Fig. 56
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induction heater (Fig. 57). As a result, the billet
is sequentially (progressively) heated at prede-
termined positions inside of the induction
heater. Progressive multistage horizontal heat-
ing is a popular choice for small- and
medium-sized billets (usually less than 0.2 m
in diameter). Several commercially available
software allow simulating the steady-state con-
dition of such systems. Most software predict
surface-to-core temperature distribution at vari-
ous stages but only take into consideration a
steady-state condition. At the same time, a cus-
tomer often requires a guarantee of surface-to-
core as well as nose-to-tail temperature unifor-
mity. Severe temperature nonuniformity may
appear during transient stages that include

holding, start-up or shut-down stages. Figure
58 shows the results of computer modeling to
predict the temperature profiles that appeared
due to a transient end effect during in-line
induction heating of 25.4 mm (1 in.) diameter
titanium alloy bars traveling at a speed of 50.8
mm/s (2 in./s) and using a frequency of 30
kHz (Ref 1).
With increasing frequency or power density,

the surplus of heat sources induced within the
billet end area will increase as well. It should
be mentioned here that the axial heat-source dis-
tribution and the temperature distribution along
the bar-end-effect area are not the same. Due
to the additional heat losses from the bar end
and the soaking action of thermal conductivity,

the longitudinal temperature nonuniformity will
not be as pronounced as the nonuniformity of
the power density. As one may expect, due to
the transient end effect and depending on the
metal material properties and process para-
meters, the end of the bar can be not only over-
heated but underheated as well. For example,
when heating magnetic bars to temperatures
below the Curie point, the maximum tempera-
ture may occur at a distance of 40 to 75 mm
(1.5 to 3 in.) from the butt end of the bar. The

Fig. 56 Results of numerical simulation of heating an axle shaft by using a single-shot inductor. Courtesy of Induc-
toheat, Inc.

Fig. 57 In-line induction bar end heater. Courtesy of
Inductoheat, Inc.

Fig. 58 Computer modeling of in-line induction heat-
ing of a 25.4 mm diameter titanium bar using

30 kHz at 50.8 mm/s demonstrates transient end effects.
Source: Ref 1
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transient end effect in the bar-end zone is similar
to the end effect during static heating (Ref 1);
however, there are several features that make this
process unique and must be taken into account
when simulating such systems. One of the main
features deals with the variation of coil current
(in the case of constant coil voltage) or coil volt-
age (in the case of constant coil current) or both
(in the case of constant or regulated coil power)
when the leading end of the first bar or trailing
end of the last bar moves through the induction
coil.
In addition to the transient electromagnetic

end effect, computer modeling should take into
account the transient thermal effect that takes
place when the leading end of the first bar
moves through the inductor. During the start-
up process, the transient thermal effect occurs
due to the nonconstant temperature of the
refractory. The start-up process begins with a
cold refractory, or, in the case of an intermedi-
ate start, the refractory is partially heated. This
results in increased heat losses from the bar sur-
face due to increased thermal radiation and con-
vection and requires a special control algorithm
that provides an extra coil power to compensate
for these losses. It is imperative to recognize
the fact that besides the temperature

nonuniformity that occurs in the areas of the
leading end of the first bar and trailing end of
the last bar, there may be other situations that
would result in the appearance of nose-to-tail
temperature nonuniformity (Ref 1).
When bars, rods, or billets travel end-to-end

through an induction heating line, the nose-to-
tail temperature uniformity is typically not a
problem. However, sometimes there is a 0.1 to
0.25 m (4 to 10 in.) axial air gap between the
leading and following bars. The existence of
such air gaps between bars or billets could result
in noticeable temperature nonuniformity along
the length of the bar as well. Obtaining the
required temperature distribution along the
length of long products that travel one after
another with a certain axial air gap requires the
ability to manage the electromagnetic end effects
(Ref 1, 39 to 41, 48, 49, 110 to 114). This phe-
nomenon is pronounced when heating large bil-
lets using horizontal coil arrangements (Fig.
59). Figure 60 shows deformation of the electro-
magnetic field when the billet is retracted from
its final heating position inside of the induction
coil. An improperly designed inductor and/or
incorrectly chosen process recipe could lead to
appreciable nose-to-tail temperature gradients.
The complexity of transient processes worsens

due to variation of the coil electrical parameters
(power, voltage, current, impedance) while it is
empty, partially loaded, or fully loaded. Com-
puter modeling helps to simulate such cumber-
some phenomena, assisting in the proper design
of induction heating systems and avoiding
unpleasant surprises by providing not only radial
but longitudinal temperature uniformity as well.
How to Properly Simulate Static Induc-

tion Heating of Large Billets Using the Verti-
cal Coil Design Approach. In static heating, a
billet or slag is placed into an induction coil
having a vertical or horizontal arrangement for
a given period of time, while a set amount of
power is applied until it reaches the desired
heating conditions (temperature and degree of
uniformity). The heated billet is then extracted
from the inductor and delivered to the metal-
forming station. Another cold billet is then
loaded into the coil, and the process repeats.
Either approach (vertical or horizontal) can
use a protective atmosphere if required. As dis-
cussed previously, progressive multistage hori-
zontal heating is popular for small- and
medium-sized billets (usually less than 0.2 m
in diameter). When heating large-diameter steel
or titanium billets, it is often advantageous to
use static heating with a vertical coil arrange-
ment or a combination of the progressive multi-
stage horizontal method for preheating and the
static vertical method for final heating (Ref
110). The four photos in Fig. 61 show a billet
being discharged after static heating in a verti-
cal inductor (Fig. 62). Billet transfer, tipping,

Fig. 60 Computer-modeled electromagnetic field dis-
tribution at exiting end of induction coil (tran-

sient electromagnetic end effect). Source: Ref 115

Fig. 59 Progressive multistage horizontal heating of
large steel billets. Courtesy of Inductoheat, Inc.

Fig. 61 Discharge sequence for a steel billet after being heated in a static vertical inductor. Source: Ref 110
Fig. 62 Vertical inductor for static heating of large bil-

lets. Courtesy of IHWT, United Kingdom
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and charging mechanisms are located below the
platform (Ref 1, 110).
When the heating cycle is completed, the

control system checks whether the press is
ready to accept the billet. If it is not, the induc-
tor changes its mode from heating to holding,
using lower coil power to compensate for heat
losses from the workpiece surface. The advan-
tages and disadvantages of the progressive mul-
tistage horizontal and static vertical billet
heating approaches are given in Ref 110.
Several software are available on the market

for modeling progressive multistage horizontal
induction heaters in the steady-state condition.
It is more difficult to find software appropriate
for computer modeling of static vertical billet
heaters. At first glance, the design of an induc-
tion vertical system for heating large billets
may seem to be relatively straightforward. How-
ever, it is deceiving because, in reality, the verti-
cal coil design may incorporate an even greater
amount of subtleties and know-how than hori-
zontal designs. To decide whether software is
suitable for modeling vertical heaters, its cap-
abilities must be thoroughly understood. The fol-
lowing is a checklist to be considered when
evaluating potential software for modeling verti-
cal induction billet heating systems:

� Electromagnetic end effect
� Thermal edge effects (Lambert’s law and

view factors, for example)
� Tight coupling of both electromagnetic and

thermal processes. (Two-step coupling
should be avoided because it does not pro-
vide the accuracy required for most applica-
tions; step-by-step coupling should be used
instead.)

� Presence of thermal insulation (thermal
refractory) and the ability to model heat
exchange between the refractory and heated
billet

� Nonlinear interrelated nature of physical
properties

� Specifics of coil windings and copper tubing
� Surface heat losses due to thermal radiation

and convection
� Presence of magnetic flux concentrators,

shunts, diverters, and/or flux extenders
� Heat transfer between heated billet and

pedestal
� Transient processes (cold and warm startup

and the ability to hold the heated billet
inside the induction coil if the forming
machine is not ready to accept it)

� Possibility of the billet having a nonuniform
initial temperature distribution prior to
induction heating (for example, existence
of radial and longitudinal temperature gradi-
ents after piercing or continuous casting)

� Cooling of the billet in air during its transfer
from inductor to forming machine

As an example, Fig. 63 shows the computer-
modeled dynamics of induction heating a Ti-
6Al-4V titanium alloy billet in a static vertical
inductor using a line frequency (60 Hz). The

study was conducted by Inductoheat personnel.
The billet was 200 mm (7.8 in.) in diameter and
665 mm (26.2 in.) long. A cold startup was
assumed, where the refractory insulation was
initially at ambient temperature. The billet was
positioned on a nonelectrically conductive ped-
estal. The stack of laminations acting as a mag-
netic flux concentrator was located below the
pedestal. A longitudinal temperature gradient
(heat profile) was desired, with the top of the
billet being cooler. Distortion of the tempera-
ture profile upon billet transportation on air to
the extrusion press is also shown. By adjusting
the coil overhangs at top and bottom and the
position of the flux concentrator, it is possible
to obtain either a uniform temperature distribu-
tion or a reverse heat pattern, having the top of
the billet warmer, which emphasizes flexibility
as one of the advantages of static vertical billet
heaters while heating various-sized billets.
How to Properly Simulate Induction Heat

Treating of Model Gearlike Components. In
contrast to carburizing and nitriding, induction
hardening does not require heating the entire
gear. With induction, heating can be localized
to only those areas in which metallurgical
changes are required (Ref 1, 28, 103, 106,
107, 116, 117). For example, the flanks, roots,
and tips of gear teeth can be selectively hard-
ened (Fig. 10). Gear performance characteris-
tics (including load condition and operating
environment) dictate the required surface hard-
ness, core hardness, hardness profile, residual-
stress distribution, grade of steel, and prior
microstructure of the steel. External spur and
helical gears, worm gears, and internal gears,
racks, and sprockets are among those that typi-
cally are induction hardened (Fig. 64). A major
goal of induction gear hardening is to provide a

fine-grained martensitic layer on specific areas
of the gear teeth.
Depending on the required hardness pattern and

tooth geometry, gears are induction hardened by
encircling the gearwith a coil (so-called spin hard-
ening) or, for larger gears, heating them tooth-by-
tooth. Spin hardening is particularly appropriate
for gears having fine- and medium-sized teeth.
Gears are rotated during heating to ensure an even
distribution of energy. When applying encircling
coils, there are five parameters that play important
roles in obtaining the required hardness pattern:
frequency, power, cycle time, coil geometry, and
quenching conditions. There are four popular
heating modes used for the induction spin harden-
ing of gears that employ encircling-type coils:
conventional single-frequency, pulsing single-fre-
quency, conventional dual frequency, and various
simultaneous dual-frequency concepts (Ref 1,
106, 116). All four can be applied in either a sin-
gle-shot or scanning heat treating approach. The
choice of heatingmodedependson the application
and equipment cost.
Remember that hardening is a two-step pro-

cess: heating and quenching. Both are impor-
tant. There are three ways to quench gears in
spin hardening applications:

� Submerge the gear in a quench tank. This
technique is particularly applicable for large
gears.

� Small- and medium-sized gears are usually
quenched in-place, using an integrated spray
quench.

� Use a separate, concentric spray quench block
(quench ring) located below the inductor.

Complex shapes or gears and gearlike com-
ponents present obvious challenges in modeling
both heating and quenching stages. Most simu-
lations were applied for modeling spur gears,
which have the simplest geometry among gear-
like components. For example, Fig. 65 to 68

Fig. 63 Computer modeling of sequential vertical
induction heating of a Ti-6Al-4V billet to

provide a temperature profile having the bottom warmer
than the top. Sequential heating of the thermal refractory
is shown. The flux concentrator (located below the pedes-
tal) and multiturn vertical induction coil are not shown.
(a) Initial heating stage. (b, c) Intermediate stages. (d, e)
End of heating. (f) After air cooling for 60 s during transfer
from inductor to forming machine. Courtesy of Inducto-
heat, Inc.

Fig. 64 Induction-hardened gears and gearlike com-
ponents. Courtesy of Inductoheat, Inc.
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show the dynamics of temperature distribution
during heating and quenching of a fine-pitch
gear using various frequencies: radio frequency
(300 kHz), moderate frequency (30 kHz), and
low frequency (10 kHz), respectively. The
FEM has been used to simulate this process.
Maxwell’s equations were solved in respect to
magnetic field intensity, H. The heat-transfer
phenomenon was also solved using finite ele-
ments applied to the two-dimensional form of
Fourier Eq 35 with boundary conditions of Eq
36 and 37. Advantage was taken in respect to

symmetry of the gear tooth, allowing the mod-
eling of only ½ of the tooth.
As expected, when a radio frequency of 300

kHz is applied, an eddy current induced in the
gear follows the contour of the gear (Fig. 65).
Because the highest concentration of current
density will be in the tip of the tooth, there
will be a power surplus in the tip compared
to the root. Also, taking into account that the
tip of the tooth has the minimum amount of
metal to be heated, compared with the root,
the tip will experience the most intensive

temperature rise during the heating cycle. In
addition, from the thermal perspective, the
amount of metal beneath the gear tooth root
represents a much larger heat sink compared
with that beneath the tooth tip. Another factor
that contributes to more intensive heating of
the tooth tip is a better electromagnetic prox-
imity effect between the inductor and tooth
tip versus its root. Higher frequency has the
tendency to make a proximity effect more pro-
nounced (Ref 1, 31, 116 to 119). These factors
provide rapid austenitization of the tooth tip,

Fig. 65 Dynamics of induction hardening fine-pitched gears using a frequency of
300 kHz. Heat time is 1.2 s. Computer modeling data. Source: Ref 106

Fig. 66 Dynamics of induction hardening fine-pitched gears using a frequency of 30
kHz. Heat time is 1.2 s. Computer modeling data. Source: Ref 106

Fig. 68 Dynamics of induction hardening fine-pitched gears using a frequency of 10
kHz. Heat time is 1.5 s. Computer modeling data. Source: Ref 106

Fig. 67 Dynamics of induction hardening fine-pitched gears using a frequency of 10
kHz. Heat time is 1.2 s. Computer modeling data. Source: Ref 106
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which, upon quenching, produces a martensitic
layer there. Note that the root area has not
been hardened, because insufficient heat was
generated for austenitization.
The next simulation was conducted using a

moderate frequency, being tenfold lower
(using 30 kHz). At the end of heating, the
whole tooth was heated quite uniformly,
achieving the austenitizing temperature (Fig.
66) and resulting in a through-hardened tooth.
The study was continued by further reduction
of frequency, using 10 kHz for heating these
fine-toothed gears. With 10 kHz, the eddy cur-
rent flow and temperature distribution in the
gear tooth are quite different (Fig. 67). Keep
in mind that the heat time in all three cases
was the same: 1.2 s. A frequency reduction
from 300 to 10 kHz noticeably increases the
eddy current penetration depth in the hot
steel—from 1 to 5.4 mm. (0.04 to 0.21 in.).
In a fine-toothed gear, such an increase in cur-
rent penetration depth results in a current can-
cellation phenomenon in the tooth tip and
pitch line area when applying a frequency of
10 kHz. This makes it much easier for induced
current to take a short path, following the base
circle or root line of the gear instead of follow-
ing along the tooth contour. The result is more
intensive heating of the tooth root area com-
pared with its tip as well as the development
there of martensite upon quenching. In con-
trast to using 300 kHz, tips were not hardened

at all with 10 kHz. Notice the effect of a slight
increase in heat time when using 10 kHz (com-
pare Fig. 67 and 68).
The results of modeling support the exper-

imentally obtained hardening patterns and
confirm the previous explanation of the phys-
ics of the electrothermal processes that occur
during induction spin hardening of gears
using different frequencies (Fig. 10). It is
important to remember that the terms high
frequency and low frequency are not absolute.
For example, depending on gear geometry, a
frequency of 10 kHz may be considered low
when heating fine-toothed gears but would
be considered high when hardening large
gears having coarse teeth. Similarly, a fre-
quency of 300 kHz could act as a very low
frequency for certain gear geometries (i.e.,
tall and skinny teeth).
As stated previously, because of the relative

simplicity of the process, most computer simu-
lations have been done to simulate induction
hardening of spur gears using a single fre-
quency. However, there are other types of
gears, for example, bevel gears (Fig. 69), that
present extra complexity in simulation and
require three-dimensional modeling. There are
a few software-developing companies on the
market that provide three-dimensional codes.
This includes Infolytica Corp., Integrated Engi-
neering Software, Inc., ANSYS, Comsol, and
MagSoft Corp. Figures 70 and 71 show

examples of three-dimensional simulations.
Figure 70 shows a current distribution when
heating the inside diameter of gears. Figure 71
shows the results of heating selected areas of
a plate using a hairpin inductor. However, wide
application of 3-D software in induction hard-
ening is quite limited. Hopefully, in the future,
three-dimensional software will find a wider
use in the heat treating industry.
Quite often, to prevent problems such as

pitting, spalling, tooth fatigue, and endurance
and impact limitations, it is necessary to harden
the contour of the gear or to have a so-called
gear contour hardening (Fig. 72). This often
maximizes beneficial compressive stresses
within the case depth and minimizes distortion
of as-hardened gears. Many times, obtaining a
true contour-hardened pattern using a single
frequency can be a difficult task due to the
difference in current density (heat-source) dis-
tribution and heat-transfer conditions within a
gear tooth. As discussed previously, there are
two main factors complicating the task of
obtaining the contour hardness profile. First,
with encircling-type coils, the coupling at the
gear tip has a better electromagnetic proximity
with the inductor compared with that at the root
area. Therefore, it is often more difficult to
induce energy into the gear root. Second, there
is a significant heat sink located under the gear
root (below the base circle).
The pulsing single-frequency concept was

developed as the first step in overcoming diffi-
culties in obtaining contourlike hardness pat-
terns (Ref 1, 28, 106, 116, 117). Power
pulsing provides the desirable heat flow toward
the root of the gear without appreciably over-
heating the tooth tip, enabling the attainment
of the desired metallurgical structures and help-
ing to provide a gear contourlike hardness pat-
tern. Preheat times are typically from several
seconds to a minute, depending on the size
and shape of the gear teeth and its prior

Fig. 69 Bevel gear shape increases complexity of
model

Fig. 70 Three-dimensional computer model of current
density distribution when heating the inside

diameter of a gear. Courtesy of Integrated Engineering
Software, Inc.

Fig. 71 Three-dimensional computer model of heating selected areas of a plate by using a hairpin inductor. Courtesy
of Infolytica Corp.

Fig. 72 Gear contour hardening. Courtesy of Inducto-
heat, Inc.
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microstructure. Obviously, preheating reduces
the amount of energy required in the final heat.
After preheating, there may be a soak time

ranging from 2 to 10 s to achieve a more
uniform temperature distribution across the
teeth of the gear. Depending on the application,
preheating can consist of several stages (preheat
power pulses). Final heat times can range from
less than 1 s to several seconds. In simulating
induction heating using power pulsing, the final
condition after soaking serves as a nonuniform
initial thermal condition for the next power
pulsing.
The pulsing dual-frequency concept (Ref 1,

28, 116, 117) is a further improvement in the
attempt to obtain a contour hardness pattern
and to minimize gear distortion. Two different
power supplies are required. The idea of using
two different frequencies to produce the desired
contourlike pattern has been around since the
late 1950s. Since then, several companies have
pursued this idea, and various names and abbre-
viations have been used to describe it. The gear
is induction preheated to a temperature deter-
mined by the process features, typically being
350 to 100 �C below the critical temperature
Ac1. The preheat temperature depends on the
type and size of the gear, tooth shape, prior
microstructure, required hardness pattern,
acceptable distortion, and the available power
source. Usually, preheating is accomplished by
using a medium frequency (3 to 10 kHz). A
lower frequency results in greater eddy current
penetration depths, which lead to a more in-
depth preheating effect. A high frequency (30
to 450 kHz) and high power density are applied
during the final heating stage. Selected fre-
quency allows the eddy current to penetrate
only to the desired depth.
Depending on the application, a single-coil

design or two-coil arrangement (Fig. 73, top
and bottom, respectively) can be used. A sin-
gle-coil design has many limitations. Some of
them are related to low reliability and maintain-
ability of the induction coil. With the second-
coil arrangement, one coil provides preheating,
and another coil provides final heating. Both
coils work simultaneously if the scanning mode
is applied. In the case of a single-shot mode, a
two-step index-type approach is used (Fig. 73,
bottom).
In some cases, dual-frequency machines pro-

duce parts having lower distortion and more
favorable distribution of residual stresses com-
pared with single-frequency techniques. How-
ever, depending on tooth geometry, the time
delay between low-frequency preheating and
high-frequency final heating could have a detri-
mental negative effect on obtaining truly con-
tour-hardened patterns or minimization of
shape distortion.
Some induction practitioners have heard

about simultaneous dual-frequency gear hard-
ening, which uses two single-frequency inver-
ters working on the same coil at the same
time. Low frequency helps to austenitize the
roots of the teeth, and high frequency helps to

austenitize the teeth flanks and tips. However,
it is not advantageous to have two different fre-
quencies working simultaneously all the time.
Many times, depending on the gear geometry,
it is preferable to apply a lower frequency at
the beginning of the heating cycle, and, after
achieving a desirable root heating, the higher
frequency can complement the initially applied
lower frequency, thereby completing a job
by working together. Figure 74 shows a sketch
of the circuitry of Inductoheat’s single-coil
dual-frequency gear hardening system. Figure
75 shows waveforms of coil current and coil

voltage when two appreciably different fre-
quencies are applied at the same time to a
single inductor. This machine was designed
specifically for induction hardening of an
internal wide-face, gearlike component having
a minor gear diameter of 176 mm (6.9 in.)
and a major gear diameter of 186 mm (7.3 in.)
using a single-shot dual-frequency heating
mode.
The total power exceeds 1200 kW, compris-

ing medium-frequency (10 kHz) and high-
frequency (120 to 400 kHz) modules working
not just simultaneously but in any sequence

Fig. 73 Conventional dual-frequency induction hardening using a single inductor (top) and two inductors (bottom).
Source: Ref 28

Fig. 74 Sketch of the circuitry of a single-coil dual-frequency inverter. Source: Ref 28
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desirable to optimize properties of the gears
heat treated using this technology. Total heat
time was minimized to approximately 1.5 s.
At the beginning of the heating cycle, a
medium frequency is applied for 0.8 s,
providing the required root heating. For the
remainder of the heat cycle, two frequencies
were working together, complementing each
other. Figure 76 shows Inductoheat’s two-
frequency induction gear hardening system.
At this point, computer simulation of gears

and gearlike components using the dual-
frequency approach represents one of the most
difficult tasks in developing computer modeling
software. It is hoped that such software will be
available in the near future.
Computer Modeling of Barber-Pole Phe-

nomenon. Heat treat practitioners sometimes
observe unusual effects in induction hardening,
such as the striping phenomenon, barber-pole
effect, fish-tail effect, soft spotting, snakeskin
effect, and others (Ref 1, 41, 46, 120, 121). As
an example, Fig. 77 and 78 show the appearance
of the snakeskin and striping phenomena, corre-
spondingly. These phenomena have never been
obtained by computer modeling and have been
viewed only in practical applications or in labora-
tory experiments. Some of them are considered to
be mysterious phenomena. For example, certain
forms of striping phenomena suddenly occur and
then disappear. There is no seemingly single
explanation of this phenomenon.
Experience shows that striping can appear in

several different ways. However, in the

majority of cases, very narrow bright stripes
(rings) appear at the beginning of the heating
cycle (Fig. 78). Over time, the narrow stripes
widen. At this stage, the maximum temperature
moves from the center of each ring toward the
edges of each bright-hot ring. During the heat-
ing process, the stripes sometimes move back
and forth along the workpiece surface area
under the coil. With longer heating cycles, the
striping phenomenon usually disappears.
It has been observed that the appearance of

stripes depends on a complex function of the
frequency, magnetic field intensity, and ther-
mal, electrical, and magnetic properties and
structure of the steel. It seemingly occurs only
when relatively high power densities are
applied. If the power density is relatively low,
the temperature will equalize between the
neighboring bright (high-temperature) and dark
(low-temperature) rings because of the thermal
conductivity of the steel. Regardless of several
attempts (Ref 1, 41, 46, 120, 121) to provide
postulated explanations of these phenomena, it
would be beneficial if some of those mysterious
phenomena could be computer modeled.

Conclusion

It is important to recognize that the use of mod-
ern numerical software (including finite elements,
finite differences, boundary elements, etc.) does
not guarantee obtaining correct computational
results. It must be used in conjunction with

experience in numerical computations and engi-
neering knowledge to achieve the required accu-
racy of mathematical simulation. This is
especially so because even inmodern commercial
software, regardless of the amount of testing and

Fig. 75 Waveforms of coil current and coil voltage of a single-coil dual-frequency induction hardening technology.
Source: Ref 28

Fig. 76 Inductoheat’s single-coil dual-frequency sys-
tem comprises medium-frequency (10 kHz)

and high-frequency (120 to 400 kHz) modules working
simultaneously or in any sequence desirable to optimize
properties of induction heat treated gearlike components.
Total power exceeds 1200 kW. Source: Ref 28

Fig. 77 Snakeskin hardness pattern. Source: Ref 1

Fig. 78 Multiple stripes appear due to a striping phe-
nomenon. (Note that the induction coil has

only four turns.) Source: Ref 121
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verification, a computation program may never
have all of its possible errors detected. The engi-
neer must consequently be on guard against vari-
ous types of possible errors. The more powerful
the software, the more complex it is, with poten-
tially having the greater probability of errors.
Common sense and an engineering “gut feeling”
are always the analyst’s helpful assistants. Com-
puter modeling provides the ability to predict
how various factors may impact the transient
and final heat treating conditions of the work-
piece, load matching, and what must be accom-
plished in the design of the induction heating
system to improve the effectiveness of the
process and guarantee the desired heating results
and its load matching capability (Ref 1, 122).
In the fast-paced global economy, the ability of

induction heating manufacturers to minimize the
development time and shorten the learning curve
through efficient computer modeling is critical
for a company’s success. By combining the most
advanced softwarewith a computational and engi-
neering background, modern induction heating
specialists possess the unique ability to analyze
in a few hours complex induction heating pro-
blems that could take days or even weeks to solve
using other methods, including physical experi-
ment. This leads to the saving of prototyping dol-
lars and facilitates the building of reliable,
competitive products in a short design cycle.
Recent advances in developing fast-performing

computers with a substantial memory, speed of
computation, and hard-drive capacity make it
increasingly critical to develop effective numeri-
cal simulation software to be used as a part of
the process control and quality-assurance sys-
tems, thereby assuring the achievement of optimal
process parameters and system performance.
Experience gained on previous jobs and the

ability to computer model induction processes
provide a comfort zone when designing new
induction heating systems. This combination
of advanced software and a sophisticated engi-
neering background enables manufacturers of
induction heating equipment to quickly deter-
mine details of the process that could be costly,
time-consuming, and, in some cases, extremely
difficult, if not impossible, to determine
experimentally.
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Modeling of Quenching, Residual-Stress
Formation, and Quench Cracking
Ronald A. Wallis, Wyman Gordon Forgings

OVER THE PAST TWO DECADES, the use
of computer modeling to predict the mechanical
properties and stresses in heat treated components
has increased significantly (Ref 1). The advent of
low-cost, relatively high-speed computers helped
in this progress, but the developments occurred
primarily as a result of the need for manufacturers
to become more competitive and because custo-
mers demanded lower-cost components. This is
particularly true when dealing with alloys con-
taining high levels of expensive elements, such
as nickel and titanium. The driving force behind
this work is therefore the need to produce a com-
ponent that meets the customers’ specification
the first time. Avoiding multiple trials to develop
a heat treatment practice that produces the proper-
ties needed, avoids quench cracking, and limits
the distortion during quenching or machining
saves both time and money.
To be a useful tool for industry, the models

must be accurate. Several commercial finite-
element computer codes are now available that
incorporate the necessary theoretical formula-
tions and material models to calculate transient
temperatures and stresses in a part during heat
treatment. Although there are still improve-
ments being made to the computer codes, the
shortcoming at present is in generating data
for the models and confirming that the model/
material data combination is producing accurate
results. It is obvious that the accuracy obtained
from such models depends to a large extent on
the data input. Some of these data are relatively
easy to obtain (from literature and commercial
testing laboratories), but other data are difficult
to obtain and have required the development of
specialized testing methods. As one would
expect, the sequence in terms of application fol-
lowed the availability or ease of developing the
data for the models, and this first led to the cal-
culation of transient temperature distributions
in the components being heat treated. This
enabled the determination of cooling rates
within a part, which, in some alloy systems,
correlates to mechanical properties, such as ten-
sile and creep strength. Progress in phase trans-
formation models also allowed the prediction of
hardness in steel components.

Thermal models were quickly followed by
the calculation of stresses in the part, which
was used to help design processes to reduce dis-
tortion during heat treatment. Such models also
led to a better understanding of the residual
stresses in the final component, allowing their
use to assist in developing processes with
reduced distortion during subsequent machin-
ing. Thermomechanical models have also
evolved to the point where computer modeling
can be used to develop techniques to help solve
quench cracking problems.

Prediction of Transient
Temperatures in a Part

Heat-Transfer Boundary Conditions

To model the heat transfer in a component
being cooled, accurate boundary conditions
must be applied to the surface of the part. The
heat extraction from the part is usually quanti-
fied as a heat-transfer coefficient (HTC), which
gives the heat-removal rate from the surface as
a function of the surface temperature. Heat-
transfer data for one type of quenching oil is
shown in Fig. 1 (Ref 2) and follows the typical
trend for boiling heat transfer. At high tempera-
tures (above approximately 850 �C, or 1560
�F), film boiling occurs, and the vapor blanket
formed on the surface of the component limits
heat transfer. As the surface temperature falls,
transitional boiling heat transfer occurs, and
the vapor film becomes unstable. The heat
extraction rate in this region is significantly
higher. Nucleate boiling, characterized by the
rapid formation of bubbles, appears to take
place between approximately 480 and 400 �C
(895 and 750 �F). The rate of bubble generation
decreases with a decrease in surface tempera-
ture, and hence, the heat extraction rate over
this temperature range decreases rapidly. At
lower temperatures (below approximately 400
�C, or 750 �F), the heat transfer is mainly by
convection.
To be able to predict accurate temperatures

in the component, it is critically important to

quantify the way that the heat is extracted from
the part, whether from quenching in a liquid
bath, by liquid sprays, or from forced air/gas
cooling. In the case of quenching in a liquid
bath, the type of liquid and agitation has an
effect on the cooling rate and hence the HTCs
(Ref 3). The same quench oil may exhibit dif-
ferent characteristics from tank to tank when
different agitation methods are employed. Poly-
mer quenchants have also been shown to
exhibit significant variation in cooling rates
depending on the level of agitation (Ref 3).
Generally, the HTCs for a specific medium

and mechanical cooling configuration (tanks,
sprays, fans, etc.) are obtained from tests on
parts outfitted with thermocouples. The time-
temperature data obtained at locations within a
part are used in a computer program to deter-
mine the heat extraction rate needed on the sur-
face to get that cooling rate profile. Correct
placement of the thermocouples in such an
experiment is critical to obtaining accurate
data. If only the heat transfer at a small area
in the center of a disk is being considered
(Fig. 2a), the system may be treated as one
dimensional, and the instrumentation is rela-
tively easy, with only a line of thermocouples
needed. The size of the disk must be consid-
ered, however, to prevent the heat transfer from
the edges becoming a source of error. If it is

Fig. 1 Typical heat-transfer coefficients for oil
quenching. Source: Ref 2
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required to obtain the variation of the HTCs
around a part, the experimental system quickly
becomes more complicated. In the simple case
of a disk, a series of thermocouples may be
placed to cover the perimeter (Fig. 2b), but
the number of measurement points and their
distance from the surface and the corners must
be carefully considered to obtain accurate data.
This is an area of ongoing research, and to date,
there are no guidelines for the design of such
experiments.
The positioning of thermocouples in more

complex shapes, such as turbine disks, has been
done, but it requires considerable care and is
relatively expensive. In some cases, researchers
have applied thermocouples on the surface of a
part (Fig. 3a) (Ref 4). However, in general,
these thermocouples are not as robust and are
prone to failure during testing, particularly in
a manufacturing environment. There is also a
concern that they may not be measuring the
true surface temperature but some temperature
intermediate between the part surface and the
cooling medium (Ref 5). It is more common
to instrument the part with subsurface thermo-
couples, as shown in Fig. 3(b) (Ref 6), but some
studies have shown that this technique also has
sources of temperature measurement errors,
although they are considered to be much smal-
ler (Ref 7, 8). It should be noted that the varia-
tion of the HTC around the part was not
reported in either of the last two examples.
In industry, the calculation of HTCs has gen-

erally been obtained either by trial and error or
by inverse engineering techniques. In either
case, the surface of a part will be divided into
zones, and normally, each zone will have a

A1 A2 A3

A9 A8 A7 A6

A4

(a)

(b)

A5

Fig. 2 Typical thermocouple arrangement in disks for determination of heat-transfer coefficients when heat transfer is
considered (a) one dimensional and (b) two dimensional. � = thermocouple location; An = surface area

typically associated with thermocouple and for which the heat flux/heat-transfer coefficient is obtained

Fig. 3 (a) Surface thermocouples used on an instrumented high-pressure turbine disk to establish heat-transfer coefficients. Source: Ref 4. (b) Internal thermocouples used on an
instrumented turbine disk to establish heat-transfer coefficients. Source: Ref 6
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thermocouple associated with it that is beneath
the surface and somewhere midzone (as illu-
strated in Fig. 2b). In the trial-and-error
method, estimated HTCs, which may vary with
temperature, are applied to each surface zone in
the computer model. The temperatures pre-
dicted by the model are then compared to the
experimental data, the HTCs are subsequently
modified based on the errors, and the model is
rerun. This procedure is repeated until the
experimental and model results have con-
verged. Needless to say, this can be a tedious
process. An alternate method is to use inverse
engineering techniques (Ref 9–13), where, as
with the iterative method, the part is divided
into surface areas. However, in the inverse case,
the measured temperature data are input into a
nonlinear finite-difference or finite-element
computer code. This program calculates the
temperature distribution in the part and, through
mathematical techniques, determines the time-
dependent surface flux conditions for each area
that results in temperatures that best match the
test data over the entire test period. These sur-
face fluxes may then be converted into HTCs.
Clearly, this is a more complex method, but it
is less tedious because it does not involve repet-
itive, manually interactive iterations. For either
of the two methods, the analysis is somewhat
sensitive to how the surface area is divided into
subareas and the location of points where
temperature-time data are obtained in the
experiments. Poor choices of either will result
in an inadequate description of the true bound-
ary condition and thus lead to errors in the
predicted temperatures.
Optimizing codes have also been applied to

the problem (Ref 14–18). Such techniques gen-
erally rely on the user to apply an upper and
lower value to the surface HTCs to limit the

number of iterations required and, in most
cases, have been applied to the relatively sim-
ple case of forced-air cooling. The application
of the technique to quenching that involves
boiling heat transfer around complex shapes
still requires some development, although
steady progress is being made. For example,
in a study by Kim et al. (Ref 18), optimizing
techniques were used to obtain HTCs on a
cylindrical probe during polymer quenching.
Temperature-dependent HTCs were obtained,
although even for this relatively simple geome-
try, some of the reported cases required
between 1000 and 2000 iterations to converge
to a solution.
A few researchers have also applied neural

network models to the inverse heat conduction
problem, although, to date, the applications
have been limited to relatively simple cases
(Ref 19–21).
Historical Perspective. Turning attention to

the actual reporting of experiments and HTCs,
some excellent work has been carried out, some
of it going back over 50 years. In the 1950s,
Paschkis and Stolz (Ref 22) used cylinders,
spheres, and slabs to determine the HTCs for
various quench oils and water. Their findings
for three quench oils are shown in Fig. 4. In
the 1970s, Mitsutsuka and Fukuda (Ref 23)
used low-carbon steel plates to determine HTCs
in still water and examined the effect of water
temperature. In the early 1980s, Price and
Fletcher (Ref 24) carried out some well-
reported work where thin plates were used to
determine the HTCs for water, oil, and polymer
quenching (Fig. 5 to 7). Also in the 1980s,
Bamberger and Prinz (Ref 25) used copper, alu-
minum, nickel, and steel billets to determine
HTCs for water and water-organic mixtures as
well as water sprays. They also compared the

experimental data with an equation developed
to predict the HTC in water (Fig. 8). Addition-
ally, in the 1980s, Trujillo and Wallis (Ref 26),
Wallis (Ref 27, 28), and Segerberg and Bodin
(Ref 29) determined HTCs or fluxes for oil
quenching in two dimensions around disks, the
latter including cases for disks with a hole in
the center. Examples of their results are pre-
sented in Fig. 9 and 10 (Ref 26, 29). In the
1990s, work in this area continued, and the
determination of HTCs around flat disks and a
contour shape were reported by Cross et al.
(Ref 30). In addition, Stringfellow (Ref 31)
published data for HTCs during oil quenching
in which the oil was either static, flowing paral-
lel, or flowing perpendicular to the surface of
the testpiece. The approach taken to determine
the HTCs was similar to that used by Price
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and Fletcher (Ref 24); a modified version of
one of Stringfellow’s graphs is presented in
Fig. 11. In the 1990s and 2000s, the work
progressed to the point where HTCs were being
obtained around complex shapes such as
full-sized gas turbine engine disks. This work
continues, but unfortunately, to date, most of
the data remain proprietary and hence
unpublished.

Data have also been reported that show the
effect of oil viscosity on heat transfer (Fig.
12) (Ref 32, 33), and although HTCs were not
calculated, the effect of water temperature on
the cooling rate may be seen in Fig. 13 (Ref
3, 34). Quenchant flow has also been shown to
affect the heat-transfer rate (Ref 3, 32, 33,
35 to 37), with work reported by Mason and
Capewell on the cooling rate of an Inconel

600 probe when quenched in oil, polymer, and
water shown in Fig. 14 (Ref 37) and the varia-
tion of the HTC for an aqueous solution given
in Fig. 15 (Ref 32, 33). Other factors, such as
the age of the oil and contaminants, have also
been shown to affect the cooling characteristics
of a quenchant (Ref 31, 38), an example of
which is shown in Fig. 16. The surface finish
on the component is also considered to affect
the HTC (Ref 3, 24, 39 to 41); however, quantita-
tive data are hard to come by. Results from one
study reported by Allen and Fletcher (Ref 42)
are presented in Fig. 17. The aforementioned
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citations cover only a small portion of the work
reported in the open literature. They do, how-
ever, show the complexity of obtaining reliable
data to put into a thermal model. Figures 12
through 17 indicate that in addition to the
experimental and numerical issues associated
with obtaining HTCs during quenching, the
variables that may be encountered in a produc-
tion environment over time may also contribute
to differences found between model results and
actual measurements of cooling rates in a
component.
The foregoing implies that caution should be

used before applying HTCs directly out of the
literature in a model, because the data really
only apply to the particular system and quench
media tested. It must be realized that using
these data may not give accurate results when
they are used for predicting temperatures in a

part that is not heat treated in the same tank
and using the same media that was tested.
Tests to determine the variation of the heat

transfer that occurs around the periphery of a
three-dimensional object can be relatively com-
plex. Even in two dimensions, it may still be a
challenge, for example, a simple cylinder. If
this is quenched in oil, in a horizontal

orientation, the heat extraction from the bottom
surface may be significantly lower than that
from the top surface (Fig. 18) (Ref 2). This is
because the vapor that is formed at high tem-
perature has difficulty escaping from the bottom
surface, and which acts as a thermal barrier and
limits the heat transfer. This effect may become
even more marked if fixtures are used to
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support the component, because these may
make the path for vapor to escape even more
difficult. This phenomenon is important
because the cooling rate in the bottom portion
of a component may be different from that in
the top. When heat treating alloys that are cool-
ing-rate sensitive, this may translate into

different properties being obtained in the top
and bottom parts of a component. In most
industrial quench tanks, agitation is not tremen-
dously powerful in the working area. Ducts or
impellers are used to direct flow into the quench
zone, but they generally must be some distance
away from the work area for their protection.
Thus, the flow of liquid around the bottom sur-
faces may be low and easily impeded. In the
case of air or spray quenching, the geometry
of the part and the manner in which the air/

liquid is directed can have a significant effect
on the local heat transfer around the part.
Generating HTCs around complex shapes

may be carried out using techniques similar to
those described previously, but clearly the test-
ing is more involved because more thermocou-
ples are needed to cover the surface area of the
part. Examples where the variation of the HTC
around a simple shape such as a pancake were
described previously and examples shown in
Fig. 9 and 10 (Ref 26 to 29). For many years,
the same technique has been used in industry
for more complex, contoured shapes, but unfor-
tunately, to date the results remain mostly pro-
prietary. Examples of such work were
presented in Fig. 3(a) (Ref 4) and Fig. 3(b)
(Ref 6), but, as stated, no HTCs were reported
in either of these publications.
One detailed study aimed at the determina-

tion of HTCs around disks of various shapes
was carried out by Bass et al. (Ref 43 to 46)
and also reported later by Cross (Ref 47). These
researchers started with disks approximately 20
cm (8 in.) in diameter and up to 5 cm (2 in.)
thick and later moved on to look at subscale
versions of turbine disks approximately 23 cm
(9 in.) in diameter, with a degree of contour to
the shape, some of which had a central hole
bored in them. The disks were fitted with insu-
lated sheathed thermocouples, but, in this case,
the thermocouples that were spaced around the
periphery of the disk were installed such that
the tip of the thermocouple was flush with the
surface (Fig. 19). The disks were quenched in
oil in a purpose-built experimental tank in
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which the flow rate of the oil could be varied.
The data were reduced using the commercial
Ansys code (Ref 48), and the software optimiz-
ing capabilities were employed to obtain the
HTCs. One contour disk is shown in Fig. 20,
with the location of the thermocouples given
in Fig. 21. The variation of the HTC obtained
for this disk is presented in Fig. 22 (Ref 47).
From the foregoing, it becomes apparent that,

ideally, the HTCs applied in a model should be
obtained from the facility in which the part is
going to be heat treated and should include
the effects of any fixtures that are used to sup-
port the part. However, in most cases, this is
impractical because it implies developing the
data for the specific part being heat treated,
and this involves significant time and expense.
This approach may be deemed appropriate
when the cost of a component is high and the
accuracy of the model is critical to prevent
quench cracking, or the model is being used to
predict residual stresses in the component and
to develop a process to reduce distortion during
subsequent machining operations.

In the case of lower-cost components, how-
ever, at this point in time, the increased accu-
racy obtained from a model does not justify
the expense of carrying out individual experi-
ments for a particular part, and the heat-transfer
data from general experiments are applied to
various shapes. Therefore, one concern that
arises in thermal modeling is how to generate
general HTC curves that may be subsequently
used in models for various shapes. Heat-transfer

coefficients generated from tests on a flat pan-
cake will have limited accuracy when applied
to a complex shape. In general, as shown later,
it has been found that HTCs generated in one
dimension during liquid quenching may be
applied to relatively flat components (but with
some degree of contour) with reasonable accu-
racy, because boiling heat transfer tends to
dominate the process, particularly on free open
surfaces, and this reduces the effect of shape on
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the surface HTC. Similarly, tests with parts
having a hole in the center have enabled rea-
sonable estimates to be made of HTCs in holes.
However, in the cases of liquid spray or forced-
air cooling, the HTCs may vary significantly
around a contoured part, and obtaining detailed
HTC data around the specific part through test-
ing may be the only way to obtain accurate
results from the model.
Computational fluid dynamics (CFD)

codes have also been used in limited cases to
predict the HTCs around a part. In particular,
significant work has been done in vacuum fur-
naces, where the flow of gases in the chamber
and around parts has been modeled (Ref
49 to 55). However, while CFD has been used
to model flows in liquid quench tanks (Ref
56 to 62) and around parts (Ref 61 to 66), a
model to simulate boiling heat transfer still
requires some development work before
becoming a main industrial tool for HTC deter-
mination. This is an area of active research
(Ref 17, 67 to 69), but it is difficult to estimate
how long it will take to become an option in
commercial CFD codes.
Work has been published describing the use

of CFD to determine the HTCs around a gear
blank quenched in a molten salt bath (Fig. 23,
24) (Ref 70). One limiting factor cited in this
study was the lack of temperature-dependent
physical property data for the salt that covered
the entire temperature range encountered during
quenching. This led to extrapolation of data for
use in the CFD model.
In another study (Ref 71), CFD was used to

calculate the HTCs around a gear during the
intensive quenching process (Ref 3, 72). Inten-
sive quenching involves flooding the part with
high-speed water so that heat is extracted

quickly and uniformly, with the goal of virtu-
ally eliminating the vapor and nucleate boiling
phase. With complex boiling phenomena
ignored, the CFD model was used to predict
the HTCs around a section of the gear teeth,
as shown in Fig. 25 (Ref 71). The computa-
tional domain and grid used for the steady-state
three-dimensional CFD modeling is shown in
Fig. 26. The estimated HTCs at the start of
the quench process, with the part hot, and later,
when the part has cooled, are shown in Fig. 27.
In a recent investigation (Ref 73), equations

describing the heat transfer during the boiling
regions encountered during quenching (i.e., film
boiling, transition boiling, and nucleate boiling)
were incorporated in user-defined functions for
use with the commercial CFD code Fluent
(Ref 74). Fluent was used to predict the HTCs
around a turbine disk during oil quenching as
well as to calculate the transient temperature
distribution in the disk. Abaqus (Ref 75) was
used subsequently to predict the development
of residual stresses. Because equations were
used for the separate boiling regions, the start-
ing temperature for each region was required.
These transition points were obtained from data
from an experiment based on ISO 9950 (Ref
76), with an Inconel probe quenched in a sam-
ple of the quenching oil.
The disk and its surrounding area were

meshed using quad elements, and the rest of
the tank was meshed using triangular elements,
as shown in Fig. 28. In practice, the disk is
moved up and down in the quench tank, and
this movement was modeled via another user-
defined function describing the linear velocity
with time. All the quad elements were moved
up and down, while the remaining triangular
elements were adapted using smoothing and

local remeshing methods. Unfortunately, no
HTCs were given in the paper, but the work
represents an interesting development in model-
ing boiling heat transfer during quenching. The
problem of defining the onset of the various
boiling regimes for a particular quenchant and
the difficulty in predicting when vapor locking
occurs (where vapor becomes trapped in pock-
ets formed by the shape of the component) rep-
resent a significant challenge to CFD modeling.
It is interesting to note that a similar

approach (using boiling heat-transfer equations)
was used in another study described by Vorster
et al. (Ref 77), where residual stresses were cal-
culated in a water-quenched cylinder, 100 mm
long by 16 mm in diameter, made of AISI
317L material. In this case, however, the equa-
tions were used directly in a finite-element code
to predict the temperature distribution in the
cylinder rather than in a CFD analysis. The
residual-stress portion of this work is described
later in this article, but it is worth pointing out
here that the authors state that care must be
taken when choosing boiling heat-transfer cor-
relations from literature, because most apply
to steady-state conditions rather than transient
cooling operations (as found in quenching).
The determination of HTCs during quench-

ing by CFD modeling is an area that holds a
great deal of promise. It is a subject receiving
considerable attention, and, with continued
effort, this technique will eventually become
viable for generating data where boiling heat
transfer occurs. As with any modeling work,
validation is an important step that should be
carried out in CFD work.

Material Property Data

The material properties used in a model also
have a significant impact on the accuracy of the
results obtained. Generally, the temperature-
dependent thermal properties of the material,
such as thermal conductivity, specific heat
capacity, and density, are relatively easy to
obtain. (Note: These thermal properties are also
needed to carry out the conduction calculations,
described previously, to determine the HTCs
during cooling.) Data for many materials have
been published (Ref 78, 79), and several labora-
tories specialize in generating these types of
data. Thus, when the heat-transfer boundary
conditions have been obtained, it is relatively
easy to model the transient temperatures in the
component. Therefore, one of the earliest uses
of modeling was to determine the cooling rates
in a part.

Predicting Cooling Rates in a
Component

Many commercially available finite-element
codes are capable of handling the heat-transfer
analysis to obtain the transient temperature dis-
tribution on components during cooling. How-
ever, validation is an important part of any
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modeling study, and Fig. 29 shows the compar-
ison between temperatures predicted by a com-
puter model and those measured in a test (Ref
2, 27, 64, 80). The example shown is a full-
sized turbine disk approximately 61 cm (24
in.) in diameter and up to approximately 7 cm
(3 in.) thick in the bore area and made from a
nickel-base material. The disk was heated to
1175 �C (2145 �F) and then transferred from
the furnace to a forced-air cooling system in
0.83 min, forced-air cooled for 2 min, trans-
ferred to an oil tank in 0.75 min, and finally
oil quenched. In this example, the HTCs for
both the forced-air and oil quenching steps
were obtained from tests using simple-shaped,
thermocouple-equipped disks and employing
the inverse conduction techniques described
previously. The correlation between the
measured and calculated temperatures may be
seen to be good even in a relatively compli-
cated, multiple-step heat treatment process.
In alloys where the final mechanical properties

are a function of the cooling rate obtained during
quenching, computer models have been used to
accurately predict the properties obtained and also
to design processes to achieve the desired proper-
ties and reduce distortion (Ref 2, 64, 80). Figure
30 shows a case for a nickel-base superalloy disk
where the residual stresses generated during oil
quenching caused severe distortion problems dur-
ing machining. The cooling-rate property rela-
tionship for the alloy was obtained for room- and
elevated-temperature yield strength, as indicated
by the two sets of solid lines. Modeling showed
that the oil quench provided a very fast quench
rate, but the data also indicated that the desired
mechanical properties could be obtained by
forced-air cooling. Forced-air cooling rates (90
to 135 �C/min, or 160 to 245 �F/min) resulted in
lower cooling rates than oil quenching (235 to
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Fig. 23 Geometry of a thick ring. Source: Ref 70
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300 �C/min, or 425 to 540 �F/min), with resultant
lower residual stresses. Thus, the process was
changed and the part successfully heat treated,
meeting the property requirements while elimi-
nating the distortion problem.
In another study (Ref 4), a cooling-rate

model also was used to predict final properties

in a nickel-base Merl76 disk. In this case, a
microstructural prediction model was devel-
oped and combined with material strength pre-
dictions based on regression analysis of tensile
properties. Figure 31 shows a limited compari-
son between predicted and measured yield
strength at two subsurface points in a part
quenched in oil. In this example, the HTCs used
in the model were obtained using data gathered
from tests with the thermocouple-equipped disk
shown in Fig. 3(a).

Prediction of Residual Stresses

Material Property Data Required

When a model has been developed to calcu-
late the transient temperature distribution in a
component during quenching, it is possible to
extend the analysis to the prediction of transient
stresses in the material. This ultimately leads to

the determination of the stresses that are present
in the part at the end of the process: the residual
stresses. This analysis, however, requires an
additional set of mechanical property data,
some of which are relatively complex and not
generally available in literature. Properties such
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Fig. 25 Cutaway view of the quench fixture showing
the gear, upstream deflector, and representa-

tive water path lines passing over and under the gear.
Source: Ref 71
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Fig. 27 Heat-transfer coefficientswhen (a) the part is hot
and (b) the part has cooled. Source: Ref 71
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as the thermal expansion coefficient, Poisson’s
ratio, and the modulus of elasticity are required
from ambient temperature to the highest tem-
perature encountered during heat treatment.
Stress-strain data are also needed as a function
of temperature and possibly strain rate and
cooling rate. The lack of suitable data for mod-
els is one of the major factors that has limited
the use of models to predict residual stresses.
The detailed theory behind the various stress

models used in industry is beyond the scope of
this article. The works of Boley and Weiner
(Ref 81) and Fletcher (Ref 82) are two excellent
starting sources for those who wish to delve
into the theory behind the development of ther-
mal stresses.
Generally, the part being modeled is consid-

ered to be in a stress-free state and at a uniform
temperature at the start of the quenching analy-
sis. If considered important, however, the non-
uniform temperatures and stresses may be
carried over from a prior operation, such as
forging or heating.
In the case of steels, the accurate prediction

of residual stresses must also include material
data that take into account the effect of phase
transformations. During some phase transfor-
mations, relatively large volume changes take
place in the material, and these must be taken
into account in the model. These effects and
the methods used to incorporate them into mod-
els are briefly described later in this article, and
the theory behind the microstructure models is
explained in more detail in sections of Funda-
mentals of Modeling for Metals Processing,
Volume 22A, of the ASM Handbook (Ref
83 to 85). The phase changes that occur in some
alloy systems are very small and, to date, have
been neglected, thus making the calculation of
residual stresses less complicated. For conve-
nience, modeling related to these latter alloys
systems is dealt with first.
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Models Neglecting Material
Transformation Effects

In general, to date, most work involving the
calculation of stresses generated in nickel- or
titanium-base parts during processing has
ignored any volumetric changes that take place
due to phase changes that occur during heat
treatment. The volumetric changes in these
alloy systems are generally small enough to be
ignored. Some of the data needed for the model,
such as thermal expansion coefficient, Pois-
son’s ratio, and the modulus of elasticity as a
function temperature, may be obtained from
tests that are carried out routinely by commer-
cial laboratories. However, tests to obtain the
stress-strain relationship of the material as a
function not only of temperature but also of
strain rate and cooling rate are more specialized
and thus, at this time, are carried out by rela-
tively few establishments.
It is clearly important that the input data cap-

ture the true behavior of the material during
quenching. Over the years, various material
models have been used by researchers in this
field, and because these can affect the accuracy
of the residual stresses predicted, the different
features are described in more detail.
A schematic representation of a typical

stress-strain curve for a material, obtained from
a tensile test, is shown in Fig. 32. In a relatively
simple form, this curve may be represented by a
bilinear material model where one straight line
(the slope representing the elastic modulus)
describes the material behavior up to the yield
point, sy, and another straight line represents
the plastic behavior beyond this point (some-
times called the plastic hardening modulus).
Clearly, the drawback of this model is that if
the material exhibits nonlinear flow hardening
or flow softening, errors result (note the diffi-
culty in fitting a straight line to the curve in
Fig. 32). In practice, tests are carried out to
obtain data to cover the range of temperatures
encountered in heat treatment (Fig. 33). Each
curve may be described independently, having
its own elastic modulus, yield point, and plastic
modulus. The interval between the test tem-
peratures should be such that the interpolation
carried out in the model will not result in signif-
icant errors. A more accurate model is one in
which the plastic curve may be input in tabular
form, which enables any nonlinear effects to be
taken into account.
In many materials, the strength is also a func-

tion of strain rate, as indicated in Fig. 34. Mod-
els that ignore this effect and consider only the
effect of temperature (as in Fig. 33) are some-
times referred to as rate-independent models.
Clearly, adding the effect of strain rate enables
the material behavior to be better described in
the model. However, the increased accuracy
obtained must be weighed against the addi-
tional material testing required. If strain-rate
effects are small, it may not be worth the extra
expense, particularly if the other possible

sources of errors in the model are considered.
In the strain-rate model, tests must be carried
out at various strain rates for each temperature
tested. Thus, if it is determined that tests are
required at 12 temperatures, a rate-independent
model requires 12 tests. If three strain rates are
determined to be necessary for a strain-rate
model, then 36 tests are required.
In some alloys, the strength is also a function

of the cooling rate that the material undergoes
from the heat treatment solution temperature
(Fig. 35), and this leads to further complica-
tions in the testing. In such cases, the testing
is carried out by using a specialized machine,
where the material is held at the solution tem-
perature and then cooled at a specified rate
before being tensile tested at the specified test
temperature and at a specified strain rate to
obtain the stress-strain curve (Ref 86). This is
sometimes referred to as an on-cooling tensile
test. Where the cooling rate is important, the
data described previously for the strain-rate
model (Fig. 32 to 34) may be obtained using
the test method described previously but using
an appropriate cooling rate. While cooling-rate
effects have been reported (Ref 86), the effect
on strength has generally been relatively small
(Fig. 36). While it is important to obtain a cer-
tain minimum cooling rate in most nickel- and
titanium-base turbine engine disks, the strength
is generally not very sensitive to the range of
cooling rates found in a part during quenching.
In such cases, a single cooling rate representa-
tive of the cross section being considered is
selected. It should be noted that in Ref 86, the

cooling rates of 220 and 1110 �C/min (400
and 2000 �F/min) are relatively high, represent-
ing what would be expected near the surface of
the part during the initial period of quenching.
In practice, lower cooling rates would be pres-
ent in the material away from the surface and
also on the surface later in the quenching
period. Models incorporating the cooling-rate
effect have not been described in the literature,
and, at present, commercial codes can only han-
dle this by linking with special subroutines
written by the user. Clearly, adding cooling rate
to the mechanical test array increases the num-
ber of tests significantly. Simply adding two
cooling rates to the example given previously
brings the total number of tests to 72.
For many alloys, it is important that the

material used for the tests be in the condition
it would be in prior to heat treatment (i.e., in
the state being modeled). Thus, if a forged com-
ponent is being considered, the starting material
for the tests would be in the as-forged state, not
in the final forged and fully heat treated state.
It may be seen from the foregoing that a

complete set of data to describe material behav-
ior during quenching can be quite extensive.
Because of this, results from early residual-
stress models presented in the literature gener-
ally included only the effect of temperature in
the material databases. Generally, tests were
carried out to determine the sensitivity of the
data to changes in strain rate and cooling rate,
and a single value of each of these parameters
was selected to generate a dataset for the
model. However, this practice is rapidly
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changing, and over the past few years, the drive
for improved accuracy from the models has led
to more variables being included in analyses.
Current state-of-the-art modeling of residual
stress of nickel- or titanium-base alloys for air-
craft engine components is for the data to take
into account both the temperature and strain-
rate effects. The tests are generally carried out
at a single cooling rate from the solution tem-
perature, but the effect of cooling rate is exam-
ined when the databases are being generated. In
the future, one would expect residual-stress
models to also incorporate the cooling-rate
effect into the material property databases for
some alloys, where it is found to have a marked
effect on strength. It is also probable that metal-
lurgical effects will be incorporated into the
models of the future. Due to the complexity of
the subject, this is an area that has not been
explored in any depth, and it is considered ripe
for future development and studies.

Validation of Residual Stress Models

Many commercial computer codes are avail-
able for the calculation of residual stresses;
the main codes being used for this type of work
are, alphabetically, Abaqus, Ansys, Dante,
Deform, Hearts, LS-Dyna, and Sysweld
(Ref 48, 75, 87 to 91). Published data showing
validation of residual-stress models have been
confined mainly to simple shapes such as cylin-
ders and plates. Examples for more complex
manufactured shapes are still not common,
probably due in part to the expense of making

the residual-stress measurements. Such studies
have certainly been carried out more than indi-
cated in the literature, but unfortunately, most
are still considered proprietary.
One relatively early published study in which

computed and measured residual stresses were
compared was carried out on a nickel-base tur-
bine disk (Ref 64, 92). This work is particularly
interesting in that two different computer mod-
els were used independently. A full-sized (450
kg) nickel-base superalloy forging was solution
heat treated and oil quenched, and then, resid-
ual-stress measurements were made by employ-
ing the strain gage/hole drilling technique.
Measurements of circumferential, radial, and
axial residual stresses were made at six loca-
tions (Fig. 37) through the thickness of the disk,
and these six measurement positions were
repeated at three locations (0, 120, and 240�)
around the disk to check for symmetry.
The HTCs used in the model were obtained

from the tank employed to quench the disk,
using the inverse conduction techniques
described earlier in this article. The model
results (Fig. 38) show that upon entering the
quench tank, the temperatures in the surface
layers of the disk fall relatively rapidly. The
heat extraction from the center of the disk is
limited by the thermal characteristics of the
material, and hence, the temperature in the bulk
of the disk falls slower. It is this surface-to-
center temperature difference that generates
thermal stresses within the part. If the stresses
generated in the disk were always below the
yield point for the material, the disk would elas-
tically deform during quenching, but upon

cooling down completely, the disk would revert
to its original shape and be in a stress-free state
at the end of quenching. However, the disk is
quenched from high temperature, and, at ele-
vated temperatures, the strength of the material
is significantly lower than it is at room temper-
ature (i.e., a yield strength of 30 MPa, or 4 ksi,
at 1100 �C, or 2010 �F, compared with 990
MPa, or 144 ksi, at room temperature). Shortly
after being immersed in the quench tank, the
surface area of the disk is cooled to a tempera-
ture well below that of the center. The surface
therefore contracts but is prevented from con-
tracting the full amount desired by the hotter
center region. This places the surface in ten-
sion, and because the material is relatively
weak at high temperatures, plastic deformation
occurs. Thus, the disk takes on a modified
shape as cooling proceeds, and residual stresses
are present in the part when it has cooled down
to ambient temperature.
Figure 39 shows the circumferential and

radial stress time plot for six points in the disk.
It may be seen that during the first 5 min, the
surface is placed in tension, and the subsurface
points are in compression. As time progresses,
the center cools more rapidly than the surface,
but because the surface is cooler, it is stronger
and prevents the center from contracting the
desired amount. Hence, a stress reversal takes
place, and after 8 min, the surface is placed in
compression, and tensile stresses are induced
in the center region. These stresses increase sig-
nificantly over the next 10 min, but as the disk
cools down, the rate of stress change decreases
so that by approximately 50 min, equilibrium is
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attained. The stresses at a time of 60 min, when
the disk is at ambient temperature, represent the
locked-in or residual stresses.
The comparison between the predicted and

measured circumferential and radial stresses is
presented in Fig. 40. The two finite-element
models used were Abacus (Ref 75) (a commercial
code) and Topaz/NIKE (Ref 93, 94) (codes avail-
able at the time of the study from Lawrence Liver-
moreNational Laboratory). Two curves are shown
for the measured values, and these represent the
maximum and minimum values found at any of
the three circumferential measurements (i.e., the
measured stresses were not exactly symmetrical).
It may be seen that good agreement exists between
the measured and calculated values.
Clearly, work of this nature has inherent

errors. In the case of measurements, the

proprietary techniques employed resulted in an
estimated error of þ�5% compared with the gen-
erally excepted þ�10% (Ref 95). In the model,
errors exist due to inaccuracies in the boundary
HTC data obtained from a pancake being
applied to a disk, as discussed in the previous
section. However, the largest source of error
was attributed to the inadequate input of the
plastic behavior of the material. Mechanical
testing was carried out on material that was in
the as-forged condition, as it would be in prac-
tice at the start of the quench. In practice, the
plastic behavior of the material in the disk is
different on the surface than in the center
region (i.e., the material deforms at different
strain rates). In the study, however, mechanical
testing was only carried out at a single strain
rate, and this inevitably led to an error in the

model. A strain rate representative of the mid-
thickness was chosen for testing. In the case
of NIKE, errors were also present due to the
inadequate material model used in the code.
At the time, the plastic behavior could only be
input as a function of temperature by specifying
a yield point and a plastic hardening modulus.
It is difficult to properly describe the behavior
of material using this approach, and this could
be the source of the difference between the
two computer code results. Abaqus, on the
other hand, allowed the stress-strain curve to
be input as a series of points, and this allows
a better description of the test data. This high-
lights the need for care in applying data in the
models as well as the need for validation to
determine some estimate of the errors
present. Also, conventional rules concerning
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finite-element mesh size and time step used in
the analysis must be followed to reduce the
effect of these potential sources of errors,
which, with some care, can be minimized.
Other published data on a nickel-base

disk also have shown good agreement between
model and experimental measurements. Fig-
ure 41 shows a comparison of measured and
predicted tangential residual stresses at five
points around the surface of an Astroloy disk
that was quenched in oil (Ref 6). To obtain
the heat-transfer boundary conditions for this
investigation, a full-sized part was instrumented
with 19 thermocouples (as shown in Fig. 3b),

mostly around the perimeter, and quenched.
Inverse techniques similar to those described
previously were used to back out the HTCs.
The variation of the HTC around the part was
not published, but the calculated and measured
stresses around the disk agree to within 10%.
This study also concluded that the transforma-
tion plasticity was negligible compared to the
viscoplastic flow occurring in the disk during
quenching.
A detailed validation study on an IN718 disk

forging quenched in water has been reported,
where neutron diffraction measurements of
residual stresses were made through the

thickness of the disk. Measurements were made
along several planes in the disk, as shown in
Fig. 42 (Ref 96). In one validation study by
Dye et al. (Ref 97), the commercial code Aba-
qus (Ref 75) was used, and in work published
later by Rist et al. (Ref 96), Deform 2D (Ref
88) was employed. In both cases, the HTCs
used in the model were obtained from immer-
sion quench tests with an IN718 bar. Both
workers used similar material models, with Rist
et al. (Ref 96) using a rate-independent elastic-
plastic model, where plastic flow was described
by a temperature-dependent initial yield stress,
sy, and a linear hardening modulus, H. Thus,
the effective flow stress was given by sff = sy

+ H eff, where eff is the effective strain. A con-
stant value of H = 100 MPa was assumed, and it
was stated that the results were found to be
quite insensitive to changes in this parameter.
The temperature-dependent yield strength of
the material was determined by taking the
room-temperature yield stress of solution-trea-
ted material and assuming that the stress-
temperature behavior would take the same form
as for fully heat treated material (for which data
were available). The yield and modulus used in
the investigation are shown in Fig. 43. The
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effect of any microstructural phase changes on
the stress-strain behavior of the material was
not taken into account.
Figure 44 shows the comparison between

measured and predicted residual stresses
through the thickness of the disk at two loca-
tions (one region near the bore and one near
the rim). In both regions, the trend and magni-
tude of the predicted stresses agree reasonably
well with the measurements, but differences
were observed. In general, the model predicted
stresses up to approximately 100 MPa (15 ksi)
higher than measured in the center thickness
regions. Overall, both of the investigators
concluded that the agreement between the
measured stresses and the model were satisfac-
tory but identified further work aimed at
improving the accuracy. Among these were
validated thermal boundary conditions for the
disk and further development of material prop-
erty data to enable the use of an improved
material model.
Another validation study involving neutron

diffraction measurements on a relatively flat
320 mm diameter IN718 gas turbine compres-
sor disk with a thickness up to 26 mm was car-
ried out by Cihak et al. (Ref 98, 99). The
commercial code Deform (Ref 88) was used
for the simulations, and the material model took
into account temperature and strain rate. In this

case, a thermocouple-equipped disk was water
quenched in a vertical orientation, and simula-
tions were carried out with different boundary
conditions in an attempt to match the test data
(a true inverse heat-condition analysis was not
carried out). Comparisons between measured
and residual stresses were presented for a range
of cases where either a constant HTC was used
or where the coefficient varied with time or
temperature. Table 1 gives the time dependent

HTCs used, and Fig. 45(a) shows the tempera-
ture-dependent HTC. The comparison between
the predicted and measured stresses is shown
in Fig. 45(b) (Ref 100), which indicates that
reasonable results were obtained in all three
cases presented.
The aforementioned validation examples

indicate that, given reasonable input data, the
residual stresses predicted by models of
quenched aircraft engine disks are sufficiently
accurate to be useful to engineers. This has
led to the use of such models to investigate
changes in heat treatment processes to aid in
the ease of manufacturing. One example is pre-
sented in Fig. 46 (Ref 101), in which the resid-
ual stresses were modeled in a nickel-base
superalloy disk for three different quenching
media: oil, fan plus water, and air mist. This
clearly shows that the stresses in all three direc-
tions are much lower for air-mist quenching
than for oil quenching. The stress gradients in
the oil-quenched part may give rise to distortion
during machining as, say, a layer on the top part
of the disk is machined off. As the material is
removed, the part will move and take on a
slightly different shape to maintain an equilib-
rium stress state. This movement results in
machining issues, possibly resulting in added
operations (having to machine a little from
one side at a time). The lower stresses in the
spray quench make this less likely. (This may
be determined by machining modeling, which
is described in the article “Modeling of Resid-
ual Stress and Machining Distortion in Aero-
space Components” in this Volume.) The
possibility of being able to vary the cooling rate
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Table 1 Heat-transfer coefficients assumed
in the model for cooling in water (c2 in Fig.
45b)

Time, s Heat-transfer coefficient, W/m2K

0–1 8000
1–4 60
4–40 8000
40–70 3000
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both around the part and with time by the posi-
tion of nozzles and the use of computers makes
air-water sprays attractive when trying to bal-
ance cooling rate with stresses (Ref 102 to 107).

Optimization of Residual Stress Models

In an enhancement of straight forced-air
cooling, the air flow, and hence the heat trans-
fer, may be directed to different areas around
the circumference of the part and also be con-
trolled by a computer. This allows the HTC to
be varied both around the circumference of a
part, by the positioning of different ducts/jets,
and with time by controlling the air flow. Gen-
erating heat-transfer data for a model for this
type of system is time-consuming, but the tech-
nique has great potential in optimizing cooling
rates while limiting distortion problems.
Optimizing techniques have also been

employed at the component design stage to
reduce residual stresses and ease machining-
related distortion. The applications described
in the open literature have been for forced-air
cooling, where, between combinations of ducts
and air jets, a relatively wide range of HTCs
is possible. The optimizing process starts by
specifying a target range for the minimum cool-
ing rate in the various sections of the part, so
that the required mechanical properties are
met. The surface of the disk is then divided into
zones, and, to reduce the computational time,

the HTC for the zones may be bound between
the upper and lower limits (based on prior expe-
rience with the equipment used to cool the
piece). While this technique, or manual varia-
tions of it, has found niche applications in the
aerospace industry, it is not used routinely in
general industry.
One example of applying an optimizing tech-

nique to a generic turbine disk (material not
specified) was presented by Rohl et al. (Ref
108, 109). The aim of the exercise was to
reduce the high residual-stress levels found in
an oil-quenched disk by changing the process
to fan cooling, while still maintaining the mini-
mum cooling rate necessary to obtain the
required mechanical properties in the disk. To
reduce computing time, the problem may be
decoupled, with the heat-transfer and stress
analyses being carried out separately. It is
recognized that uniform cooling of a part
reduces residual stresses, and thus, the aim is
to formulate an objective function that pena-
lizes nonuniform cooling while, at the same
time, ensuring that the target minimum cooling
rate is met. In this example, it was assumed that
the fan-cooling equipment had the capability of
controlling the airflow (and hence the HTC) to
individual sections of the part. The heat-transfer
boundary of the disk was divided into nine
zones, as shown in Fig. 47. The temperatures
and stresses in the disk were calculated using
Deform (Ref 88), and the iSIGHT (Ref 110)

code was used for the optimizing routine. The
optimizing was started by specifying the initial
estimated HTCs around the disk for the fan-
cooling case. This resulted in the cooling-rate
distribution shown in Fig. 48 (normalized with
respect to the target cooling rate). After opti-
mizing, the cooling-rate distribution shown in
Fig. 49 was obtained, which clearly shows
how much more uniform the cooling is even
when compared to the initial starting point for
fan cooling. In this example, 13 iterations of
the model were needed for the problem to con-
verge to a solution.
The difference between the predicted hoop

stresses in the original oil-quenched disk and
in the final fan-cooled disk may be seen by
comparing Fig. 50 and 51 (which give the stres-
ses normalized with respect to the maximum
tensile stress in the oil-quenched part). The
residual stresses for the optimized disk are

Fig. 46 Comparison of residual stresses in a disk for oil quenching, fan-plus-water cooling, and air-mist cooling. Stress contour levels (MPa): a = �600, b = �360, c = �120,
d = 120, e = 360, and f = 600. Source: Ref 101

Fig. 47 Turbine disk geometry and fan-cooling
variables for model routine optimizing

study. Source: Ref 108. Reprinted with permission of the
American Institute of Aeronautics and Astronautics
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significantly lower, with the tensile stresses
being reduced by almost 1 order of magnitude
and the compressive stresses by a factor of
approximately 6 to 7. The reductions of the
maximum tensile and compressive hoop and
radial stresses are shown in Table 2.
Furrer et al. (Ref 111) reported a heat treat

optimization study on a U720LI turbine disk,
again using the combination of the Deform
and iSIGHT computer codes. The variations of
the HTCs for forced-air cooling used in the
optimization are shown in Fig. 52, and the
resultant reduction in residual stresses from

the original oil quenching to the optimized heat
treatment are shown in Fig. 53.
In practice, most disks used in aircraft engines

undergo at least one further heat treatment cycle
(aging), where the disk is raised to a temperature
(lower than that for the prior solution cycle) and
held for a given period. The relaxation of the
residual stresses induced from the solution/
quench cycle during this subsequent heat treat-
ment step may also be modeled, but this requires
the generation of another set of property data:
creep relaxation data. These data describe how
the stresses relax at temperature as a function of

time. Such modeling is described in the article
“Stress-Relief Simulation” in this Volume. Fur-
thermore, the final residual-stress state in the
component (after stress relieving has taken place
during the aging cycle) may be used as input into
a model to predict the distortion during the
machining operation. Such modeling is
described in the article “Modeling of Residual
Stress and Machining Distortion in Aerospace
Components” in this Volume. It is being carried
out more and more as time goes on and leads to
modeling being used to compare residual stres-
ses and machining-related distortion problems
with various quench methods and part design.
The ability to model the entire heat treating pro-
cess and the subsequent machining operation has
resulted in the models being used to help develop
the next generation of heat treat equipment.

Models Incorporating Material
Transformation Effects

As mentioned earlier, in the case of steels, the
volumetric changes during phase transforma-
tions may be relatively large and must be consid-
ered for a model to accurately predict the stresses
that are generated in the part during quenching.
Figure 54 (Ref 112) shows the basic relationship
between factors that are important to the genera-
tion of residual stresses and is similar to many
diagrams presented in the literature. This can
lead to the impression that the interactions are
relatively simple to implement into a computer
model. However, this is not necessarily the case,
asmay be seen from Fig. 55, which shows a sche-
matic representation of the interactions included
in a finite-element program claiming to predict
residual stresses in a component includingmetal-
lurgical effects (Ref 113, 114). As may be seen,
the interaction between thermal, metallurgical,
and mechanical effects is extremely complex,
and current models used in industry may or
may not include all the factors involved.
The development of equations that describe

the thermal/metallurgical/mechanical interac-
tions and the generation of data for the models
add a level of complexity so far not needed
when working with nickel- and titanium-base
alloys. (Although Denis et al., Ref 115, does
refer to some initial research that was carried
out on a titanium alloy where phase changes
were considered.) Details of the phase-change
mechanisms occurring in steel and the methods
used to formulate these into computer codes are
described very well by Ericsson in the article
titled “Principles of Heat Treating of Steels,”
by Kirkaldy in the article “Quantitative Predic-
tion of Transformation Hardening in Steels,”
and by Gergely et al. in the section “Computer-
ized Properties Prediction and Technology
Planning in Heat Treatment of Steels” in Heat
Treating, Volume 4, of the ASM Handbook
(Ref 114, 116, 117). The reviews by Denis et
al. (Ref 115) and Rohde and Jeppsson (Ref
118) also describe how phase transformations
are incorporated into simulation tools.

Fig. 48 Initial cooling-rate distribution. Source: 108. Reprinted with permission of the American Institute of
Aeronautics and Astronautics

Fig. 49 Final cooling-rate distribution. Source: 108. Reprinted with permission of the American Institute of
Aeronautics and Astronautics
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Two excellent examples that clearly indicate
the differences between the stresses predicted
by a model with and without the inclusion of
the austenite-to-martensite transformation are
cited in Ref 116 and are worth describing again.
In the first example, only pure thermal effects
are considered. Figure 56 (Ref 116, 119) shows
the thermal stresses developed in a 100 mm (4
in.) diameter bar that is water quenched from
an austenitizing temperature of 850 �C (1560
�F). The top graph shows the temperature of
the surface (S) and the core (C) of the bar dur-
ing the quench. As expected, the temperature at

the surface falls more rapidly than at the core,
and at time w, the temperature difference
between the surface and core attains a
maximum of approximately 550 �C (1020 �F).
The result of this cooling is that the specific
volume in the hotter core portion of the bar is
greater than that at the surface. The volume
contraction of the cooling surface region is pre-
vented by the hotter, higher-specific-volume
core region, and this results in the development
of thermal stresses, as shown in the lower por-
tion of Fig. 56. Curve “a” represents the theo-
retical thermal stress at the surface, assuming

only elastic material behavior. Curve “b” repre-
sents the thermal stresses taking into account
the yield strength of the material and showing
the reduction of the stress predicted because
the yield strength cannot be exceeded, and thus,
plastic flow occurs. The thermal stress devel-
oped is approximately proportional to the tem-
perature difference, so at time w, the stress is
tensile in the surface region and compressive
in the center. As cooling continues, the temper-
ature difference decreases. Eventually, a point
is reached where the cooler surface resists the
contraction of the hotter, but more rapidly cool-
ing core, and a stress reversal takes place. At
the end of cooling, the final or residual-stress
pattern is compressive in the surface and tensile
in the core (right side of Fig. 56).
This example leads to several general obser-

vations regarding the magnitude of thermally
induced residual stresses:

� For a given shape, the thermal stress is
higher in a material having a low thermal
conductivity, high heat capacity, or high
thermal expansion coefficient.

� Larger section size or increased surface
cooling intensity of the cooling medium
increases the temperature difference and
hence the thermal stresses in the component.

� Materials with a higher yield stress at ele-
vated temperatures will undergo less plastic
flow, and thus, the residual stress and the
yield stress at ambient temperature put an
upper limit on the residual stress.

Fig. 50 Hoop stress for oil quenching process. Source: 108. Reprinted with permission of the American Institute of
Aeronautics and Astronautics

Fig. 51 Hoop stress optimized process. Source: 108. Reprinted with permission of the American Institute of
Aeronautics and Astronautics

Table 2 Stress reduction in a disk obtained
by changing from oil quenching to fan
cooling and using optimization:

Stresses are normalized with respect to the maximum tensile
stress of the oil-quenched part.

Oil quenched Fan cooled (after optimization)

Hoop stress, MPa (ksi)
Tension 6.895 (1.000) 0.841 (0.122)
Compression 6.943 (1.007) 1.096 (0.159)
Radial stress, MPa (ksi)
Tension 6.9 (1.0) 0.641 (0.093)
Compression 8.646 (1.254) 1.227 (0.178)

Source: Ref 108

Fig. 52 Initial heat-transfer coefficient profiles for
optimizing study on a generic nickel-base

superalloy disk configuration. Source: Ref 111
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Now consider the case where the effect
of austenite-to-martensite transformation is
included in the analysis. The upper portion of
Fig. 57 (Ref 116, 120) shows the surface and
core temperature history of the piece, and
superimposed on this figure is also the transfor-
mation curve. (Note: The time axis scale
changes from seconds to minutes at 60 s). At
time t1, the surface temperature falls below
the Ms (martensite start) temperature, and the

surface starts to transform. Because the specific
volume of martensite is higher than that of aus-
tenite, the transformation results in a volumetric
expansion such that the surface attempts to
expand. As indicated in the lower portion of
Fig. 57, this counteracts the pure thermal tensile
stresses, and a stress reversal starts. This stress
reversal takes place earlier than when transfor-
mation effects are not included. At time t2, the
core reaches the transformation temperature,

causing a volumetric expansion that the surface
resists, leading to another stress reversal.
Finally, after cooling, transformation-induced
tensile stresses at the surface dominate over
the thermally induced compressive stresses.
The residual-stress pattern in this case is the
reverse of that in Fig. 56, where only thermal
effects were considered.
The foregoing two examples clearly illustrate

whymodels for the prediction of residual stresses
in a steel component must include metallurgical
transformation effects if accurate results are to
be obtained. The analysis is further complicated
by other factors that may need to be considered:

� The martensitic transformation temperature,
Ms, is decreased by the presence of compres-
sive stress and increased when the material
is under tensile stress (Ref 116, 121).

� Transformation plasticity (the permanent
strain that occurs during an ongoing phase
transformation under applied stress lower
than the yield stress) should also be consid-
ered. Examples showing the importance of
this factor are given later.

� The incubation time of nonmartensitic trans-
formations has been shown to be prolonged
in a material under compressive stress (Ref
116, 122) and shortened when tensile stress
is present (Ref 116, 123).

It has already been shown thatwhen calculating
the residual stresses that are developed in a steel
component during heat treatment, it is imperative
to incorporate the effects of phase transformations
if accurate results are to be obtained. Among other
factors, transformation affects the flow stress of
the material, which is a critical parameter used
in the calculations. Clearly, the first step inmodel-
ing transformation is to define the volume fraction
of each possible phase in each subvolume of a
meshed component at any time during the simula-
tion. The phase-transformation models currently
being used by most researchers developing resid-
ual-stress models are based on curve-fitting of the

Fig. 53 Finite-element analysis model prediction of residual stresses for a generic turbine disk made from U720LI
heat treated with (a) the supercooler method, resulting in a maximum and minimum residual stress of

551 and �473 MPa, respectively, and (b) the oil quenching method, resulting in a maximum and minimum residual
stress of 1626 and �1592 MPa, respectively. Source: Ref 111

Heat generated
by deformation

Thermal
expansion

Stress-induced
transformation

Transformation
plasticity

Latent
heat Temperature-

induced
transformation

Carbon content

Transformation

Heat transferDeformation

Fig. 54 Schematic showing interaction between
mechanical, thermal, and metallurgical

processes that must be taken into account in models to
predict residual stresses when phase transformation is
important. Source: Ref 112

Fig. 55 General system overview of a program to predict the thermomechanical behavior of low-alloy steels.
Source: Ref 113, 114
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experimentally derived transformation diagrams
(e.g., the time-temperature transformation, or
TTT, diagram, also referred to as the isothermal
transformation diagram). Research is taking place
to develop models that will determine the phase
transformations without the need for so much
experimental data (Ref 124, 125), but these are
not advanced to the point of being useful to engi-
neers at this time.
A TTT diagram, such as Fig. 58 (Ref 126), can

be used to determine the volume fraction of each
phase present by tracking the path of the material
with respect to time and temperature. The dia-
gram gives the start (subscript “s”) and finish
(subscript “f”) points for transformation. (The
“s” and “f” usually designate the time for 1 and
99% of the transformation, respectively, to
occur, but other percentages may also be used.)
Computational derivation of the TTT diagram
from first principles and using the steel composi-
tion is the subject of ongoing research. However,
the TTT curves for many steels have been pub-
lished (e.g., Ref 126 to 128), and the classic
“C-” shaped curve may be approximated in a
computer model (Ref 114, 116, 117, 128 to
131). There are also commercial software
packages available that are able to calculate the
TTT and continuous cooling transformation

diagrams for general steels (Fig. 59) (Ref 132
to 135). Using these approaches, the time-tem-
perature path of individual subvolumes, or ele-
ments, of the model may be tracked through the
TTT diagram and the volume fractions of the
transformed phases determined. Several differ-
ent techniques to determine the volume of the
phases present at each time step in the analysis
are employed by researchers and code develo-
pers (Ref 136 to 145).
When calculating the transformation kinetics

of austenite to ferrite, pearlite, or bainite, the John-
son-Mehl-Avrami equation is generally used:

V ¼ 1� expð�ktnÞ (Eq 1)

where V is the transformed volume fraction, t is
time, and k and n are temperature-dependent
constants evaluated from the TTT diagram.
The transformation to martensite may also be

determined using one of several different techni-
ques. That given by Ericsson (Ref 116, 144) is:

VM ¼ ð1� VF � VP � VB � VCÞ
ð1� expð�0:011 ðMs � TÞÞ (Eq 2)

where subscripts F, P, B, and C represent fer-
rite, pearlite, bainite, and cementite,

respectively; Ms is the martensite start tempera-
ture; and T is the temperature at a given time in
the analysis.
With a TTT diagram available, some com-

puter codes will allow the user to describe the
curve by inputting individual corresponding
time and temperature points. This circumvents
the need for curve-fitting, such as described
previously.
The kinetics of individual phase transforma-

tions have also been curve-fitted to various
equations and the resulting empirical equations
used to predict the phase volume fractions
(Ref 112). Lusk et al. (Ref 146, 147) reported
using an internal state variable approach to
modeling the phase transformation that is based
on a set of differential equations that describe
the rates of formation of the various phases.
Because this is a very active research field,
the methods are sure to improve over the com-
ing years.
When the phases present are determined, the

parameters such as volume change, latent heat
of transformation, and the appropriate flow
stress to use for the time step are selected.
These are generally found by using the rules
of mixtures.
The thermomechanical model for calculating

residual stresses in materials that undergo phase
transformation requires a relatively large mate-
rial database. The data must be capable of ade-
quately describing all possible material
behavior during the quench cycle; different
parts of the component will cool at different
rates, giving rise to possible different phase
transformations. Flow stress data (stress-strain
curves) for each phase are needed that cover
the range of strain rates and temperatures that

Fig. 56 Formation of thermal stresses on cooling in a 100 mm (4 in.) steel specimen. C designates the core, S the
surface, u the instant of stress reversal, and w the time instant of maximum temperature difference. The

top graph shows the temperature variation with time at the surface and at the core; the graph below shows
the hypothetical thermal stress, a, which is proportional to the temperature difference between the surface and the
core, the actual stress at the surface, b, which can never exceed the yield stress, and the actual stress in the core, c.
To the right is shown the residual-stress distribution after completion of cooling as a function of the specimen radius.
Source: Ref 116, 119

Fig. 57 Formation of residual stress on cooling,
considering thermal expansion and the

austenite-to-martensite transformation. The dashed line
is the yield stress, ss, at the surface. See text for details.
Source: Ref 116, 120
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are encountered in the heat treatment process.
Additional data, also as functions of tempera-
ture, for each phase are needed, such as specific
heat capacity, thermal conductivity, coefficient
of thermal expansion, density, elastic modulus,
and Poisson’s ratio. Few of these data exist in

the open literature, and it is a significant task
to generate a dataset for a single material. Li
et al. presented a method to derive the phase-
transformation kinetics from dilatometry
experiments (Ref 148), and recently, an ASTM
International standard was issued on this topic

(Ref 149, 150). Testing and evaluation of the
material data needs for the models is also
described by Eriksson et al. (Ref 151).
A number of thermomechanical models have

been developed to describe the behavior of
material that undergoes a phase transformation.
The references cited here (Ref 82, 115, 143,
147, 152 to 159), although not all inclusive,
cover descriptions of several of these models
and are good starting points for those interested
in learning more about the detailed formula-
tions. However, in models of this type, the
material behavior is generally described by
assuming that the total strain rate, ĖT, is derived
from five different sources:

_ET ¼ _EE þ _ETH þ _Ep þ _ETR þ _ETP (Eq 3)

where ĖE is the elastic strain rate, ĖTH is the
thermal strain rate, Ėp is the plastic strain rate,
ĖTR is the strain rate arising from the volume
change associated with phase transformation,
and ĖTP is the strain rate associated with trans-
formation plasticity.
Clearly, modeling phase changes represents a

significant complication, and the accuracy of a
model is not easily determined. Validation of
the models may be broken down into two parts.
The first part is the verification of the thermal
and phase transformation model, where the
cooling rates and hardness predictions are
matched to experiments. The second part is a
comparison of measured and predicted residual
stresses.
Model Validation. Ferguson et al. (Ref 160)

reported on the development of a software tool,
Dante (Ref 87), to simulate hardening of alloy
steel. Hardness may be used to support the
accuracy of the cooling-rate and phase-predic-
tion portion of the model. Figure 60 shows the
results for a Jominy simulation for 5120 and
5140 steel bars. Agreement between the
model-prediction and measured values is good.
A comparison between the measured and

predicted hardness on a gear tooth was reported
by Cai et al. (Ref 161). The commercial

Fig. 58 Typical isothermal transformation (IT) or time-temperature transformation diagram for a carbon steel.
Source: Ref 126
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finite-element code Abaqus was coupled with a
Caterpillar-developed heat treat simulation
package, QSIM. Microhardness measurements
were made along the depth of the tooth at the
locations indicated by “A,” “X,” and “C” in
Fig. 61. The predicted hardness was found to
agree well with the measurements, as shown
in Fig. 62. Good agreement between predicted
and measured hardness values around a carbur-
ized and quenched low-alloy steel (JIS SCr420)
gear blank was also reported in a detailed study
by Shichino (Ref 162), as shown in Fig. 63.
Liščič et al. (Ref 163) also recently reported

on the development of a two-dimensional
model to predict the hardness in components.

The example presented was an axisymmetrical
workpiece quenched in oil (Fig. 64). The com-
parison between predicted and measured hard-
ness (Fig. 65) shows very good correlation,
with differences within 2 HRC.
Incorporating transformation plasticity

effects has been shown to be an important fea-
ture of models to predict distortion and residual
stresses. Yamanaka et al. (Ref 164) used the
code Hearts (Ref 89) to examine the effect of
transformation plasticity on the distortion of a
chromium-molybdenum steel ring (Fig. 66)
undergoing a carburizing and oil quench pro-
cess. The transformation plasticity in the model
took a form based on the theory put forward by
Greenwood and Johnson (Ref 165), with the
transformation strain rate being proportional to
the martensitic transformation rate, _x, and the
deviatoric stress, sij:

e
�tp
ij ¼

3

2
K hðxÞ _xsij

hðxÞ ¼ 2ð1� xÞ
(Eq 4)

where K, the transformation coefficient, was
assumed to be constant and to be characterized
by experiment.
Figure 67 shows the predicted distortion of a

cross section of the ring at the end of the two
processes simulated (the distortion is magnified
100 times). Normal quenching refers to the case
where the ring is simply oil quenched and was
used to isolate the effect of carburizing. The
initial shape is given by the dotted line, and
the shape predicted with the model that
included transformation plasticity is shown by
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a solid line. It may be seen that in the carbur-
ized case, the effect of adding transformation
plasticity is dramatic. Without transformation
plasticity included, the predicted shape has con-
cave surfaces compared to convex surfaces
when the effect is taken into account. The dis-
tortion predicted by the model agrees well with
measurements taken for both carburized and
normal quenching.
It is interesting to note the effect of the transfor-

mation coefficient, K, on the predicted shapes.
Figure 68 shows how the shape changes as the

intensity of transformation plasticity is increased.
The “tuning” of this parameter plays an important
part in the accuracy of these models.
The importance of the transformation coeffi-

cient, K, was also shown by Franz et al. (Ref
166) for three steels, with German designations
20NiCrMo4-3-5, 50NiCrMo4-3-5, and
80NiCrMo4-3-5, having identical alloying ele-
ment contents but with carbon contents of 0.2,
0.5, and 0.8 wt%. The cylinders were 20 mm
(0.8 in.) in diameter and 60 mm (2.4 in.) long
and quenched in helium at 20 �C (68 �F), which

was expanded from 10 bar to 1 bar (10 atm to 1
atm). The residual-stress distribution along the
surface of the cylinders was obtained by x-ray dif-
fractionmeasurements. The influence of the trans-
formation plasticity constant, K, may be seen in
Fig. 69, which shows the measured and predicted
residual-stress distribution for all three steels. This
clearly shows that in two of the steels, neglecting
transformation plasticity results in the prediction
of much higher residual-stress levels and a larger
difference between the maximum and minimum
values. The difference was not as significant for
the third steel tested.
Work carried out by Allen and Fletcher (Ref

42) expanded on earlier studies (Ref 82, 167,
168) and used the HTCs generated experimen-
tally to predict the residual stresses in a steel
plate during water quenching. They compared
the results with measurements made via a strain
gage/material-removal technique. The effect of
surface roughness of the plates was examined
(as observed by the differences in the HTCs
obtained during quenching, Fig. 17), and the
model they developed incorporated phase trans-
formation and transformation plasticity effects.
Comparison between measured and experimen-
tal residual stresses in a 20 mm (0.8 in.) thick
plate quenched in water was found to be very
good (Fig. 70). It was concluded that the
changes in the heat transfer resulting from sur-
face condition had relatively little effect on
the calculated stress distribution in the plate.
In a study by Vorster et al. (Ref 77), boiling

heat-transfer equations were used to describe
the boundary conditions on a 100 mm (4 in.)

Fig. 65 Hardness distribution across the section of the workpiece shown in Fig. 64 after quenching in oil. (a) By
mathematical modeling. (b) By experiment. Source: Ref 163

Fig. 67 Simulated distortion after (a) carburized and (b) normal quenching with measured data. Enlarged 100 times
and central axis on the left. Source: Ref 164

Chemical composition of SCM420, wt%

C Si Mn P S Cr Mo

0.20 0.21 0.80 0.009 0.016 1.06 0.15

Fig. 66 Dimension and chemical composition of
chromium-molybdenum steel specimen.

Source: Ref 164

Fig. 68 Effect of intensity of transformation plasticity
on simulated distortion pattern. Enlarged

100 times and central axis on the left. Source: Ref 164
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long by 16 mm (0.6 in.) diameter cylinder of
AISI 317L steel. The commercial finite-element
code Abaqus (Ref 75) was used to predict the
residual strains in the cylinder, and these were
compared with strain measurements made by
neutron diffraction. A comparison between the
measured and predicted residual radial and
hoop strains is shown in Fig. 71. This shows
good agreement, and the authors concluded that
it is possible to accurately predict residual
stress in quenched components with negligible
error using boiling heat-transfer correlations
found in the literature. They did state, however,
that care must be taken when choosing heat-
transfer correlations, because most apply to
steady-state conditions rather than transient
cooling operations (as found in quenching).
Modeling transitional boiling with a linear rela-
tionship instead of a power law was found to
significantly improve the numerical results.
Optimization Models. Optimizing has also

been applied to the heat treatment of steel
components. Li and Grandhi (Ref 169) pre-
sented a case where optimizing was used on
a steel gear blank to reduce distortion during
gas quenching. Deform (Ref 88) was used to
predict the temperatures and stresses in the
part during quenching, with phase-transforma-
tion effects included in the model. As in the
optimizing models described earlier, the sur-
face of the part was divided into regions in

which the HTC could be varied with time.
The objective function was to minimize distor-
tion, and constraints were placed on the sur-
face hardness to meet the minimum required.
Uniform residual stress was considered prefer-
able in the example, and the standard deviation
of the residual stress was used as a constraint
to improve results. Figure 72 shows the quar-
ter-section of the axisymmetric component
together with the division of the surface into
three regions. The hardness distribution and
maximum principal residual-stress distribution
for a reference design and the optimum design
of the HTCs are shown in Fig. 73 and 74. In
both cases, the distribution is more uniform
after the optimization (which took 22
iterations).
One study reported by Li et al. (Ref 170)

used the finite-element-based software Dante
(Ref 87) to optimize the heat treatment of an
induction-hardened, thin-walled spur gear
made from AISI 5120 or AISI 5130. The heat
generated by the induced eddy currents was
used as input to the heating model, and the
optimization was carried out to improve the

water-spray quenching step of the hardening
process. The objective was to minimize the
distortion of the gear tooth while satisfying
the residual-stress and microstructural
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requirements and placing a constraint on the
maximum bore surface temperature. The
geometry of the spur gear is shown in Fig.
75. A simplified, two-dimensional plane-strain
model of a single gear tooth was employed for
the optimization (Fig. 76). The range of design
variables is listed in Table 3.
The ability to spray both the outside and

inside diameters of the ring gear was assumed,
and the HTCs were assumed to be constant
with time. A delay time between the end of
high-frequency induction heating and spray
quenching was also a design variable. To
reduce the number of iterations required, upper
and lower bounds were placed on the HTCs.
The evolution of the design variables is shown
in Fig. 77, and the evolution of the critical
parameters in the gear is shown in Fig. 78.
The dashed line on the radial displacement
plot is the expected displacement due to phase
transformation. The optimizing process took
16 iterations, and the optimized results are
shown in Fig. 79. The residual-stress distribu-
tion obtained was subsequently used as the
starting condition to model the tooth loading
during operation, with a view to assessing the
gear fatigue life.

Modeling to Prevent Cracking
during Heating or Quenching

Models to predict, and thereby eliminate, the
risk of a part cracking during the heating or
quenching process are less advanced than those
used for predicting cooling rates or residual
stresses. This is partly due to the lack of the
necessary material property data to put into a
model and/or the detailed criteria needed to
interpret the resulting output from the model
and predict cracking. The main reason, how-
ever, is that cracking during heating and
quenching is not a major problem in industry,
and hence, the subject has not seen the attention
that has been devoted to other areas of process
modeling.
The open literature in this area is sparse.

Often, the reported analyses have been carried
out after a part has cracked, and the models
have subsequently been tuned to predict the
cracking. Only after this tuning, and perhaps
after further detailed material testing, are cri-
teria developed that allow a technique to be
established to predict and prevent cracking on
other parts made of the same material.
There are two quite different aspects to this

work: cracking upon heating and cracking upon
cooling.
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Source: Ref 169

Fig. 76 Two-dimensional plane-strain finite-element
mesh. Source: Ref 170

Bore diameter
164.0 mm

Tip diameter
195.59 mm

60.0 mm

Fig. 75 Spur gear geometry with 60 teeth. Source: Ref
170

Table 3 Lower and upper bounds of design
variables (DV)

DV 1
(H on tooth
surface),
W/mm2 K

DV 2
(H on bore
surface),
W/mm2 K

DV 3
(delay time), s

Lower bound 0.005 0.005 0.0
Upper bound 0.02 0.02 2.0

Source: Ref 170
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Cracking upon Heating

A model to predict the temperatures and
stresses during heating is virtually the same as
one described previously for quenching. The
same thermal property data for the material
are needed, and the mechanical property data
required are similar. Generally, the stress-strain
data used are temperature dependent but ignore
strain-rate and heating-rate effects. Heating
models are described in the article “Heating
and Heat-Flow Simulation” in this Volume,
but briefly, if the part is being heated in a fur-
nace chamber by gas or electric, the heat trans-
fer to the part is generally by a combination of
radiation and convection (with radiation domi-
nating at temperatures higher than approxi-
mately 500 �C, or 930 �F). When multiple
parts are in the furnace, the view that a particu-
lar part has of the walls, roof, and hearth of the
furnace is partially obstructed by adjacent parts
in the furnace, and this reduces the heat-transfer
rate. This restriction is expressed by the term
view factor, which has a value of between
0 and 1.0 and represents the portion of radiation
emitted by one surface that falls onto the sec-
ond surface. The analysis carried out may or

may not include radiation shadowing by adja-
cent pieces in the furnace; some commercially
available codes are capable of calculating the
view factors between the part and furnace com-
ponents, taking into account the obstruction by
other parts in the furnace. The second term
affecting the rate of heat transfer from the fur-
nace to the part is the emissivity of the materi-
als comprising the part, the refractory materials,
and, in the case of a gas/oil-fired furnace, the
emissivity of the combustion products. The
emissivity of a material may vary with temper-
ature and surface condition, making the situa-
tion even more complex. Thus, the calculation
of heat transfer in a furnace can be extremely
complicated, particularly if the radiation inter-
changes between gases and the surfaces in the
combustion chamber are accounted for (Ref
171, 172).
Fortunately, for most practical purposes,

many variables can be ignored and the model
simplified to where the heating model considers
only a single part (the view factor from the fur-
nace to the part either being set at 1.0 or varied
around the surface, but shadowing by adjacent
pieces is generally ignored). Similarly, the
emissivity is generally fixed at a single value.

Generally, cracking during the heating cycle
has only been expressed as a concern during
processing of large ingots. Alam et al. (Ref
173, 174) describe a case where a finite-element
model was used to compare the stresses gener-
ated in a large alpha-2 titanium aluminide
ingot, Ti-24Al-11Nb, with 0.76 m (2.5 ft) diam-
eter and 7.6 m (25 ft) length during two differ-
ent heating cycles. The model used was a
combination of Alpid (a forerunner of Deform,
Ref 88) and Nike (Ref 94). Two cases were
modeled to compare with real experience where
ingots placed directly in a furnace at 1093 �C
(2000 �F) cracked, whereas those charged into
a furnace initially at 649 �C (1200 �F) for 10
h and then raised at 140 �C/h (250 �F/h) did
not. Comparing the stresses generated to the
yield stress and ultimate tensile strength
(UTS) for the material (Fig. 80, Ref 174), it
may be seen that the model indicates the prob-
ability of failure in the first case, where the
stresses calculated are well above the yield
stress and UTS of the material. Because a sim-
ple elastic analysis was used in the model,
whereas, in reality, at higher temperatures some
plastic and creep behavior would be expected,
the model did not have the capability to directly
predict failure. However, it may be seen that
the calculated stresses remain below the yield
point throughout the cycle in the case where
the ingot is held at a lower temperature for the
first 10 h (Fig. 81). Thus, the model correlates
with practical experience where the ingot did
not crack.
An interesting piece of work reported by

Hara in 1963 (Ref 175 to 179) describes an
investigation into the cause of cracking in large,
high-carbon-chromium steel ingots when being
heated to rolling temperature in a reheating fur-
nace. At certain heating rates, cracks developed
in the ingots, and modeling was used to exam-
ine the thermal stresses developed in the ingots
under various furnace operating conditions. Cir-
cular ingots 400 mm (16 in.) in diameter by 1.5
m (5 ft) long and square ingots 400 mm (16 in.)
on the sides by 1.5 m (5 ft) long were exam-
ined. As was explained previously in the
description of models to predict cooling rate
and residual stresses in steels, models to predict
cracking in steels must also take into account
the volumetric changes that result from the
material undergoing phase transformations.
Hara used a finite-difference model to calculate
the temperature distribution through the thick-
ness of the ingot and from this calculated the
stresses and strains in the ingot, accounting for
a phase change in the material. The calculations
for three heating conditions (i.e., different heat-
ing rates before and after the start of
phase transformation) are given in Fig. 82.
From a series of calculations (Ref 176) and
corresponding heating tests with ingots, it was
concluded that cracking occurred only in ingots
whose core had completed transformation with
a surface-center temperature difference of more
than 240 �C (465 �F). From this study, a prac-
tice was developed to reheat the ingots in a
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reasonable time without cracking them Fig. 83
(Ref 178, 179).
In both of the aforementioned examples, it

may be noted that modeling was carried out
after cracking had occurred in production. The
model was then used to explain the cause of
cracking and to develop a practice to overcome
the problem.

Cracking during Cooling

As one would expect, the prediction of
quench cracking requires a relatively high level
of accuracy from the model. The input data
required for the model include all that described
previously for cooling and residual-stress mod-
eling but also require special material proper-
ties and theories of failure. Again, there are
differences in the data required depending on
the composition of the material.
In the case of nickel-base superalloys, early

published work indicated success when modeling
alloys that have little ductility over a certain tem-
perature range. Stresses calculated at the surface
of the part during quenching were simply com-
pared to the yield point of the material. An exam-
ple of a material having little ductility is shown in
Fig. 84 (Ref 86), where the data plotted for on-
cooling tensile tests indicate virtually zero ductil-
ity at a test temperature of approximately 870 �C
(1600 �F) when cooled at a rate of 1100 �C/min
(2000 �F/min) between the solution temperature
and the test temperature.

The practical example shown in Fig. 85 (Ref
2) is for a disk quenched in one of two orienta-
tions: one upside down compared to the other.
In one orientation, the disks were successfully
quenched, but when quenched in the other ori-
entation, the disks cracked. In this early
quench-crack model, material property data
were only available to allow an elastic analysis
to be performed. However, this clearly shows
the difference between the two cases, with
stresses in one orientation staying below the
yield point over the critical temperature range,
while, in the other orientation, the yield point
of the material is exceeded. Of interest in this
case is that on-cooling tensile testing, described
previously for residual-stress modeling, was
carried out to obtain the yield stress, UTS, and
percent reduction of area (a parameter indicat-
ing ductility) of the material. In this test, the
material is taken to the solution heat treat tem-
perature, cooled at a specific rate to the test
temperature, and then pulled in tension at a cer-
tain strain rate until failure. Because the
strength of the material being considered in
the analysis depended to some extent on the
cooling rate and strain rate, these parameters
were selected based on the path that the mate-
rial close to the surface of the disk would expe-
rience during quenching, as predicted by
thermal models. The model used at the time
was not capable of incorporating cooling-rate
effects into the material model, so, a single, rel-
atively high cooling rate was chosen for the

testing, corresponding to what the material at
the surface of the part would experience.
Strictly, a database for this type of model would
cover a range of cooling rates and strain rates.
However, creating such a database would
require extensive testing and a model capable
of handling such data. In general, to date, it
has been found adequate to work with data gen-
erated at one cooling rate and strain rate but to
carry out testing at a few other selected para-
meters to determine the sensitivity.
In the example detailed previously, the

cracking criterion was very simple; that is, the
calculated effective stress was simply compared
to the yield point of the material. If the pre-
dicted stresses exceeded or came close to the
yield point over a temperature range where the
material had a very low ductility, then it was
assumed that the part was at risk for cracking.
This technique has been used to design the
shape of parts to reduce the risk of cracking
(for example, modifying the radius at cross-sec-
tional changes and modifying the general
shapes in areas where large cross-sectional
changes occur). Some research has developed
other criteria for failure, but, to date, these
remain proprietary to individual companies.
Other researchers have attempted a fracture

mechanics approach to the problem of cracking
on cooling. Mao et al. (Ref 180, 181) used a
specimen (Fig. 86) that was precracked at room
temperature prior to conducting an on-cooling
test. The precracks were in the range of 0.45
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< a/w < 0.55, where a is the crack length, and
w is the width of the specimen. The specimen
was heated to temperature, and, when stabi-
lized, the system employed a constant displace-
ment rate while the specimen was cooled at a
specified rate. The decrease in temperature
causes the quenching stress (load) to increase
due to thermal contraction. The stress-intensity
factor, K, was converted from Tada’s empirical
equation according to the on-cooling load and
the precrack length (Ref 182):

K ¼ P

B
ffiffiffiffiffi
W

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 tan pa

2w

p
cos pa

2w

�
0:752þ 2:02

a

w

� �

þ0:37 1� sin
pa
2w

� �3
� (Eq 5)

where a is the precrack length at the onset of
quenching, measured from the failed specimen;
W is the width of the specimen; B is the thick-
ness of the specimen; and P is the load recorded
during quenching.
In this analysis, quench cracking is assumed

to occur when K attains a certain value, at
which either cracking occurs or a maximum
load is reached. This point was defined as the
cracking toughness, KQ, and the temperature
at which it occurred was called the failing tem-
perature. However, no examples were cited
where this method has been used to either pre-
dict cracking in a component or design shapes
to prevent cracking.
As was explained in the discussion on cool-

ing rate and residual-stress models, models to
predict cracking in steels must take into account
the volumetric changes that result from the
material undergoing a transition from austenite
to other phases.
Arimoto et al. (Ref 183) reported on a model

developed in Japan by Inoue et al. (Ref 184)
to investigate the cracking of a 12%
Cr, 0.16% C martensitic stainless steel during

water quenching. The quenching process pro-
duced a circumferential crack, as shown in
Fig. 87. The thermal properties used in the
model were taken to be the same as AISI
1045, for which data were available, and the
quenching HTC was assumed to vary with tem-
perature. Most of the mechanical properties and
flow stress data were also assumed to be the
same as AISI 1045, including transformation
strain and transformation plasticity. As
expected, the simulation showed that the trans-
formation to martensite started at the corners of
the part and that the material at the fracture
point transformed at an early stage in the
quench. The radial stress history for a number
of points in the part is presented in Fig. 88. This
shows that the material at the fracture point is
initially placed in compression, but after 154
s moves into tension. A little later in the
quench, the maximum stress moves from point
4 to point 1, deeper in the part, where the aus-
tenite has not yet transformed to martensite.
Because austenite is known to have better duc-
tility than martensite, it was concluded that this
stress level was more likely to result in plastic
deformation rather than fracture. As in much
of the early work reported on this topic, the cri-
terion was simply a comparison of stresses and
was carried out after a part had cracked.
A study to predict cracking in a purposely

designed shape was reported by Arimoto et al.
(Ref 185). The code Deform (Ref 88) was used
to predict the three-dimensional stresses in a
specimen designed by Owaku (Ref 186) to
investigate quench cracking (Fig. 89). Two
materials were used (Japanese standard S45C
and SK4); quench tests were carried out in plain
water and a 10% polyalkylen glycol (PAG)
solution. Three test conditions were examined:
nonagitated water, water with a velocity of 0.7
m/s, and nonagitated PAG. Microstructural
changes in the material were considered in the

Distortion
mm

0.026
0.022
0.019
0.017
0.014
0.013
0.011
0.009
0.008
0.007
0.006
0.005
0.004

(a)

(b)

(c)

Circumferential
stress (MPa)

377.018
300.654
224.289
147.925
71.560
–4.805

–81.169
–157.534
–233.898
–310.263
–386.627
–462.992
–539.357

Martensite

0.975
0.894
0.813
0.732
0.650
0.569
0.488
0.406
0.325
0.244
0.163
0.081
0.000

Fig. 79 Optimized result for gear made of AISI 5130.
(a) Radial distortion. (b) Circumferential

stress. (c) Martensite distribution. Source: Ref 170

0
0

1 2

Time, h

S
tr

es
s/

st
re

ng
th

, M
P

a

Analytical

ALPID+NIKE
Yield stress

Ultimate tensile strength

3 4

200

400

600

800

Fig. 80 Analytical and numerical predictions of the
maximum axial stress developed at the

center of a 0.76 m (2.5 ft) ingot placed directly into a
furnace at 1093 �C (2000 �F). The model stress
predictions are compared to the material strength data
corresponding to the predicted instantaneous
temperature at this location. Source: Ref 174

0
0 2 4 6 8

Time, h

S
tr

es
s/

st
re

ng
th

, M
P

a

Analytical
ALPID+NIKE

Yield stress
Ultimate tensile strength

10 12 14 16

100

200

300

400

500

600

700

Fig. 81 Analytical and numerical predictions of the
maximum axial stress developed when a

0.76 m (2.5 ft) ingot is charged into a 649 �C (1200 �F)
furnace for 10 h, after which the furnace temperature is
raised at a rate of 140 �C/h (250 �F/h). The stresses are
compared with material strength data evaluated at the
predicted temperature. Source: Ref 174

Modeling of Quenching, Residual-Stress Formation, and Quench Cracking / 575

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



model, and tests were carried out with instru-
mented specimens to confirm that the tempera-
ture-dependent HTCs being used were
reasonable. Figure 90 shows a typical cracked
specimen after being quenched in still water,
together with the predicted maximum principal
stresses after 3.76 s into the quench. Point 3 on
the surface of the hole, as shown in Fig. 91, cor-
responds very closely to one of the crack loca-
tions shown in Fig. 90. The maximum
principal stress and the martensitic transforma-
tion history are presented in Fig. 92 for all three
quench conditions and both steel types. The
highest predicted stresses occurred in the cases
of agitated water. Polymer quenching resulted
in no apparent cracks in specimens of either
of the steel compositions. When quenched in
agitated water, the S45C alloy did not crack.

In still water, specimens made from both alloys
cracked. The conclusion of the study was that
quench cracking remains a complex phenome-
non that is time dependent and subject to vari-
ables such as vapor blankets and localized
boiling of the quenchant.
Cai et al. published work on the development

of a model for an investigation into quench-
cracking problems at the root of keyways
machined in shafts (Ref 187). The study cov-
ered two steel types, SAE 1040 and SAE
4140, and compared the stresses developed dur-
ing quenching in either water or oil. The shaft
was 50 mm (2 in.) in diameter and 200 mm (8
in.) long, with a 10 mm (0.4 in.) wide and 10
mm (0.4 in.) deep keyway slot, as shown in
Fig. 93. One corner at the bottom of the slot
(the “A” location) had a sharp corner, and the

other corner (the “B” location) had a radius to
reduce the stress-concentration effect. The
model used the simple criterion for quench
cracking as “stresses exceeding the strength of
the material at temperature,” that is, comparing
the stresses predicted to the UTS and yield
strength of the material. However, detailed tests
were carried out to obtain the yield strength and
UTS as functions of temperature. The tests
comprised heating up the specimen to austeni-
tizing temperature, cooling at an appropriate
rate, and isothermally holding to form the
desired microstructure at the desired tempera-
tures. Finally, after this equalization, the tensile
test was conducted. A dataset for SAE 4140 is
shown in Fig. 94.
The model was internally developed at Cat-

erpillar (Ref 188), with database routines built
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around the commercial code Abaqus (Ref 75).
It includes thermodynamics data, transient
behavior, phase transformation, and related
transformation strain and plasticity data. It
was determined that the most critical period
was during the first few seconds of the quench,
when the surface was cooling rapidly from the
austenitizing temperature and before it reached
the martensitic start temperature, Ms. When
the temperature fell below the Ms and transfor-
mation began, the stress reversed rapidly from
tension to compression at the near-surface
region. The results of the simulations are sum-
marized in Fig. 95. In the case where the SAE
1040 steel shaft was oil quenched (Fig. 95a),
the low hardenability of the material coupled
with the relatively mild cooling did not give

rise to large tensile stresses at point “A” on
the keyway. In the simulation of water quench-
ing (Fig. 95b), however, the tensile stresses pre-
dicted at “A” were significantly higher, a peak
of close to 412 MPa and above the UTS in the
early stages of the quench. The model for the
SAE 4140 material showed higher stresses due

to its higher hardenablility. Quenching in oil
forms high tensile stresses at the sharp corner
(Fig. 95c), and a tensile stress of 470 MPa
was predicted during water quenching (Fig.
95d). The results shown in Fig. 95 indicated
that stresses developed at the sharp corner of
the keyway during the early part of quenching
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would exceed the UTS for the SAE 4140 mate-
rial for both oil and water quenching and for the
SAE 1040 material during water quenching.
The only case where the stresses remained
below the UTS during quenching with a sharp
corner on the keyway was when an SAE 1040
shaft was quenched in oil.
Eliminating the sharp corner reduced the

stresses significantly. In the case of SAE 1040,
placing a radius at the root of the keyway, point
“B,” resulted in stresses below the UTS of the
material for either quench process. For SAE
4140, a radius at the root kept the stresses
below the UTS during oil quenching, while,
during water quenching, the UTS was exceeded
very briefly at approximately 0.5 s into the
quench.
The model was validated empirically by car-

rying out quench tests with actual shafts of both
materials, all having keyways with sharp cor-
ners. Tests were conducted where the bars were
either quenched for 2 or 8 s before being
removed and slowly cooled. It was reported that
the experiments showed that quench cracks

initiate very early in the process and that the
shafts quenched in water cracked, while those
quenched in oil did not. Although not perfect
(i.e., the oil-quenched SAE 4140 shafts did
not crack), the model was concluded to be a
valuable tool.
Clearly, developing accurate criteria for pre-

venting quench cracking is difficult and thus
far remains somewhat elusive. Arimoto et al.
(Ref 189) proposed a methodology for a combi-
nation of tests and simulations in an attempt to
develop a validated model. As far as is known
by the author, no one has taken up this
challenge.

Summary

Computer modeling of the heat treatment
process has come a long way in the past couple

of decades. In some industries, it is common
practice to use models to predict cooling rates
(and hence the expected mechanical properties)
and residual stresses in components that are
heated and quenched during processing. In
many cases, the shortcoming is not in the com-
puter models but in the material properties and
thermal boundary conditions needed as input
data. Inverse methods are well established to
determine the HTCs during quenching but
require relatively time-consuming and expen-
sive testing with thermocouple-equipped parts.
Computational fluid dynamics codes are
improving at a rapid pace and are likely to be
used increasingly over the coming years to
reduce or eliminate the need for testing.
Extensive work has been carried out to char-

acterize the response of materials during phase
changes and to develop models that incorporate
the thermal, material, and mechanical interac-
tions during heat treatment. This area of model-
ing is also likely to advance significantly over
the next few years.
The number of cases where models predict-

ing residual stresses have been validated with
measurements has increased over the past few
years. The results to date have been encourag-
ing and show that, given good input data, the
models are capable of predicting residual-stress
levels of sufficient accuracy to be useful to
engineers who develop processes and design
components.
Predicting cracking during thermal proces-

sing is an area that pushes modeling to the cur-
rent limits. The problem lies not so much in the
computer codes as in the development of the
criteria to apply to predict whether a material
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will fail or not. However, as materials are
pushed to their limits, this area of heat treat
modeling may rise in importance and receive
much more attention. This is particularly true
in the aerospace industry, where some of the
newer materials that have been developed are
more prone to quench cracking than the previ-
ous materials used.
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cité de Transformation Durant la Trans-
formation Perlitique d’un Acier
Eutectoide, Acta Metall., Vol 35, 1987,
p 1367–1375

124. M.R. Varma, R. Sasikumar, S.G.K. Pillai,
and P.K. Nair, Cellular Automation Simu-
lation of Microstructure Evolution during
Austenite Decomposition under Continu-
ous Cooling Conditions, Bull. Mater.
Sci., Vol 25 (No. 3), June 2001, p 305–
312

125. Y.J. Lan, N.M. Xiao, D.Z. Li, and Y.Y.
Li, Mesoscale Simulation of Deformed
Austenite Decomposition into Ferrite by
Coupling a Cellular Automation Method
with a Crystal Plasticity Finite Element
Model, Acta Mater., Vol 53, 2005,
p 991–1003

126. Atlas of Isothermal Transformation and
Cooling Transformation Diagrams,
American Society for Metals, 1977

127. “Atlas of Isothermal Transformation Dia-
grams of BS EN Steels,” Special Report
56, The Iron and Steel Institute, London,
1956

128. M. Atkins, Atlas of Continuous Cooling
Transformation Diagrams for Engineer-
ing Steels, British Steel Corporation,
Sheffield, 1977

129. J.-L. Lee and H. Bhadesia, A Methodol-
ogy for the Prediction of Time-Tempera-
ture-Transformation Diagrams, Mater.
Sci. Eng. A, Vol 171, 1993, p 223–230

130. N. Saunders, Z. Guuo, X. Li, A.P. Mio-
downik, and J.-P. Schillè, “The Calcula-
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143. C. Şimşar and C.H Gür, A Review on
Modeling and Simulation of Quenching,
J. ASTM Int., Vol 6 (No. 2), Paper ID
JAI101766, ASTM International, 2009

144. D.P. Koistinen and R.E. Marburger, A
General Equation Prescribing the Extent
of the Austenite-Martensite Transforma-
tion in Pure Iron-Carbon Alloys and Plain
Carbon Steel, Acta Metall., Vol 7, 1959,
p 59–60

145. J. Rhode, A. Thuvander, and A. Melander,
Using Thermodynamic Information in
Numerical Simulation of Distortion
due to Heat Treatment, Proceedings of
the Fifth ASM Heat Treatment and
Surface Engineering Conference in Eur-
ope Incorporating the Third International
Conference on Heat Treatment with
Atmospheres, E.J. Mittemeijer and J.
Grosch, Ed., ASM International, 2000,
p 21–29

146. M. Lusk, G. Krauss, and H.-J. Jou, A Bal-
ance Principle Approach to Modeling
Phase Transformation, J. Phys.(France)
IV, Colloque 8, 1994, p 279–284

147. D. Bammann, V. Prantil, A. Kumar,
J. Lathrop, D. Mosher, M. Callabresi, H.-
J. Jou, M. Lusk, G. Krauss, B. Elliot,
G. Ludtka, T. Lowe, B. Dowling, D.
Shick, and D. Nikkel, Development of a
Carburizing and Quenching Simulation
Tool: A Material Model for Carburizing
Steels Undergoing Phase Transforma-
tions, Proceedings of the Second Interna-
tional Conference on Quenching and the
Control of Distortion, Nov 1996 (Cleve-
land, OH), p 367–375

148. Z. Li, B.L. Ferguson, and A.M Freborg,
Data Needs for Modeling Heat Treatment
of Steel Parts, Proc. MS&T ’04, Continu-
ous Casting Fundamentals, Engineered
Steel Surfaces, and Modeling and Com-
puter Applications in Metal Casting,
Shaping and Forming Processes, Vol 2,
TMS, 2004, p 219–226

149. M. Mehta and T. Oakwood, “Develop-
ment of a Standard Methodology for the
Quantitative Measurement of Steel Phase
Transformation Kinetics and Dilation
Strains Using Dilatometric Methods,”
Final report, AISI/DOE Technology
Roadmap Program Office, Pittsburgh,
PA, Cooperative Agreement DE-FC36-
97ID13554

150. “Standard Practice for Quantitative
Measurement and Reporting of Hypoeu-
tectoid Carbon and Low-Alloy Steel
Phase Transformations,” A 1033-04,
ASTM International

151. M. Eriksson, M. Oldenburg, M.C.
Somani, and L.P. Karjalainen, Testing
and Evaluation of Material Data for Anal-
ysis of Forming and Hardening of Boron
Steel Components, Model. Simul. Mater.
Sci. Eng., Vol 10, 2002, p 277–294

584 / Simulation of Heat Treatment Processes

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



152. T. Inoue and K. Tanaka, An Elastic-
Plastic Stress Analysis of Quenching
When Considering a Transformation, Int.
J. Mech. Sci., Vol 17, 1975, p 361–367

153. Y.Y. Li and Y. Chen, Modeling Quench-
ing to Predict Residual Stress and Micro-
structure Distribution, Trans. ASME, J.
Eng. Mater. Technol., Vol 110, Oct
1988, p 372–388

154. M.T. Todinov, Mechanism for Formation
of the Residual Stresses from Quenching,
Model. Simul. Mater. Sci. Eng., Vol 6,
1998, p 273–291

155. M. Narazaki, D.-Y. Ju, K. Osawa, and S.
Fuchizawa, Influence of Transformation
Plasticity on Quenching Distortion of Car-
bon Steel, Proceedings of the ASM Heat
Treating Society Third International Con-
ference on Quenching and Control of Dis-
tortion, March 24–26, 1999 (Prague,
Czech Republic), p 405–415

156. C. Liu, D.-Y. Ju, and T. Inoue, A Numer-
ical Modeling of Metallo-Thermo-
Mechanical Behavior in Both Carburized
and Carbonitrided Quenching Processes,
ISIJ Int., Vol 42 (No. 10), 2002, p 1125–
1134

157. C.C. Liu, X.J. Xu, and Z. Lui, A FEM
Modeling of Quenching and Tempering
and Its Application in Industrial Engineer-
ing, Finite Elem. Anal. Des., Vol 39,
2003, p 1053–1070

158. H. Alberg, “Material Modelling for Simu-
lation of Heat Treatment,” Licentiate The-
sis, Department of Applied Physics and
Mechanical Engineering, Luleå Univer-
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seas), Vol 4 (No. 3), Sept 1964, p 296–
303

180. J. Mao, V.L. Keefer, K.-M. Chang, and D.
Furrer, An Investigation on Quench
Cracking Behavior of Superalloy Udimet
720LI Using a Fracture Mechanics
Approach, JMEPEG, Vol 9, 2000,
p 204–212

181. J. Mao, K.-M. Chang, and D. Furrer,
Quench Cracking Characterization of
Superalloys Using Fracture Mechanics
Approach, Superalloys 2000, The Metal-
lurgical Society, AIME, p 109–116

182. H. Tada, P. Paris, and G. Irvin, The Stress
Analysis of Cracks Handbook, Del
Research Corp., Hellertown, PA, 1973,
p 2.10–2.12

183. K. Arimoto, G. Li, A. Arvind, and W.T.
Wu, The Modeling of Heat Treating Pro-
cess, Proceedings of 18th ASM Heat
Treating Conference, Oct 1998, ASM
International, p 23–30

184. T. Inoue, K. Haraguchi, and S. Kimura,
Stress Analysis during Quenching and
Tempering, J. Soc. Mater. Sci., Jpn.,
Vol 25 (No. 273), 1976, p 521 (in
Japanese)

185. K. Arimoto, D. Lambert, K. Lee, W.T.
Wu, and M. Narazaki, Prediction of
Quench Cracking by Computer Simula-
tion, Proceedings of the 19th ASM Heat
Treating Society, Nov 1999, ASM Inter-
national, 2000, p 435–440

186. S. Owaku, Netsu Shori, Vol 30 (No. 2),
1990, p 63–67 (in Japanese)

187. J. Cai, L. Chuzhot, and K.W. Burris,
Numerical Simulation of Heat Treatment
and Its Use in Prevention of Quench
Cracks, Proceedings of the 20th ASM
Heat Treating Society Conference, Oct
9–12, 2000 (St. Louis, MO), ASM Inter-
national, p 701–707

188. L. Chuzhoy, T.E. Clemens, J.E.
McVicker, and K.W. Burris, Numerical
Simulation of Quenching Process at Cat-
erpillar, SAE Trans., Document 931172,
1993

189. K. Arimoto, F. Ikuta, T. Horino, S.
Tamura, M. Narazaki, and Y. Mikitam,
Preliminary Study to Identify Criterion
for Quench Crack Prevention by Com-
puter Simulation, 14th Congress of
IFHTSE, Oct 2004 (Shanghai, China);
Trans. Mater. Heat Treat., Vol 25 (No.
5), 2004, p 486–493

Modeling of Quenching, Residual-Stress Formation, and Quench Cracking / 585

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



Simulation of Diffusion in Surface and
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HISTORICALLY, THE FIELD OF MATE-
RIALS SCIENCE AND ENGINEERING has
focused on establishing the processing-struc-
ture-property relationships of materials through
experimental trial and error with an understand-
ing of the influence of microstructure—the
microstructure, processing, and chemistry all
being directly related to the crystallography,
kinetics, and thermodynamics of the materials
(Ref 1). In comparatively recent years, as
computational methods have evolved, it has
been possible to predict some such properties
and relationships through numerical simulation.
For example, in the area of computational

thermodynamics, the computer calculation of
phase diagrams (CALPHAD) approach (Ref 2)
has been successfully employed to predict the
thermodynamic properties of complex multi-
component, multiphase systems based on math-
ematical models that describe the Gibbs energy
as a function of temperature, pressure, and
composition for each individual phase in a sys-
tem. Adjustable parameters in the expressions
of the numerical models capture the composi-
tion dependence in binary and ternary systems
and are adjusted to best correspond to the
experimental data available. This enables both
the experimental data of the binary and ternary
systems to be reproduced through calculations
and also, more importantly, predictions to be
made for higher-order systems.
As in the physical world, the interrelationships

between crystallography, kinetics, and thermody-
namics are being increasingly connected in the
world of simulation, also. For example, in the
CALPHAD approach, the naming and models
that describe the individual phases are inherently
linked to an understanding of the crystallographic
structure of those phases to be able to describe
mixing in solid solutions. Ab initio techniques
are now also being employed more routinely to
calculate thermodynamic data that are very diffi-
cult to measure experimentally. The CALPHAD
approach has also been extended to modeling

other properties, including, for example, volume
data for individual phases that enable the predic-
tion of density, and also atomic mobilities that
enable diffusion coefficients as a function of tem-
perature and local compositions to be derived.
Chen et al. (Ref 3) have described the inter-

connection between some of the different
computational approaches used to model the
thermodynamics and kinetics of multicompo-
nent systems within the CALPHAD framework,
and this is shown in Fig. 1. Moving from the
atomistic scale to the mesoscale, ab initio cal-
culations provide data that can supplement
experimental thermodynamic and kinetic data
upon which most of the existing CALPHAD-
type predictions are based.
However, thermodynamic calculations,

while useful, do not consider the changes over
time. As mentioned elsewhere (see the article

“Modeling Diffusion in Binary and Multicompo-
nent Alloys” in Fundamentals of Modeling for
Metals Processing, Volume 22A of ASM Hand-
book), diffusion can play an important role in both
materials processing and materials degradation
during the service life of a part. For example, most
heat treatments undertaken to modify the micro-
structure and improve the performance of the
material involve diffusion.With respect tomateri-
als degradation, the kinetics of the degradation
process can determine the service life of the part.
In recent years, the sharp interface approach, the
phase-field method, and the mean-field Langer-
Schwartz-type approach have all been employed
to consider the dimension of time and simulate
the evolution of microstructures that are diffusion
controlled.
For a more detailed review of the methods

used to model the evolution of phase

Fig. 1 Atoms to microstructure. Relationship between scales of different simulation methods. Source: Ref 3
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boundaries at the meso- and nanoscales, readers
are directed to the paper by Thornton et al. (Ref
4). This article focuses on the modeling and
simulation of diffusion-controlled processes
related to both materials processing, such as
heat treatments, and materials degradation
from a practical perspective by using the one-
dimensional (1-D) sharp interface approach.
The theoretical background of this approach
and the modeling of diffusivity in multicompo-
nent systems are initially considered. Some
examples for both heat treatment and materials
degradation are then described, with an empha-
sis on the approaches used and the lessons
learned from performing such simulations.

1-D Finite-Difference Method

With the sharp interface approach, the interface
is represented as a dividing surface where the
properties are assumed to change discontinuously
from the bulk properties of one phase to those of
another phase. By approximating the interface as
the dividing surface and examining the excess
thermodynamic quantities over the bulk values
that are assumed to change as one proceeds from
one phase to the other, Gibbs showed that inter-
faces possess an excess grand canonical energy,
the so-called interfacial energy (Ref 4, 5). For
two phases separated by a curved interface, the
presence of an interfacial energy results in a jump
of pressure across the interface. This jump in pres-
sure gives rise to a dependence of the interfacial
temperature or composition of the phases at the
interface on interfacial curvature, which is
approximately represented by the so-called
Gibbs-Thomson equation.
The sharp interface approach becomes inade-

quate when the length scale of the structure of
interest becomes of the order of the interface
thickness. Although the microstructural scale
is much larger than that of the interfacial scale
in many physical systems, such assumptions
can be violated in specific situations. Nucle-
ation and spinodal decomposition are two
important examples. In nucleation, the nucleus
can be quite small, and thus, its size may be
of the same order of magnitude as the interfa-
cial thickness. During spinodal decomposition,
however, the structure grows by the amplifica-
tion of composition perturbations, and thus,
the sharp interface description is clearly inade-
quate. Nevertheless, such processes can be
described by a diffuse interface approach, for
example, such as the phase-field method.
DICTRA (Ref 6) is a commercial software

package that has been developed to simulate
diffusion-controlled phase transformations on
the basis of the following assumptions:

� The movement of a phase interface is con-
trolled by the mass balance obtained from
the fluxes of the diffusing elements across
the interface.

� Local equilibrium is assumed at the moving
interface. In multicomponent systems, the

operating tie-line is determined by the condi-
tion that the mass balance of every diffusing
element gives the same interface velocity.

� Diffusion is treated in terms of mobilities and
true thermodynamic driving forces, that is,
chemical potential gradients. DICTRA calcu-
lates diffusion coefficients according to the
scheme shown in Fig. 2, where so-calledmobi-
lities are combined with the second derivative
of the Gibbs energy obtained from a thermody-
namic equilibrium code such as Thermo-Calc
(Ref 7). This is discussed further in the section
“Diffusivity and Mobility in Multicomponent
Systems” in this article.

� Diffusion-controlled phase transformations
are treated in geometries with one space vari-
able, that is, in planar, cylindrical, or spherical
cells with one ormore different phases present.

DICTRA is a general code and can treat not
only phase transformations, that is, moving
boundary problems, but also diffusion in one-
phase systems and reactions in dispersed sys-
tems. DICTRA has been used to make the cal-
culations referenced in this article unless noted
otherwise.

Diffusion Simulation Models

One-Phase Simulations. In one-phase diffu-
sion simulations, the multicomponent diffusion
equations are solved by a numerical procedure
developed by Ågren (Ref 8). Combining the con-
tinuity equation with Fick’s first equation pro-
vides the fundamental differential equation of
diffusion, sometimes referred to as Fick’s second
equation, which, in the 1-D planar case reads:

@ c½ Þ
@t

¼ @

@z
D½ � @ c½ Þ

@z
(Eq 1)

where [c) is a vector containing the concentration
of diffusing species, t is a time variable, z is dis-
tance, and [D] is a matrix that contains the inter-
diffusion coefficients. Assuming that [D] is
concentration dependent gives a system of cou-
pled parabolic partial differential equations, and

these equations must be solved numerically so
that the evolution of the concentration profiles is
calculated as a function of time.
Some example applications of one-phase

simulations are homogenization and the inter-
diffusion between a coating and a substrate if
they are both one-phase materials containing
the same phase.
Moving Phase-Boundary Simulations. In

moving phase-boundary simulations, the move-
ment of a phase boundary due to diffusion is
simulated. The necessary boundary conditions
at the phase boundary are calculated in
Thermo-Calc (Ref 7), assuming that local equi-
librium holds at the phase boundary. The diffu-
sion equations in each phase are solved as
described previously, and the displacement of
the phase boundary due to the diffusion flux is
calculated as shown in Fig. 3.
Dispersed System Simulations. In dispersed

system simulations, long-range diffusion
through multiphase structures is simulated,
long-range meaning that the diffusion distances
in the multiphase structure are long compared
to the distances between the precipitates. A
model for this was developed by Engström et
al. (Ref 9), and it is based on the assumptions
that local equilibrium is established in each vol-
ume element at each time-step in the calcula-
tion and that diffusion occurs in a continuous
matrix phase. The model calculates chemical
diffusion and phase transformations in two
steps. First, the diffusion equations for the
matrix phase are solved for a given time-step
at each grid point. Second, at the end of each
time-step, a calculation of the equilibrium
between the matrix and the precipitate phases
is made by automatically calling Thermo-Calc,
and the new phase compositions are obtained.
Thus, the matrix composition changes, and
DICTRA solves the diffusion equations for this
new matrix composition for the next time-step,
and so on.
The model has been successfully used

to simulate processes such as carburization
of nickel-chromium alloys (Ref 9), carbon

Fig. 2 Relationship between thermodynamic and kinetic data within DICTRA
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diffusion in welds between dissimilar steels
(Ref 9), and gradient sintering of cemented car-
bide cutting tools (Ref 10). Several examples
where the dispersed-systems model has been
employed are given in the section “Case Stud-
ies” in this article.
There are, however, some drawbacks with

this model. First, the microstructure of the
problem should be such that the assumption
that diffusion occurs in a continuous matrix
phase is reasonable. Thus, one continuous
phase should be present in the diffusion zone.
Another drawback is the assumption that local
equilibrium is established in each volume ele-
ment at each time-step, which neglects the
effect of a finite rate of growth and dissolution
of individual precipitates. This may be impor-
tant when considering, for example, nonisother-
mal conditions where the fraction of
precipitates in a volume element may change

more rapidly in the calculation than the rate of
growth or the dissolution of precipitates may
allow for in reality.
Homogenization Model. To overcome

some of the limitations in the dispersed model,
and specifically the requirement for a continu-
ous matrix phase, the so-called homogenization
model developed by Larsson and Engström
(Ref 11) was recently introduced into the soft-
ware. Using this approach, fluxes are calculated
in a lattice-fixed frame of reference using
locally averaged kinetic properties or so-called
effective mobilities. The resulting concentration
fields are mapped to a number-fixed frame of
reference, assuming that the number-fixed
frame of reference is defined by the condition
that the number of atoms on each side of a ref-
erence plane stays constant. By assuming
locally minimized Gibbs energy and locally
averaged kinetic properties, this approach can

be applied to a range of different problems,
including diffusion in multiphase mixtures.
Locally minimized Gibbs energy means that
the local phase fractions, phase compositions,
and so on correspond to the equilibrium values
given by the local composition. As such, a sim-
ulation can be represented, as in Fig. 4.

Diffusivity and Mobility in
Multicomponent Systems

Computer software such as DICTRA, some
phase-field packages such as MICRESS (Ref
12 to 14), and other simulation software such
as PrecipiCalc (Ref 15) use kinetic data in the
form of atomic mobilities that are assessed in
an approach similar to the CALPHAD method
described by Andersson and Ågren (Ref 16).
This section briefly describes how such data
are derived, although for more detail, readers
should go to the cited references.
Knowing the atomic mobilities and assuming

a vacancy exchange diffusion mechanism in a
crystalline phase, the diffusion coefficient in a
lattice-fixed frame of reference, DL

kj, can be cal-
culated as the product of a mobility term and a
thermodynamic factor:

DL
kj ¼

Xn

i¼1
�ikxiMi

@�i

@xj
(Eq 2)

where d represents the Kronecker delta, and dik
= 1 when i = k and dik = 0 when i 6¼ k; Mi is the
atomic mobility; mi is the chemical potential;
and xi is the mole fraction for element i. If the
partial molar volumes are assumed to be
constant, then the diffusivities in Eq 2 can be
transformed to the volume-fixed frame of
reference:

DV
kj ¼

Xn

i¼1
ð�ik � xkÞxiMi

@�i

@xj
(Eq 3)

The species k is the diffusing specie, and j is the
gradient specie. The partial derivative of the
chemical potential, mi, with respect to the mole
fraction, xi, defines the so-called thermody-
namic factors, which may be easily calculated
from thermodynamic data.
Finally, the chemical diffusivity (interdiffu-

sion coefficient) is obtained from Eq 4 after
selecting a solvent or reference specie, n. Thus,
Eq 2 to 4 establish a relation between the
atomic mobility, Mi, and the chemical diffusiv-
ity, ~Dn

kj:

~Dn
kj ¼ DV

kj � DV
kn (Eq 4)

From absolute-reaction rate theory argu-
ments, Andersson and Ågren (Ref 16) sug-
gested that the atomic mobility that enters into
Eq 1 and 2 is divided into a frequency factor,
Mo

i , and an activation enthalpy, Qi:

Mi ¼ Mo
i exp

�Qi

RT

� �
1

RT
(Eq 5)

Fig. 3 Representation of the sharp interface method used within DICTRA

Fig. 4 Representation of the homogenization model within DICTRA
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where R is the gas constant, and T is the abso-
lute temperature. Jönsson (Ref 17) modified
the aforementioned equation after finding it
superior to model the logarithm of the atomic
mobility rather than the value itself:

RT lnðRTMiÞ ¼ RTMo
i � Qi (Eq 6)

In a CALPHAD-type approach, the composi-
tion and temperature dependence of the atomic
mobility has been successfully represented by
a Redlish-Kister polynomial:

f ¼
X
j

xjf
j
i

X
p

X
j>p

xpxj
Xm
r¼0

rfp;j
i ðxp � xjÞr

" #

(Eq 7)

where fi in the equation may represent either
RTM0

i or Qi, present in Eq 6.
The unknown parameters in Eq 7 (i.e., fj

i and
rfp;j

i ) are determined following a CALPHAD-
type assessment procedure, which typically will
include a least-squares fit to available experi-
mental information.
Engström and Ågren (Ref 18) reported an

assessment of diffusional mobilities in face-
centered cubic Ni-Cr-Al alloys, and this
describes more details of the approach used to
assess these data.

Case Studies

The following case studies illustrate some
examples where diffusion simulations have
been applied to industrial-based problems.

Gas Carburization of Highly Alloyed
Steels

Gas carburization is the addition of carbon to
the surface of low-carbon steels at temperatures
generally between 850 and 950 �C (1560 and
1740 �F), at which austenite, with its high solu-
bility for carbon, is the stable crystal structure.
Carburizing is usually performed to increase
the superficial hardness and the overall mechan-
ical characteristics of the surface to obtain good
wear and fatigue resistance.
The case hardness of carburized steels is pri-

marily a function of carbon content, and the
case depth of carburized steel is a function of
carburizing time and the available carbon
potential at the surface. When prolonged car-
burizing times are used for deep case depths, a
high carbon potential produces a high surface-
carbon content, which can result in excessive

retained austenite or the precipitation of car-
bides near the surface of the alloy. Both of
these microstructural characteristics have
adverse effects on the distribution of residual
stress in the case-hardened part.
For highly alloyed steels, such as stainless

steels, gas carburizing results in the formation
of chromium-rich carbides during carbon trans-
fer into the steel, which causes precipitation
hardening in the surface. However, the precipi-
tation of these chromium-rich carbides results
in a decrease of chromium in the matrix phase,
which has a detrimental effect on the corrosion
resistance of the alloy. Therefore, a compro-
mise must be made to maintain a good corro-
sion resistance in the carburized layer.
Traditional methods to balance these objectives
have been by experiment only, but computa-
tional tools now offer alternatives to this
approach, which enables the assessment of a
number of parameters involved in the carburiz-
ing process (such as alloying elements, temper-
ature, carbon flux, etc.).
From a theoretical perspective, gas carburi-

zation is a complex process that involves a car-
bon enrichment step, a diffusion step, and an
austenitization step, followed by a quench and
a temper. Knowing the necessary final carbon
profile, the metallurgist must take into account
all the treatments that are made at different
temperatures. From a mechanistic perspective,
to present a reasonable model of the overall
process, at least the following subprocesses
must be properly dealt with, each of which are
interconnected:

� Carbon diffusion in the steel surface
� Reactions on the steel surface
� Changes of furnace atmosphere caused by

reactions with the steel and by the gas flow

Turpin et al. (Ref 19) have reported a study
combining both experimental work and theoret-
ical simulations, using both thermodynamic and
diffusion simulations, to investigate the carbon
diffusion and phase transformation during gas
carburization of high-alloyed stainless steels
and thus provide a useful case study. The study
was focused on martensitic stainless steels,
which are widely used in applications requiring
both high mechanical strength and corrosion
resistance. Two alloys of industrial importance
were considered, and the compositions of these
alloys are shown in Table 1.
Prior to making kinetic simulations, it is typ-

ical that some thermodynamic calculations are
made first to determine the equilibrium state
of the system and hence the direction that the

system is driving toward in terms of the phases
formed, should the system be given enough
time for equilibrium to be attained. The authors
used such calculations to predict the tempera-
ture and carbon content dependence of the
phase composition, and these simulations
helped to determine the optimal composition
of the initial alloys. The main conclusions aris-
ing from these calculations, which were made
using Thermo-Calc and the TCFe2000 database
(Ref 20), were:

� At 955 �C (1750 �F), which corresponds to
the austenitization temperature, calculations
show that as the amount of carbon content
in the alloy is increased, M23C6 and then
M7C3 will be the first carbides to precipitate
in the austenite phase.

� If the amount of carbon exceeds 3.8 wt%,
then M3C carbides are predicted to be stable.
M3C carbides have a structure similar to
cementite and preferentially precipitate at
the grain boundaries, which weakens the
microstructure. To avoid these phases, the
overall content of carbon in the steel must
be below this amount at the end of the car-
burizing process.

� Above 1.7 wt% C, the mole fraction (an
indicator of the volume fraction) of M7C3

carbides exceeds 20%, and the chromium
content of the alloy associated with these
carbides is 65 wt%. Therefore, there is a cor-
respondingly strong depletion of chromium
from the matrix.

� To balance the desire for adding carbon into
the matrix phase to obtain hardness while
depleting the matrix of carbon, it was deter-
mined that the optimal amount of carbon in
the matrix phase should not exceed 1 wt%.
That is, the thermodynamic calculations
were used to establish a limit, without yet
any consideration of the kinetics or time.

The second step of the simulation was then
performed to consider the diffusional reactions
in the multicomponent system during the car-
bon enrichment step and the diffusion step of
the gas carburizing process, and to determine
how the composition and the amount of each
phase vary with time and distance from the
gas/solid interface and the carbon profile of
the alloy as a function of time and distance.
These calculations were made using the dis-
persed model, which was previously described.
Carbon Enrichment Step. Several boundary

conditions can be used for such a simulation,
for example, fixing the carbon activity or car-
bon concentration at the surface or the carbon
flux. In this work, the carbon flux was deter-
mined experimentally using thermogravimetric
measurements. By knowing the surface area of
the sample, Turpin et al. were able to use the
following expression, where nc(t) is the number
of moles of carbon transferred through the gas/
solid interface as a function of time, and S
represents the surface area of the austenitic
phase:

Table 1 Chemical composition of two industrial stainless steels: Fe-13Cr-5Co-3Ni-2Mo-
0.07C (alloy A) and Fe-12Cr-2Ni-2Mo-0.12C (alloy B)

Alloy

Composition, wt%

C Cr Co Ni Mo Mn V Si Nb

A 0.07 13.15 5.34 2.57 1.78 0.52 0.62 0.36 0.07
B 0.115 11.63 0 2.45 1.72 0.6 0 0.29 0

Source: Ref 19
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JcðtÞ ¼ 1

S
�ncðtÞ=�t (Eq 8)

Because the value of S will reduce as carbide
precipitates form at the surface, Turpin et al.
used image analysis with an optical microscope
to measure the variation of S as a function of
the overall carbon content at the surface. For a
carbon content of 4 mass%, the austenitic sur-
face area represents no more than half of the
sample surface area if the temperature is 955
�C (1750 �F).
Diffusion Step. During the diffusion step,

the N2-CH4 mixture is replaced with pure N2,
and the carbon flux at the surface of the sam-
ples is zero. To simulate this step, a zero car-
bon flux was applied as the boundary
condition for 2 h.
Figure 5 shows the simulated carbon profiles

compared with experimental data obtained for
one of the alloys, Fe-13Cr-5Co-3Ni-2Mo-
0.07C. As can be observed, there is generally
good agreement between the calculated and
experimental values, and the authors conclude
that the carbon profile can be calculated and
followed at any time if the boundary condition
evolution at the gas-solid interface is known
during the carburizing treatment.

Gas Nitriding and Nitrocarburizing

Nitriding and nitrocarburizing are thermo-
chemical surface treatments by which nitrogen
or carbon and nitrogen are introduced into the
steel workpiece to produce hard and wear-resis-
tant surfaces. The case produced can be subdi-
vided into a compound layer consisting
predominantly of e and/or g0 (Fe4N) phases,
which is responsible for good tribological and
anticorrosion properties of the surface and a
diffusion zone where nitrogen or carbon and
nitrogen are dissolved interstitially in the fer-
ritic matrix, leading to improved fatigue
resistance.
Nitriding. As with gas carburizing, the more

high-alloy steels, for example, tool steels, show
a more complex behavior with internal nitrid-
ing. A more rigorous modeling approach must
be adopted to simulate these complex materials.
Nitriding of iron has been modeled successfully
by several research groups (Ref 21 to 23). More
recently, Larsson and Ågren (Ref 24) reported
simulations made using the dispersed model
and a comparison with experimental work for
high-vanadium steels. The compositions of the
alloys studied are given in Table 2. However,
to simplify the calculations, some minor ele-
ments that were present in the alloys were
excluded from the simulations. The elements
iron, carbon, chromium, molybdenum, tung-
sten, vanadium, and nitrogen were considered
in the calculations, as were those phases that
were identified experimentally, that is, ferrite,
the M(C,N) carbonitride, and the M6C carbide.
As with the work of Turpin et al., described

in the previous section on gas carburizing, Lars-
son and Ågren also emphasized the importance

of choosing good boundary conditions for their
simulations. However, the authors note that this
is a very complex issue for two reasons: The
dissociation rates of ammonia vary widely
(Ref 25), and there is usually an incubation
time before nitriding proceeds at a steady rate
(Ref 26). A constant nitrogen activity of 100
(reference state is N2 at 1 atm and ambient tem-
perature) was therefore chosen as the boundary
condition, and it was argued that this was a rea-
sonable assumption, because a constant surface-
activity boundary condition for nitrogen should
be a good description when the incubation time
has been reached. As for carbon, it was
acknowledged that some decarburization may
have occurred, but in the absence of oxygen,
the only possible reaction path is via the forma-
tion of methane, which is a very slow process
(Ref 25, 27). Thus, a zero flux-boundary condi-
tion was chosen for carbon.
Two different kinds of simulations were

made. The first kind, designated “Sim 1” in
the figures, was made using the dispersed
model, according to Engström et al. (Ref 9). A
second set of simulations was then made where
the MC initially present was assumed to be
inert. The reason why Larsson and Ågren
decided to run the second set of simulations is
illustrated in Fig. 6, which shows the calculated
carbon and nitrogen profiles as a function of
distance from the nitride surface compared with

experimental glow discharge optical emission
spectroscopy (GD-OES) data. It can be seen in
the profile from the first simulation that the car-
bon content in the nitrided zone is far too low
compared with the GD-OES profiles. However,
scanning electron microscopy (SEM)-backscat-
tered electron images also showed that the
M6C carbide had practically disappeared in
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Fig. 5 Evolution of the experimental and calculated carbon profiles of three samples of the Fe-13Cr-5Co-3Ni-2Mo-0.07C
grade, carburized in the same conditions during 23, 53, and 145 min at 955 �C (1750 �F). Source: Ref 19

Table 2 Composition of investigated alloys

Alloy

Composition, mass%

C Si Mn Cr Mo W Co V N Fe

1 2.4 0.4 0.3 4.2 2.9 4.0 12.1 9.8 0.1 bal
2 2.3 0.5 0.3 4.0 3.0 4.0 0.3 9.7 0.1 bal
3 2.1 0.5 0.3 3.9 3.0 3.9 0.3 9.8 0.1 bal
4 2.0 0.5 0.3 4.0 3.0 3.9 0.3 10.1 0.1 bal

Source: Ref 24

Fig. 6 Results from the simulation of nitriding and
comparison with experimental data obtained

by glow discharge optical emission spectroscopy (GD-
OES) analysis. Carbon and nitrogen profiles in mass
percent. Nitrided surface at origin of x-axis. Source:
Ref 24
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the near-surface zone. Therefore, to derive
bounds for the carbon and nitrogen profiles, it
was decided to perform simulations where the
MC initially present was assumed to be inert.
Results from this simulation are designated
“Sim 2.” The inert MC was taken into account
with regard to the labyrinth factor, which is
one of the parameters of the dispersed model
and the resulting profiles. This approach was
successful insofar as the GD-OES profiles are
bounded by the simulation profiles. However,
the nitriding depth—the case depth—came out
somewhat too large.
While the simulations did not show a full

quantitative agreement with the experimental
results due to equilibrium not being fully estab-
lished locally, the results obtained from the
simulations did agree qualitatively with the
experimental results, and an increased under-
standing of the process was gained. Larsson
and Ågren concluded by stating that an
improved fit with experimental data could have
been obtained by additional assumptions on the
state of the material, the labyrinth factor, and so
on, but at the time, this was deemed too ad hoc
to be of any value. Together with the work of
Turpin et al., described in the previous section,
these two examples illustrate the importance of
selecting boundary conditions and initial condi-
tions to represent the state of the real problem
being modeled.
Nitrocarburizing. Modeling the growth

kinetics of the compound layer during nitrocar-
burizing of iron is more complex than modeling
nitriding or carburizing alone, due to the com-
plexity of the microstructural evolution. During
nitrocarburizing of iron, the compound layer
formed is quite inhomogeneous in microstruc-
ture, for example, particles of cementite and/or
g0 phases are present in the e layer (Ref 28).
However, the e/g0 bilayer could also be
expected during nitrocarburizing if the applied
carbon activity is relatively low and the nitro-
gen activity is relatively high (Ref 29, 30).
Additionally, local equilibrium at the com-
pound-surface layer during gaseous nitrocarbur-
izing does not apply, while local equilibrium at
the interfaces in the compound layer appears to
be maintained, but the interface compositions
of phases in local equilibrium are time depen-
dent. Even so, Du et al. (Ref 31) assert that
modeling of nitrocarburization can be based
on solving multicomponent, multiphase diffuse
equations, provided that the surface conditions
are known and local equilibrium prevails at
the phase boundary.
For example, Du and Ågren (Ref 32) investi-

gated modeling the nitrocarburizing of iron for
the growth of e/g0 bilayers, comparing both an
analytical approach and a numerical approach.
For the numerical DICTRA simulations, the ther-
modynamic data for Fe-N and Fe-C-Nwere based
on Du (Ref 33). Diffusion data of nitrogen in the e
and g0 phases were based on an assessment by Du
and Ågren (Ref 34), and the diffusion data of car-
bon and nitrogen in the a phase were based on an
evaluation by Jönsson (Ref 35).

As part of the work, some simulations were
made to study the phase constitution of the
compound layer under different nitrogen and
carbon activities at the surface during the nitro-
carburizing process. Three simulations were
reported for aN = 800: aC = 0.2, 1.5, and 4.0,
respectively (reference state: C, graphite; N, 1
atm N2 gas) and assuming initially that the
compound layer is comprised only of e. The
diffusion paths calculated at 2 h are shown in
Fig. 7 for each surface condition.
The dashed line corresponding to aC = 0.2

cuts through the e+g0 two-phase region, which
means that g0 should actually be stable between
the e and a phases. The line for aC = 1.5 only
passes through the a+e two-phase region, indi-
cating that there are no solutions to the flux bal-
ance equations assuming e/g0-bilayer growth.
With aC = 4.0, the line cuts through the cement-
ite + e and a + cementite + e regions, and there-
fore, the compound layer is predicted to contain
the cementite phase.
Du et al. (Ref 31) identified that further

development of DICTRA was required to han-
dle phase transformations at a moving interface
across which two matrix phases are different.
This work predated the implementation of the
homogenization model into the software, which
addresses this point.

Gradient Sintering

Cemented carbides consist of hard WC
grains embedded in a more ductile binder
phase, usually rich in cobalt. Often, other
hard-phase grains are also present in the form
of carbides or carbonitrides with a cubic struc-
ture. A common application area for cemented
carbides, often in the form of tool inserts, is
the cutting of metal. To increase the lifetime
of the cemented carbide inserts during metal
working, the wear surfaces are usually coated
with a thin layer of a hard material, such as
TiC, TiN, or Al2O3, or with multilayers of such
hard materials. In the industrial production of
tool materials, these layers are usually grown
by chemical vapor deposition (CVD) at tem-
peratures of approximately 1000 �C (1830 �F).
Due to differences in thermal expansion coeffi-
cients between coating and insert, cracks are
formed in the coating during cooling after the
CVD. To prevent these cracks from propagat-
ing into the bulk and causing failure, a tough
surface zone is created prior to coating. This
zone is enriched in binder phase and depleted
in cubic carbides. One of the important issues
to understand is identifying the rate-controlling
step for the formation of this zone.
Ekroth et al. (Ref 36) performed some exper-

imental studies and computer simulations using
DICTRA to resolve a question related to identi-
fying the rate-controlling step for the formation
of this zone and also to begin development of a
model for the predictions of the influence on the
gradient zone, which would take into account
parameters such as the carbon and nitrogen
content in the material, sintering time,

temperature, atmosphere, grain size, type of
gamma phase, and insert geometry.
Prior to this study, Suzuki et al. (Ref 37) had

reported that if nitrogen-containing alloys are
sintered under denitriding conditions, the zone
thickness obeys a parabolic growth law, which
led to the hypothesis that outward nitrogen dif-
fusion in the liquid binder was the rate-
controlling step for zone formation. However,
cubic nitrides are thermodynamically very sta-
ble, and questions were asked as to whether
the denitrding effects alone were strong enough
to cause the formation of a nitride-free zone.
Schwarzkopf et al. (Ref 38) subsequently

suggested that the process is controlled by
inward titanium diffusion driven by the outward
gradient in nitrogen content. That is, as nitrogen
diffuses out from the material, the strong ther-
modynamic attraction between nitrogen and
titanium causes titanium to diffuse in the oppo-
site direction to regions of high nitrogen con-
tent, and thus, a surface layer depleted of both
titanium and nitrogen forms.
To investigate these hypotheses further,

Ekroth prepared some samples based on a mix-
ture of WC, (Ti,W)C, and Ti(C,N). The chemi-
cal composition of the sintered material was
6.85Co-5.8Ti-0.38N-6.35C-balW (amounts in
weight percent). The samples were heated in
two stages. The first heat treatment was a pre-
sintering with a dewaxing step, followed by
deoxidation before the actual sintering. The
controlled atmosphere was introduced at 50
mbar (0.7 psi) when the temperature reached
1350 �C (2460 �F). After reaching 1390 �C
(2530 �F) and a 15 min hold time, the furnace
was turned off. After presintering, the samples
had no visible binder gradient. After this, the
samples were reheated to 1450 �C (2640 �F)
for 2 h in a nitrogen-free atmosphere (contain-
ing mostly carbon monoxide and argon) to
develop a controlled binder-phase gradient.
The microstructure and phase volume fractions
were then studied using SEM and image

Fig. 7 Calculated diffusion path at 2 h under a fixed
nitrogen activity but different carbon activities

at the iron surface for 575 �C (1070 �F). Source: Ref 32
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analysis, and elemental profiles were obtained
using electron probe microanalysis (EPMA).
Simulationswere performedusing the dispersed

model described earlier. Thermodynamic data
were obtained from a database for nitrogen-
containing cemented carbides (Ref 39), with mod-
ifications for short-range order in the face-centered
cubic phase (Ref 36). In the absence of other data,
it was assumed that the elements cobalt, titanium,
tungsten, carbon, and nitrogen had the same
mobility in the liquid phase. The activation energy,
Q, was assumed to be 65,000 J�mol-1 (Ref 36), and
the frequency factor was chosen to be equal to
9.24 � 10�7 m2s�1.
A comparison between the experimental

determination of volume fractions and the sim-
ulation of mole fractions was made for the dif-
ferent phases. The fractions of the phases
present after sintering as a function of distance
were also compared with simulations, and these
were also found to be in good agreement with
the experimental data. Ekroth concluded that
the experimental and simulated data were in
sufficiently good agreement to indicate that dif-
fusion and the thermodynamic properties are
the two major factors that control the gradient
structure formation, as predicted by the diffu-
sion-local equilibrium hypothesis. Ekroth also
noted that the formation can be reasonably well
predicted without considering convective flow
and capillary forces. However, one noticeable
deviation of the experimental data from the pre-
dictions was that the experimental profile for
the solid binder was lower than the simulated
binder. This was attributed to the possible for-
mation of (Ti,W)(C,N) and WC during the
solidification of the liquid cobalt, resulting in
a lower amount of solid cobalt binder.

Welds

Diffusion in joints of dissimilar steels has
been the topic of a number of experimental

(Ref 40 to 42) and theoretical studies (Ref 43,
44) due to the numerous practical applications
in welding and joining. The microstructure
and alloy composition in the steels may change
as a result of the interdiffusion and influence
the mechanical properties, such as toughness
and creep strength of the joint. However, the
ability to predict weld microstructure is a com-
plex problem related to the interaction of phase
stability, multicomponent diffusion, steep tem-
perature gradients, and morphological instabil-
ities during rapid heating and cooling. In the
past two decades, computational thermody-
namic and kinetic models have been developed
to predict these interactions in a wide range of
alloys. For example, Helander and Ågren (Ref
45) simulated the diffusion of a typical joint
of a stainless steel and a low-alloy steel in a
temperature range between 600 and 1200 �C
(1110 and 2190 �F) and compared the calcu-
lated carbon concentration profiles with experi-
mental data at 650 �C (1200 �F).
Diffusion simulations were performed in the

temperature range between 600 and 1200 �C
(1110 and 2190 �F) for 10 h for two alloys
comprising 18Cr-10Ni-0.015C-balFe (stainless
steel) and 0.1Cr-0.1Ni-0.2C-balFe (low-alloy
steel). For the lower temperature range (600 to
850 �C, or 1110 to 1560 �F), a ferritic layer
was predicted to form in the low-alloy steel at
the interface between the steels, while the stain-
less steel was predicted to carburize with car-
bide precipitates forming in an austenite
matrix; that is, there is a change of the matrix
phase where the diffusion will occur at the
joint. Because the homogenization model was
not included in the software when these simula-
tions were made, a continuous matrix phase
was required to perform the calculations. For

this reason, the cell model was employed
whereby each “steel” was placed in a separate
cell where the cell interface is fixed and cannot
move. DICTRA then iterates until it finds
chemical potentials at the cell boundary for
which the flux balances are obeyed, and the
chemical potentials are then treated as ordinary
boundary conditions for the diffusion calcula-
tion in each cell. In presenting the results,
Helander and Ågren noted four distinct temper-
ature ranges that exhibited markedly different
microstructures.
The calculated carbon concentration profiles

for 1200, 1150, and 1100 �C (2190, 2100, and
2010 �F), where both steels are fully austenitic,
are given in Fig. 8. The discontinuity observed
at the original joint (where distance is given
as zero) is due to the difference in alloy content
of the two steels and the much slower diffusion
of substitutional alloy elements.
The calculated overall carbon profiles at

1050, 1000, 950, and 900 �C (1920, 1830,
1740, and 1650 �F), where carbides form in
the stainless steel close to the joint, are given
in Fig. 9. The fraction of M23C6 in the stainless
steel is plotted as a function of distance for
these temperatures in Fig. 10. The maximum
fraction of carbides is displaced further away
from the interface for the higher simulation
temperatures, and this is due to the increased
diffusion distances of the substitutional ele-
ments at the higher temperatures.
At 850 and 835 �C (1560 and 1535 �F), the

ferritic layer grows into the austenitic matrix
of the low-alloy steel due to decarburization.
In the stainless steel, the M7C3 carbide is
formed at the interface. Further away, where
the carbon content in the matrix is lower, the
M23C6 would precipitate from the austenitic

Fig. 8 Calculated concentration profile for carbon
after 10 h at 1200, 1150, and 1100 �C (2190,

2100, and 2010 �F). Source: Ref 45

Fig. 9 Calculated concentration profile obtained for carbon after 10 h at 1050, 1000, 950, and 900 �C (1920, 1830,
1740, and 1650 �F). Source: Ref 45
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phase. Figure 11 shows the mole fraction as a
function of distance of M7C3 and M23C6 in
the stainless steel for these two temperatures
after 10 hours.
A similar plot is given in Fig. 12 for 725,

700, 650, and 600 �C (1340, 1290, 1200, and
1110 �F). In this temperature range, the low-
alloy steel is a mixture of cementite and fer-
rite, while the stainless steel is predicted to
contain ferrite, austenite, M23C6, and sigma
in the lower part of the temperature range.
To simplify the calculations at these tempera-
tures, Helander and Ågren decided to ignore
the sigma phase, because it was just a few per-
cent, based on equilibrium calculations, and
the ferrite phase was omitted from the calcula-
tions on the stainless steel side because the
formation of this phase would be very slug-
gish at these low temperatures. As shown in
Fig. 12, the high diffusivity of carbon in fer-
rite compared to austenite results in very high
carbon concentrations in the stainless steel at
the interface. Also, the M7C3 carbide forms
at the interface, with the M23C6 carbide form-
ing further away. Comparison of the experi-
mental data to the simulations shows that the
measured width of the ferritic layer for a dif-
fusion couple produced in this temperature
range is 530 mm compared with a predicted
value of 560 mm. In the stainless steel, the car-
burized layer had a measured width of 100 mm
compared with a calculated value of 70 mm.
This discrepancy corresponds to an uncer-
tainty in the carbon diffusivity of a factor of
2, which is within the accuracy reported by
Jönsson (Ref 46) in his assessment.
The authors concluded that the results of

the simulations were in general agreement
with practical experience and noted that such
simulations are used by Sandvik Steel AB
for optimizing the heat treatment of composite
tubes.

Coatings

Commercial nickel-base superalloys have been
developed with compositions and heat treatments
to optimize high-temperature strength as well as
resistance against creep, fatigue, oxidation, and
hot corrosion. However, although nickel-base
superalloys have excellent strength and creep
resistance, they normally require protective coat-
ings (i.e., oxidation resistance or thermal barrier
coatings with bond coats) to meet the high-tem-
perature demand of higher-performance turbine
engines (Ref 47). The MCrAlY-type coatings
are one such example.
The lifetime of the MCrAlY-type coating

depends on the availability of aluminum and
chromium that form protective oxides at the
outer surface. In both MCrAlY and NiAl-base
coatings, the aluminum-rich b phase serves as
an aluminum reservoir for the formation of con-
tinuous, stable, and protective Al2O3 scale (Ref
47–53). During high-temperature exposure, the
aluminum-rich b phase dissolves through
depletion of aluminum from the coating, which
occurs by two mechanisms:

� Loss of aluminum by interdiffusion toward
the surface of the coating to form Al2O3

� Compositional differences between the coat-
ing and the superalloy, leading to signific-
ant loss of the active elements through
interdiffusion

Several studies have shown that the interdiffusion
between the coating and the superalloy substrate
may contribute more to the overall aluminum
depletion (Ref 54–65) than the aluminum deple-
tion caused by oxidation does, although repeated
spallation of the Al2O3 scale may accelerate the
loss caused by oxidation. In general, when the alu-
minum concentration in the coating falls below
approximately 10 at.%, after complete dissolution

of the phase, these coatings can no longer main-
tain the continuity of the scales and are considered
no longer effective.
It has been postulated that the lifetime of the

coatings, defined by depletion of aluminum, may
be enhanced by controlling the interdiffusion
fluxes of individual components, particularly for
aluminum. Therefore, while a coating may be
selected/designed for environmental degradation
resistance, and a superalloy can be selected/devel-
oped based on strength and creep and fatigue
resistances, a system selection/development
should be optimized to control the interdiffusion
fluxes of diffusing components, so that aluminum
interdiffusion flux across the coating/superalloy
interface is minimized.
With this aim in mind, Perez et al. (Ref 66)

experimentally studied diffusion couples con-
sisting of single-phase B2 b-NiAl with various
commercial superalloys and then determined
the concentration profiles in the single-phase
b-NiAl side of the couple using EPMA.
Diffusion couples were prepared from hot

extruded b-NiAl and several commercial superal-
loys. The average chemical compositions of the
superalloys were measured using EPMA, and
values for the trace elements (which fall below
the detection limits for EPMA) were based on
values from the literature. The b-NiAl used for
all the diffusion couples was of near-stoichiomet-
ric composition. The diffusion couples were
annealed isothermally at 1050 �C (1920 �F) for
96 h and then cooled by quenching with water.
Microstructural analysis of the diffusion couples
was then carried out by backscatter electron imag-
ing, and the concentration profiles within the dif-
fusion couples were determined using EPMA.
Engström et al. (Ref 67) subsequently

simulated some of these diffusion couples using
the homogenization model. Thermodynamic
data were taken from the TCNi1 (Ref 68–70)
thermodynamic database for nickel-base

Fig. 10 Calculated mole fractions of M23C6 carbide
formed after 10 h at 1050, 1000, 950, and

900 �C (1920, 1830, 1740, and 1650 �F). Source: Ref 45

Fig. 11 Calculated mole fractions of carbides formed
after 10 h at 850 and 835 �C (1560 and

1535 �F). Source: Ref 45

Fig. 12 Calculated mole fractions of carbides formed
after 10 h at 725, 700, 650, and 600 �C

(1340, 1290, 1200, and 1110 �F). The first peak at each
temperature represents the mole fraction of M7C3. The
second peak shows the fraction of M23C6. Source: Ref 45

Simulation of Diffusion in Surface and Interface Reactions / 593

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



superalloys. Although this database contains
only seven elements (nickel, aluminum, chro-
mium, cobalt, rhenium, titanium, tungsten),
and larger databases were available for use with
Thermo-Calc and DICTRA, it was necessary to
use this database because it was the only one
that used an order-disorder description to model
both the body-centered cubic (bcc)_B2 (NiAl,
B2) and face-centered cubic (fcc)_L12 (Ni3Al,
g0) phases. (See the phase diagram for nickel-
aluminum in Fig. 13.) Vacancies are included
in the description of the bcc_B2 phase, and it
is important to simulate the concentration
dependence of diffusion of vacancies, because
chemical ordering creates structural vacancies.
Mobility data were taken from MOBNi1 (Ref

72), a mobility database for nickel-base super-
alloys, which contains assessed mobility data
for the disordered fcc_A1 (g) and liquid phases.
This was extended to add some descriptions for
the mobilities in the bcc_B2 and fcc_L12
ordered phases.
Chemical ordering is handled in the mobility

databases by using a phenomenological model
suggested by Helander and Ågren (Ref 73).
Data for the bcc_B2 and fcc_L12 phases for
Ni-Al-Cr were taken from Campbell (Ref 74),
and preliminary descriptions were used for the
remaining elements, that is, cobalt, titanium,
and tungsten. It was assumed that cobalt
behaved as nickel, and that titanium and tung-
sten have the same contribution for ordering
as chromium.
Simulations were made for two alloys:

GTD111 and IN939. Compositions are given
in Table 3. Carbon, molybdenum, and tantalum
were excluded from the calculations because
these are not included in the TCNi1 database,
and the amounts of these elements were left as
balance of nickel.
Simulated concentration profiles are shown

for aluminum and nickel compared with exper-
imental data for GTD111 in Fig. 14 and IN939
in Fig. 15. As can be seen from the figures,
even with the simplifications of treating just a
few of the major elements in the nickel superal-
loy, and making some simplified assumptions
regarding the mobilities of some of these ele-
ments in the ordered phases, it is possible to
reproduce reasonably well the trends in the
experimental data. Work is continuing to
improve the data for these ordered phases.
Although not compared with the experimen-

tal data of Perez et al., it was predicted that
phase fractions can be plotted as a function of
distance (relative to the interface of the coating
and the nickel superalloy being zero), and these
are shown in Fig. 16 for GTD111 and Fig. 17
for IN939. These figures show the growth of
the bcc_B2 phase into the alloy and the forma-
tion of the zone enriched in g0 (fcc_L12).
Similar comparisons reported previously by

Dahl et al. (Ref 75) using the dispersed model
indicated that such predictions can qualitatively
predict the interface behavior in terms of correct
trends in both the composition profiles and phase
fraction diagrams. Dahl et al. found the fit to

experimentally measured layer widths to be quite
good, even in this case without any diffusion data
for the fcc_L12 phase. It was postulated that the
reason for the surprisingly good agreement is that
diffusion in the ordered phase is very slow com-
pared with the disordered fcc_Al (g) phase and

therefore works as an effective block for diffusion
in both the actual microstructure and in simula-
tions where it was treated as a “diffusion = none”
phase.
Both Engström and Dahl used DICTRA for

their simulations, which restricts the

Fig. 13 Calculated phase diagram for aluminum-nickel using Thermo-Calc and TCNi1. Source: Ref 71

Table 3 Composition of GTD111 and IN939

Composition, at.%

Alloy Ni Al C Co Cr Mo Ta Ti W

GTD111 bal 6.9 0.48 9.5 16.5 0.97 0.89 6.24 0.97
IN939 bal 4.45 0.71 18.6 25.3 0.43 0.37 4.07 0.51

Source: Ref 66, 67

Fig. 14 Calculated mole fractions of aluminum and nickel for alloy GTD111 compared with experimental data of
Perez et al. (Ref 66) as a function of distance. Position zero is the interface between the coating and

substrate. Source: Ref 67
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simulations to those of one dimension. Wu et
al. (Ref 76) have also investigated the forma-
tion of microstructures in g+b/g diffusion cou-
ples made of Ni-Cr-Al alloys in two

dimensions using a phase-field model. In this
work, the authors systematically looked at the
effect of g-alloy composition on the interdiffu-
sion microstructure and simulated the

precipitate morphology, evolution, dissolution
of the g+b regions, and diffusion paths to com-
pare with experimental data.
Thermodynamic data were taken from the ref-

erence of Huang and Chang (Ref 77), and kinetic
mobility data for the g phase was obtained from
Engström and Ågren (Ref 18). Data were evalu-
ated for the b phase based on data by Hopfe
et al. (Ref 78). The phase-field equations were
solved with an explicit numerical method for
two dimensions using periodic boundary condi-
tions and a mesh size of 256 � 1024.
Simulations for six g+b/g diffusion couples

were made, which corresponded to experimen-
tal studies performed by Nesbitt and Heckel
(Ref 79). The initial average composition of
the g+b alloy was the same for all simulations
where the mole fraction of chromium was
0.126 and the mole fraction for aluminum was
0.242, which is close to those of the experimen-
tal study.
The evolution of precipitate morphology dur-

ing interdiffusion of g+b/g diffusion couples
was simulated. b was calculated to have a vol-
ume fraction of 0.53, and g, initially modeled
in the two-phase region as randomly distributed
circular particles, was calculated to have a
diameter of 60 mm (compared with experimen-
tal values of 64 mm) and a Gaussian size distri-
bution. The calculations suggest that the
microstructure quickly evolves into a highly
connected structure that somewhat resembles
the experimental microstructures. However,
the microstructure coarsens at an unrealistic
rate due to the large surface tension for the
g/b interface required for the current phase-field
method at this length scale. Also, the simula-
tions were found to overpredict the recession
in every case. This was explained by Wu et
al. as being due to the thermodynamic data of
Huang and Chang, which predicts the phase
boundary between the g+b and b regions to be
several percent richer in aluminum than that
predicted by other databases and experimental
data. As a result, the fraction of b phase in the
simulation was less than that measured
experimentally.

Oxidation

A very recent addition to the functionality of
the DICTRA software package has been the
introduction of models to support the simula-
tion of diffusion in oxides and other ionic-type
systems. The motivation to develop such an
approach is to enable, for example, predicting
the oxidation of steels and the influence of
alloying elements on the oxidation rate and also
to investigate the degradation of coatings on
nickel-base superalloys within the CALPHAD-
type framework.
Oxidation occurs by diffusion of cations and

anions through one or more oxide scales. This
is a complex process to model at the level of
the basic thermodynamics and kinetic simula-
tions, because both mass conservation and
charge balance must be considered during the

Fig. 15 Calculated mole fractions of aluminum and nickel for alloy IN939 compared with experimental data of
Perez et al. (Ref 66) as a function of distance. Position zero is the interface between the coating and

substrate. Source: Ref 67

Fig. 16 Calculated mole fractions of B2, g, s, and g’ phase for alloy GTD111. Position zero is the interface between
the coating and substrate. Source: Ref 67
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numerical simulation. New models introduced
into DICTRA Version 25 and onward can now
treat diffusion in basically any oxide, provided
that there are diffusion data available and that
the necessary thermodynamic data and mobility
data have been assessed. The first system
assessed has been the important iron-oxygen
system, and this work was performed by Hall-
ström et al. (Ref 80).
The iron-oxygen system was chosen for its

industrial importance and also because the nec-
essary thermodynamic data for modeling the
metal oxide system are available and well
established. The iron-oxygen system contains
three oxides: wustite, hematite, and magnetite.
The thermodynamic data are based on an eval-

uation by Sundman (Ref 81) for the iron-oxygen
system. Mobility data for the wustite phase are
based on tracer diffusion data from Chen and
Peterson (Ref 82); the derived chemical diffusion
coefficient agrees within a factor of 2 compared
with measured values reported by Millot and
Berthon (Ref 83). Mobility data for magnetite
were based on an assessment of tracer diffusion
data measured by Dieckmann and Schmalzried
(Ref 84), Peterson et al. (Ref 85), Aggarwal and
Dieckmann (Ref 86), and Becker et al. (Ref 87).

Mobility data for hematite were based on the data
of Atkinson and Taylor (Ref 88), Hoshino and
Peterson (Ref 89), and Amami et al. (Ref 90).
Figure 18 shows a comparison of the calculated
diffusivity for magnetite compared with experi-
mentally measured values based on the optimized
mobilities for this phase.
The mobility database for iron oxides con-

tains fully assessed kinetic data for cation diffu-
sion in all three oxides. However, the oxidation
of iron does not only involve diffusion of
cations. Looking at cross sections of oxidized
iron, it is apparent that diffusion of oxygen
must also play an important role since the oxi-
des also grow inward. This can only be accom-
plished by oxygen diffusion through the oxides.
At the time this work was reported however,
oxygen diffusion through the oxides (and
subsequent inward growth of the oxides) had
not been considered. Also, at the temperatures
of interest for these materials, grain boundaries
and other fast diffusion paths may also play
important roles in the oxidation process and
must be taken into account. At the time of
writing this article, such a model is under
development but has not yet been implemented
into the programming code.

However, it is possible to account for these
effects in a simplified manner by multiplying
the diffusivities in the various phases by arbi-
trary user-defined functions. For example, one
way to take grain-boundary diffusion into
account is by assigning the grain boundaries a
certain width and a fraction of the total volume
(e.g., from the approximation fgb = d/D, where
d is the grain-boundary width, and D is the
average grain size). From this, the effective dif-
fusion coefficient can be calculated as a
weighted sum of the various contributions,
provided that the grain-boundary mobility is
known. The grain-boundary width can be
approximated to 5 Å, and experimental results
from Pujilaksono (Ref 91) have been used to
estimate the necessary parameters. If the aver-
age grain size of magnetite is approximately 3
mm and that of hematite is 0.1 mm, the grain-
boundary fractions become 1.7 � 10-4 and 5
� 10-3, respectively. By making some estimate
of the activation energy of grain-boundary dif-
fusion relative to the activation energy for bulk
diffusion, it is possible to relate some effective
mobility to the evaluated bulk mobility and use
that effective value to make some simulations.
As an example, simulation conditions compara-

ble to the experiments reported by Pujilaksono for
an oxygen partial pressure of 0.05 atm (0.7 psi) at
600 �C (1110 �F) for 24 h were used as the basis
for a prediction of oxide growth. Using an activa-
tion energy for grain-boundary diffusion of half
the value for bulk diffusion resulted in predicted
thicknesses of hematite, magnetite, and wustite
that are approximately 0.2, 2.7, and 46 mm,
respectively. The experimental thicknesses vary
with location on the sample but are typically 2,
11, and 21 mm, respectively. While these predic-
tions are of approximately the same order of mag-
nitude, changing the activation energy for grain-
boundary diffusion to one-third that of bulk diffu-
sion resulted in the growth curves shown in Fig.
19 and predicted thicknesses of 2, 11, and 45
mm, respectively, at the end of the simulation, that
is,much closer to the experimental values. Further
work is needed to develop this model, but this is
one example of a relatively new development in
the area of diffusion-based simulations that could
lead to future improvements in alloy design and
understanding of the oxidation process.

REFERENCES

1. Z.-K. Liu, A Materials Research Paradigm
Driven by Computation, JOM, Vol 61
(No. 10), 2009

2. L. Kaufman and H. Bernstein, Computer
Calculation of Phase Diagram, Academic
Press Inc., New York, 1970

3. Z. Chen et al., “Precipitation Simulation in
Multicomponent Ni-Based Alloys,” AERO-
MAT 2009 Conference (Dayton, OH)

4. K. Thornton, J. Agren, and P.W. Voorhees,
Modelling the Evolution of PhaseBoundaries
in Solids at theMeso- and Nano- Scales, Acta
Mater., Vol 51, 2003, p 5675–5710

Fig. 17 Calculated mole fractions of B2, g, s, and g’ phase for alloy IN939. Position zero is the interface between
the coating and substrate. Source: Ref 67

596 / Simulation of Heat Treatment Processes

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



5. J.W. Gibbs, The Collected Works of J.
Willard Gibbs, Oxford University Press,
Oxford, 1948

6. A. Borgenstam et al., DICTRA, A Tool for
Simulation of Diffusional Transformations
in Alloys, J. Phase Equilibria, Vol 21,
2000, p 269–280

7. J.O. Andersson et al., Thermo-Calc and DIC-
TRA,Computational Tools forMaterials Sci-
ence, CALPHAD, Vol 26, 2002, p 273–312
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Fig. 18 Comparison of the calculated diffusivity for magnetite compared with experimentally measured values based on the optimized mobilities for this phase. Source: Ref 80
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lation of Multicomponent Diffusion in
Joints of Dissimilar Steels, Metall. Trans.
A, Vol 28, 1997, p 303–308

46. B. Jönsson, Z. Metallkd., Vol 85, 1994,
p 502–509

47. K. Hunecke, Jet Engines, Motorbooks Int.,
1997, 6th print, 2003

48. C.T. Simms, N.S. Stoloff, and W.C. Hagel,
Superalloys II, John Wiley and Sons, 1987

49. M.J. Donachie and S.J. Donachie, Superal-
loys: A Technical Guide, 2nd ed., ASM
International, 2002

50. J.A. Nesbitt and R.W. Heckel, Modeling
Degradation and Failure of Ni-Cr-Al Over-
lay Coatings, Thin Solid Films, Vol 119,
1984, p 281–290

51. J.A. Nesbitt et al., Diffusional Transport
and Predicting Oxidation Failure during
Cyclic Oxidation of b-NiAl Alloys, Mater.
Sci. Eng. A, Vol 153, 1992, p 561–566

52. J.A. Nesbitt and R.W. Heckel, Diffusional
Transport during the Cyclic Oxidation of
g + b, Ni-Cr-Al (Y,Zr) Alloys, Oxid.
Met., Vol 29, 1988, p 75–102

53. N.S. Cheruvu, K.S. Chan, and G.R. Lever-
ant, Coating Life Prediction for Combus-
tion Turbine Blades, International Gas
Turbine and Aeroengine Congress and
Exhibition, June 2–5, 1998 (Stockholm,
Sweden), Vol 98-GT-478

54. E.Y. Lee et al., Modeling the Microstruc-
tual Evolution and Degradation of M-Cr-
Al-Y Coatings during High Temperature
Oxidation, Surf. Coat. Technol., Vol 32,
1987, p 19–39

55. M.S. Thompson and J.E. Morral, Kinetics
of Coatings/Substrate Interdiffusion in
Multicomponent System, Proc. High Tem-
perature Coatings, M. Khobaib and R.C.
Krutenat, Ed., Metallurgical Soc., 1986,
p 55–66

56. K.L. Luthra and M.R. Jackson, Coating/
Substrate Interactions at High Temperature,
Proc. Symp. High Temperature Coatings,
M. Khobaib and R.C. Krutenat, Ed., Metal-
lurgical Soc., 1986, p 85–100

57. J.E. Morral, Interdiffusion and Coating
Design, Surf. Coat. Technol., Vol 43/44,
1990, p 371–380

58. M.J. Fleetwood, Influence of Nickel-Base
Alloy Composition on the Behavior of Pro-
tective Aluminide Coatings, J. Inst. Met.,
Vol 98, 1970, p 1–7

59. M.A. Dayananda, Multicomponent Diffu-
sion Studies in Selected High Temperature
Alloy Systems, Mater. Sci. Eng. A, Vol
121, 1989, p 351–359

60. C.W. Yeung et al., Interdiffusion in High
Temperature Two Phase Ni-Cr-Al Coating
Alloys, Mater. Sci. Forum, Vol 163–165,
1994, p 189–194

61. J.E. Morral and R.H. Barkalow, Analysis
of Coatings/Substrate Interdiffusion with
Normalized Distance and Time, Scr.
Metall., Vol 16, 1982, p 593–594

62. K.A. Ellison, J.A. Daleo, and D.H. Boone,
Interdiffusion Behavior in NiCoCrAlYRe-
Coated IN-738 at 940 C and 1050 C,
Superalloys 2000, Proc. Ninth Int. Symp.
Superalloys, T.M. Pollock et al., Ed., Sept
17–21, 2000 (Seven Springs, PA), p 649

63. B. Wang et al., Interdiffusion Behavior of
Ni-Cr-Al-Y Coatings Deposited by Arc-
Ion Plating, Oxid. Met., Vol 56, 2001,
p 1–13

64. B. Wang et al., The Behavior of MCrAlY
Coatings on Ni3Al Base Superalloy, Mater.
Sci. Eng. A, Vol 357, 2003, p 39–44

65. B. Gleeson, E. Basuki, and A. Crosky,
Interdiffusion Behavior of an Aluminide
Coated Nickel-Base Alloy at 1150 C, Ele-
vated High Temperature Coatings: Science
and Technology IV, N.B. Dahotre, J.M.
Hampikian, and J.E. Morral, Ed., TMS,
2001, p 119–132

66. E. Perez, T. Patterson, and Y. Sohn, Inter-
diffusion Analysis for NiAl versus Superal-
loys Diffusion Couples, J. Phase Equilibria
Diff., Vol 27, 2006, p 659–664

67. A. Engström et al., “Simulation of Interdif-
fusion Kinetics in Ni-Base Superalloy/
NiAl-Coating Systems,” AEROMAT 2009
(Dayton, OH), 2009

68. Thermodynamic Database for Ni-Based
Superalloys, TCNi1, Thermo-Calc Soft-
ware AB

69. I. Ansara, N. Dupin, and H.L. Lukas,
J. Alloy Compd., Vol 247, 1997, p 20–30

70. N. Dupin and B. Sundman, Scand.
J. Metall., Proceedings of the Discussion
Meeting on Thermodynamics of Alloys
(Stockholm), Vol TOFA2000

71. I. Ansara, “Al-Ni Phase Diagram,” ASM
Alloy Phase Diagrams Center, ASM Inter-
national, 1997

72. Mobility Database for Ni-Based Superal-
loys, MOBNi1, Thermo-Calc Software
AB, Stockholm, Sweden

598 / Simulation of Heat Treatment Processes

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



73. T. Helander and J. Ågren, A Phenomeno-
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Solid Modeling
Stephen M. Samuel, Design Visionaries Inc.

ALL DESIGN STARTS IN THE IMAGINA-
TION of a person with a need. If water needs to
be transported from one place to another, a
bridge needs to be constructed, or portable
music is desired, there is a great design waiting
to be discovered. The design process begins as
soon as a capable person says there should be
a product. Should that product have any type
of physical manifestation, such as sheet metal
panels, a molded composite housing, or even a
wooden frame, the design becomes complex
enough that a modern computer-aided design
(CAD) system can help. The more complex
the design, the more advantageous a CAD sys-
tem becomes. For the design of a large jet
engine with hundreds of thousands of separate
components, a CAD system is an absolute
necessity. Although it is possible to create a
fantastic jet engine using little more than slide
rules and drafting tables, high-end CAD is
essential to be competitive in an extremely
sophisticated market place. For the design of a
wooden chair, although not as important, the
CAD system still delivers huge benefits to the
designer or engineer who is proficient with a
high-end CAD tool. Solid modeling is the term
that describes three-dimensional (3-D) geomet-
ric models that are produced with a CAD tool.
Product definition data is the term used to
describe not only the 3-D geometry but every-
thing else that goes along with a product defini-
tion, such as material properties, color, and
manufacturing processes.
In the most ideal case, perhaps sometime in the

future, there will be a CAD system that somehow
works on brain waves and renders a design to fit
the desired application. The design will be perfect
in every conceivable way and will automatically
translate into the instructions to run the most
sophisticated manufacturing tools. The proverbial
button will be pressed, and the fully functioning
device or product will emerge. The evolution of
CAD systems is a consistent march to that lofty
goal. However, as of this writing (2010), CAD
systems and solid modeling must be driven using
computer keyboards and mice, valuator devices,
and myriads of commands and menus. Several
sources of solid modeling systems are given in
Table 1. The most powerful CAD systems must
be studied for quite some time for users to attain
an expert level.

Those that use CAD to a professional level
and are involved in the design process across
many industries have converged on certain
agreed-upon terms. Mechanical CAD is
MCAD; the term is necessary to differentiate
it from electrical CAD, or ECAD, which is used
to lay out circuit boards. Solid modeling is the
act of creating 3-D models of various
components and systems, as opposed to two-
dimensional (2-D) layout work. An assembly
is a collection of those components. A compo-
nent is built up of certain entities whose termi-
nology varies a bit among the various CAD
systems that populate the marketplace. Most
CAD systems offer some way of creating basic
geometric building blocks in 3-D space, called
primitives. These are the cube, sphere, cone,
cylinder, and so on. Another category of enti-
ties is 3-D but volumeless. These are called
sheets or surfaces. A user can create flat sur-
faces, cylindrical surfaces, airfoil-like surfaces,
and many others that are discussed later. Other
important entities are curves, such as lines, arcs,
and splines. In addition, there are conics, text
entities, planes, axes, and coordinate systems.
A user can also create helixes, parabolas,
hyperbolas, and any other function curve that
can be described mathematically.
When a good solid model is created to repre-

sent a part, there are a huge number of func-
tions that it will support. One can determine
the weight, verify its fit into an assembly, create
2-D drawings for it, or machine cutter paths.
One can animate the solid model as it is driven
kinematically along a predetermined path, and
the various views of it, with shading and reflec-
tions in perspective, are illustrated.

Solid Modeling

One of the most important principles of solid
modeling is the concept of the closed and unified
volume. A solid model is only a solid model when
there is a fully closed volume of surface entities
that have the extra information of which side of
the surface is inside or outside, those surfaces
are unified, and they have an assigned density.
For example, one may place six square surfaces
together, such that the shape formed is a perfect
cube, but if the surfaces are not unified or asso-
ciated with each other, they do not form a solid.
Figure 1 shows two sets of surfaces arranged in
cubes. When a hole is drilled in the one that is
not a solid, it opens up to the interior; when the
same hole is drilled into the solid, new surfaces
are created to represent the material inside.
The modern designer must be able to quickly

operate on these entities—trimming, scaling,
copying, and moving them, if desired. When nec-
essary, solids can be added and subtracted from
each other to form more complex solid models.
For example, when one subtracts a small cylinder
from a larger cylinder, a ring results, as shown in
Fig. 2. Similarly, if the two shapes are added, a
wheel with an axle is produced.

Fundamental Approaches

The essence of solid modeling can be cap-
tured by two basic analogies. One may start
with a block of material and keep whittling
away at it, similar to a marble sculptor, or one
may begin with a small solid and keep adding
to it, similar to a clay sculptor. A combination
of both may also be used. For example, one

Table 1 Typical solid modeling software

Software Provider Website(a)

NX/Unigraphics Siemens PLM Software http://www.plm.automation.siemens.com/en_us/products/nx/
Pro/Engineer Parametric Technology Corporation http://www.ptc.com/products/proengineer/
SolidWorks Dassault Systems http://www.solidworks.com/
Catia Dassault Systems http://www.3ds.com/products/catia
Inventor Autodesk, Inc. http://usa.autodesk.com/
Rhino McNeel North America http://www.rhino3d.com/
Alias Autodesk, Inc. http://usa.autodesk.com/adsk/servlet/pc/index?

id=14437167&siteID=123112

(a) Accessed April 2010

ASM Handbook, Volume 22B, Metals Process Simulation

D.U. Furrer and S.L. Semiatin, editors

Copyright # 2010, ASM International®

All rights reserved.

www.asminternational.org
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may start with a block, as shown in Fig. 3, make
angled cuts on all the sides, scoop out the center,
add small cylinders at each corner, and smooth
out the corners to make a serving tray.
On a higher level, solids can be created using

sketch entities. The sketch entity is usually a
collection of lines, arcs, splines, points, dimen-
sions, and constraints that are strung together to
create a profile. In many cases, it is a closed
loop (Fig. 4). After a sketch is created, it can
be extruded along some axis, revolved about
an axis, or driven along some other curve or
set of curves. In the case of an extrusion, this
usually forms a solid with capped ends; in the
case of a revolve, this usually results in a solid
that emulates a turning operation; and in the
case of a sketch driven along some path, this
usually results in a solid that is the equivalent
of a piece of material that has been drawn and
then formed (Fig. 5, 6).
Simulating Manufacturing Operations. It

is easy to understand solid modeling if one
thinks about a host of operations that can be
done in the manufacturing field. For example,
to smooth out the sharp edges on a flat, square
piece of wood, one could use a router or a piece
of sandpaper. In many CAD systems, this is
called an edge blend, as shown in Fig. 7. In
most cases, the same entity covers exterior
blending as well as interior, as shown in Fig. 8.
A similar way to envision the fillet is rolling

a ball against two surfaces and creating a sur-
face of circular cross section everywhere the
ball touches, as shown in Fig. 9. An entity sim-
ilar to the fillet is the chamfer (Fig. 10).
Parametric Approach. Many solid model-

ing CAD programs follow a parametric,
features-based paradigm. That is, models are
created by adding many features together in a
sequential format that are driven by parameters.
For example, one can create a model of a beer
mug, starting with a cylinder that is 8 in. high
and 4 in. in diameter, as shown in Fig. 11.
The cylinder is the feature, and the dimensions
are the parameters. Next, one performs a hol-
low or shell operation so that the cylinder has
room for the beer. The shell command specifies
the wall thickness at 0.5 in. Then, a handle is
added, using a sketch and a sweep command.
The list of operations is then cylinder, hollow,
sketch, sweep, and add. The list of operations
is called the constructive solid geometry

(CSG) tree. It is the backbone of feature-based
parametric modeling. Along with the CSG tree,
there is a database of every numerical value
that was entered as the geometry is created.
The beauty and power of the feature-based
parametric paradigm is that any time a design
change is required, all one has to do is change
one of the underlying parameters in the data-
base, and the entire model is recreated. In the
case of the beer mug, when one wants a larger
mug, the parameter that captures the original
8 in. height is changed form 8 to 12 in. All
the other features then update. Figure 11 illus-
trates every step of the example.
In many CAD systems, modeling is greatly

facilitated by using constrained sketches. They

provide the user with the ability to truly capture
design intent from a 2-D perspective at first,
then 3-D later. The entity is created on a default
flat plane, or datum plane, and used in
subsequent operations to create 3-D geometry.
A sketch captures the design intent by allowing
a user to dimension and or constrain the various
entities that make up the sketch. Each dimen-
sion of each sketch shows up in the database
as a parameter that controls the 2-D shape in
the same way parameters control solid features.
When the shape of the sketch must be changed,
one may access the dimensions, and the entire
shape updates. The true power of the sketch is
its capability to capture more than just the
dimensions. For example, to create a model of

Fig. 2 Boolean operations are used to create complex shapes by subtracting or adding simple shapes

Fig. 3 A final model is created through a sequence of add-and-subtract operations

Fig. 1 Solids as opposed to surfaced models. The
distinction between a set of surfaces and a

unified solid is shown

Fig. 4 Two-dimensional sketch consisting of a dimensioned closed loop
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a window with the height 1.618 times the width
(the golden rectangle relationship), one may
easily enter that mathematical relationship into
the database. The beauty of this capability is
that it allows one to iterate on the width of the
window and have the height automatically
update for any width. It is the automatic nature
of constraints and dimensions that provides the
greatest ease when creating a sketch and
subsequent model. To illustrate the point fur-
ther, consider the two simple shapes in Fig.
12. The one on the left is dimensioned as
shown, with the inner profile dimensioned from
the left side. Due to the numerical values, the
overall width being 60, the width of the win-
dow being 30, and the distance from the left
side being 15, the widow is centered. The con-
tour on the right has a centering rule for the
spacing of the window. When a design change
is made where the overall width is made larger,
the shape on the left does not update properly,
as shown in Fig. 13. Therefore, the sketch on
the right captures the true design intent. The
sketch on the left does not.
In addition to sketches that capture design

intent, modern solid modeling is augmented
by smart features such as holes, bosses, pads,
pockets, ribs, and many more. What makes a
smart feature smart is its capability to capture
not just the geometry that was intended when
it was first created but the true design intent
of its creation. For example, the hole in the
solid shown in Fig. 14 is intended to have a
depth of half the thickness of the block that it
is drilled into. When the block thickness is
changed, the hole depth automatically updates
to half the new thickness. Other smart features
are the boss, pad, keyhole, threaded hole, and
groove, to name a few (Fig. 15).
Reference Entities. The creation of complex

solid models with challenging geometry often
requires the use of reference entities, such as
datum coordinate systems, planes, axes, and
datum points. These help to position other enti-
ties, such as sketches, curves, and so on. Mod-
ern CAD systems allow the creation of these
entities in almost every conceivable way.

Fig. 5 Revolve and extrude operations. Extruding a two-dimensioned closed loop along an axis or rotating it about an
axis defines very different solids

Fig. 6 Sweeping along a guide. A solid created by
extrusion along a curved path

Fig. 7 A blend exterior. The edge blend in a computer-aided design system is analogous to sanding or routing a slab.
In most cases, the same entity covers exterior blending as well as interior, as shown in Fig. 8

Fig. 8 A blend interior. A simple angular piece is evolved into a more realistic structural angle

Fig. 9 Rolling ball fillet. A method of creating fillets. (a) A cylindrical solid is attached to a block. (b) A fillet is created
by using a rolling ball. (c) Finished form; lines indicate points of contact between ball and surfaces
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For example, a datum plane can be created in
the following ways: offset from a face, through
three points, through two nonparallel axes,
through one point and an axis, tangent to a
cylindrical face, and many others. Parametric
datum planes update automatically and serve
as the backbone for many complex models.
For example, a propeller model is created by
creating a series of datum planes through a cyl-
inder, then using the last datum plane in the
series to create a propeller blade. The pitch of
the blade is controlled by the angle of the

datum plane. Each entity is necessary for the
creation of the next (Fig. 16).
Datum curves are created in 3-D space to

serve as the skeleton for all sorts of geometry.
Figure 17 shows the creation of a curved mesh
surface that is created from a series of curves.
Datum points can be placed anywhere in 3-D

space, in almost any conceivable way. The
points generally support the creation of other
3-D geometry. For example, points can be
distributed on a surface to serve as the locations
to make blister features (Fig. 18).

Along with datum axes, planes, points, and
curves, most good solid modeling systems pro-
vide the capability to create datum coordinate
systems. A datum coordinate system is essential
when positioning solid models in 3-D space.
The datum coordinate system is an entity that
allows one to position it by keying in offsets
from the global coordinates system. When
geometry is created on datum coordinate sys-
tems, the geometry is moved when the para-
meters of the datum coordinate system are
varied.

Expressions and Variables

Most modern solid modeling systems allow the
creation of expressions or variables. A numerical
value is assigned to a variable name, such as thick-
ness (thk) = 0.25, in a consistent unit system.
Then, as various features continue to be created,
the expression is used. The geometry that is cre-
ated is then associated to that expression. For
example, a simple enclosure is created with a wall
thickness of thk = 0.25. When the ribs are created
to strengthen the enclosure, the rib thickness is
related to the variable (0.65 � thk). The design
intent that is captured is the desire for the rib to
always be smaller than the overall thickness of
the enclosure, thereby avoiding the heat-sink pro-
blems that can occur during an injection molding
process. The usefulness of this capability is evi-
dent when a design change is needed. When it is
determined that the overall wall thickness must
be greater, and thk is reset to 0.35, all the ribs
update automatically. In this way, expressions
serve the purpose of capturing the design intent
and the numerical relationships between various
features (Fig. 19).
Expressions are also great for driving geometry

that follows a mathematical function. For exam-
ple, the set of parametric equations in Fig. 20 cre-
ates the crazy double-helical shape shown.

Surfacing

Surfacing is extremely important whenever a
model is to be created that has the shape of
an airfoil, human form, consumer product,

Fig. 10 Inside and outside chamfers

Fig. 11 Parametric model. Mug design based on design parameters

Fig. 12 Dimension schemes make a difference. (a)
Two dimensions reference the left side of

the figure. (b) A centering rule is applied

Fig. 13 Smart features. The two contours in Fig. 12
react differently to a change in overall width

Fig. 14 Form features. The hole depth is set at half the
block thickness
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sporting good, toy, or many other applications.
Perhaps the most common way of creating a
surface is to create a number of sections that
vary in shape and to “stretch” a skin over them,
such as an airplane wing (Fig. 21).

When a surface must be controlled to a
greater degree than planer sections can afford,
it may be necessary to supply curves in between
the sections. When a surface is created with a
set of section curves and a set of curves that

connect the section curves, it is usually called
a mesh surface (Fig. 22).

Creating Various Surfaces

Extrusion of a Changing Section. Many
forms in engineering are constructed from vari-
ous sections swept along a path. Whether one is
creating a diverging fuel nozzle or a sound-
attenuating device, there must be a way of cre-
ating surfaces along some central path or drive
curve. In Fig. 23, two semicircular cross sec-
tions of different radii are swept along a spiral.
The result is the surface shown.
Transitions. In most solid modeling systems,

there is a surface that can be used to make a
transition between two existing surfaces of dif-
ferent shapes. This is used, for example, to
make a model of the ductwork behind the dash-
board of a car or perhaps a model of the latest
hip implant. The procedure involves selecting
two edges of two different surfaces and
instructing the transition surface operator to
create a smooth and continuous surface that
flows from one edge of one surface to the other
edge of the other surface while maintaining tan-
gency at the take-off edges (Fig. 24).
Modeling Real Objects. In many cases, sur-

faces are created from real objects that are
already in existence. It is usually a multistep
process where an object is scanned with a laser
or a coordinate measuring system to produce a
point cloud. The point cloud is most useful
when it follows certain rules, such as the points
being arranged in horizontal rows with equal
numbers of points in each row (Fig. 25).
A surface differs from a solid model in that it

has no mass, no inside or outside, and is infi-
nitely thin. Surface modeling is a useful tool
during solid modeling because there are many
ways to convert a surface or set of surfaces into
a solid. For example, one can add thickness to a
surface, automatically creating a solid (Fig. 26).
Quilt or Sew. One can also take a number of

surfaces and stitch them together on the edges.
Some programs refer to this operation as a quilt
or a sew. The collection of surfaces must be air-
tight (all edges must be aligned) to become a
solid (Fig. 27).
Surface Subtraction. Asurface can be used to

carve away at an already established solid body.
In an operation that can be described as a cut, trim,

Fig. 16 Datum planes and reference entities. Parametric datum planes serve as the reference skeleton for complex
designs

Fig. 17 Datum curves and surfaces used to generate a
curved mesh to evolve a complex irregular

surface

Fig. 15 Design features: boss, pad, keyhole, threaded hole, and groove
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Fig. 24 Surface transition between fixed-end surfaces

Fig. 18 Datum points on a complex surface anchor the locations of blister features

Fig. 19 Parametric rib structure and wall thickness.
The automatic updating of a design where

one dimension is a function of another. In this case, the
rib thickness is dependent on the wall thickness (THK).

Fig. 21 Surface through section curves. Surface is created by defining the profile at various sections and stretching a
skin over them

Fig. 22 Surface through mesh of curves. A more complicated surface uses connection curves in addition to section
curves to create the surface

Fig. 20 Parametric equations on the left define the
complex double-helical curve

Fig. 23 Surface swept from sections Fig. 25 Surface generated from a point cloud
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or carve, a surface is placed in a strategic location
relative to a solid body. The operation is per-
formed, and one side of the solid is cut away
(Fig. 28). This is a very useful technique for cer-
tain consumer products that have a number of
highly sculpted regions that perform various func-
tions, such as speaker locations on a radio, the
front face of a fax machine, or the input card ori-
fices on a laptop computer.

Sheet Metal

Modern high-end CAD systems afford a num-
ber of sheet metal functions. The user normally
starts with a flat panel with a uniform thickness,
and various sheetmetal features are added on until
the component is done. The main advantage to
using sheet metal features is that they carry the

extra information required to produce an accurate
flat pattern when the design is done. Figure 29
shows a piece of sheet metal that has been created
very simply, then flattened.
The sheet metal options also include a number

of other common sheet metal contours, such as
louvers, dimples, bends, and cutouts (Fig. 30).

Assemblies

When the aforementioned techniques are used
to create individual components, they can be
assembled. Typically, a simple assembly is a
number of separate part files with separate models
in each that are being “collected” by one assembly
part file. For example, the assembly in Fig. 31 of a
simple drawer unit shows each and every separate
component in its own part file.
In this case, the main part file that calls all

the other part files and automatically opens
them is called the drawer assembly (Fig. 32).
Location Method. The assembly file contains

all the information that associates each and every
component. There are two main ways an assembly
defines the geometric relationships between com-
ponents: 3-D location and geometric constraint.
When components are related by3-D location, they
are positioned relative to a central or global coordi-
nate system. It is a lightweight method, but it does
not automatically adjust the locations of the com-
ponents when one in the group changes shape.
For example, a three-stage rocket has a first stage
that is 10 ft long, a center stage that is 5 ft long,
and a final stage that is also10 ft long. If each com-
ponent is stacked in the right location, one on top of
the other, the entire rocket is 25 ft high.With the 3-
D location method, if the center stage grows to 10
ft, the final stage does not necessarily relocate to
the correct new height of 30 ft. The stages do not
“feel” each other (Fig. 33). There will be an over-
lap, either between stages 1 and 2, or 2 and 3, or
both. In this example, it is very easy to see, but in
more complex assemblies, it may not be.
Geometric Constraints. When assemblies

are put together using geometric constraints,
surfaces, edges, centerlines, planes, and other
3-D entities are related to each other. For exam-
ple, the top of stage 1 of the example rocket
assembly would have a relationship with the
bottom of stage 2, and the top of stage 2 would
touch the bottom of stage 3 (Fig. 34).
At first glance, it would seem that using the con-

straintsmethod is theway to go, but there aremany
other considerations.Using the constraintsmethod
can get very difficult when working on an assem-
bly with many components. When many different
groups of people are working with a large assem-
bly, it adds another level of complexity that makes
the global coordinate or 3-D location method
much easier. Each contributor knows where their
component must end up in 3-D space, which
enables much work to be done without the over-
head of having all the other components loaded.
Off-the-Shelf Items. Whether assemblies

are performed with the global coordinate
method or the constraints method, users still

Fig. 26 Thickened surface creates a solid

Fig. 27 A set of surfaces stitched together (all edges aligned) makes a solid

Fig. 28 Surface used to trim a solid
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get the benefit of collaborative work and part
reuse. It is very common for designers who are
working on systems such as consumer products
or machinery to save huge amounts of time by
downloading models of various purchased com-
ponents right from the internet. Websites make
available models of many of the components,
which they provide for free download (Ref 1, 2).
The models come in a variety of formats, and all
major CAD modeling programs are able to use
one or more of the formats for each component.
The assemblies paradigm makes possible rapid
design because entire subassemblies are used
from previous projects. When the situation
allows, a good designer can employ various previ-
ously used components and can benefit greatly
from the fact that the drawing is probably there
already, along with all sorts of specification work
as well as test data.

Advanced Modeling

There are many other modeling techniques
that do not fall into any particular category
but must be present for any high-end CAD sys-
tem to be competitive. To name a few, these
include:

� Driving geometry with a spreadsheet or
program

� Linking the parameters of one part file to
another

� Borrowing features and/or groups of features
from one part file and transferring to another

Fig. 29 Sheet metal bend and flat pattern

Fig. 31 Exploded view and bill of materials for a drawer assembly

Fig. 33 An assembly made with a global coordinate system may experience interference if one component is
changed

Fig. 30 Common sheet metal features: dimple, bend,
cutout, and louvers

Fig. 32 Visualization of the drawer assembly created
from the individual parts files
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� Performing advanced logical functions on
geometry, such as defining limits for values

� New features turn on based on expressions.

Much of the advanced functionality in
solid modeling enhances the ability to manipulate
difficult surfaces. An incomplete list includes:

� Matching edges of various surfaces
� Extending surfaces
� Changing the shape of surfaces by manipu-

lating the underlying poles
� Trimming and untrimming surfaces
� Performing nonuniform scale on surfaces

A powerful solid modeling program gives the
user an ability to create libraries of their fea-
tures. For example, an aerospace company
designs a product with a certain standard flange
with two standard holes through it. Hypotheti-
cally, it is called a rupert flange. A user builds
a parametric rupert flange and puts it into the
library for all those in the company that use a
similar design with slight variations. Now, any-
one who needs a rupert flange accesses the
library, inputs their dimensional requirements,

and then places their special copy of the rupert
flange directly on their geometry (Fig. 35).

Explicit-Parametric Modeling

When solid modeling was new, everything was
modeled explicitly, meaning that the dimensions
used to create geometry were no longer accessible
when the geometry was created. For example,
when the creation operation of a 3 in. cube was
over, the only way one could change the size of
the cube was to perform some type of transform
on it. One could not access the original data, make
a change, and have that change cascade through
the solid and subsequent solid features. Explicit
solid modeling was the state of the art for years
until sometime in the late 1980s and early 1990s,
when the parametric paradigm swept over and
dominated the CAD world establishment. When
the parametric paradigm caught on, many of the
most modern programs abandoned explicit mod-
eling all together. One of the latest andmost excit-
ing developments in solid modeling is explicit-
parametric modeling, which is an incredibly

powerful combination of the two techniques.
With explicit-parametric modeling, a user is
allowed to employ a powerful set of parametric
entities that, in essence, overwrites the previous
parametric entities. The user is allowed to change
the design intent of a particular solid model with-
out in-depth and detailed consideration of what
had been done previously. For example, a model
of a speaker housing on an alarm clock has a flat,
horizontal face on the top where the sleepy user is
meant to pound his fist in the morning. In a desire
to make the experience a better one, the designer
decides to have a little fun with the top surface
and tilts it a bit toward the user. If the software that
the designer is using does not have explicit-para-
metric capability, the job can become complex
and lengthy. The designer will have to go back
in the database and find the original revolve that
was responsible for the top, then somehow reori-
ent it and hope that all the little hole features and
the subsequent chamfers update. However, by
using the explicit-parametric operation, the
designer simply highlights all the surfaces to be
changed, then instructs them to tilt about the axis
(Fig. 36). The change is explicit in that it partially
overwrites the design intent and features that were
created before. If the hole pattern or any of the
other features that preceded the tilt are changed,
it will cascade through and update. In addition,
the change is parametric, in that if one goes back
in the database and changes the numerical value
of the tilt angle, all the surfaces will retilt to the
new angle.

Model Verification

All of the great solid modeling systems offer
some type of model verification. As a user cre-
ates product definition data, there is a cadre of
data verifications that are required. These range
from measuring the distance between two points
to finding out the full mass properties of a com-
plex model. For those who are working with
geometry that is to be injection molded, there is
a way to check all the surfaces to ensure that they
have at least the minimum draft on them so they
are easily ejected. There are ways to find out the
optimal parting line of a model that is to be cast
and ways of finding how a surface will reflect
light when it is finally a real product. There are
even ways of finding out how and if components
in an assembly are interfering. For example, if a
peg that was 2.5 in. in diameter was inserted into
a hole that is too small, say 2 in. in diameter, the
modeler will highlight the surfaces that are inter-
fering and even create a separate interference
solid upon request (Fig. 37).

Associativity and Concurrent
Engineering

When a CAD model is created, it typically
captures the 3-D geometry of a component, oth-
erwise known as the shape data. It usually does
not capture the nonshape data, such as surface

Fig. 34 Assembly made by using geometric constraints where the part characteristics are mated. This allows for the
modification of one part

Fig. 35 User-defined features. Example of adapting a standard part for the program library
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finishes, geometric tolerance, heat treatment, or
any other special manufacturing instructions.
These nonshape data are usually captured on a
2-D drawing. The 2-D drawing is linked or
associated to the 3-D part. Every powerful
CAD system affords the user the ability to cre-
ate a separate part file for the 2-D drawing that,
in essence, has the 3-D geometry part file as a
one-level associated component. This way, the
2-D views for the drawing, along with all the
dimensions, can be placed on the drawing. This
capability allows two different users to work on
a job at virtually the same time. The 3-D
designer begins the job, and shortly afterward,
the 2-D draftsperson begins the drawing. As
the 3-D designer improves the design, the 2-D
drafting model receives updates. The associa-
tive nature of modern CAD systems affords
concurrent engineering and collaboration to
those who are responsible for all the other prod-
uct design functions, such as stress analysis,
manufacturing, test, kinematic analysis, mold
flow, and anything else. Most competitive
CAD packages are sold with options to do all
of the aforementioned in one seamless,
integrated package. In 2010, these systems can
be purchased for prices from $1200 to ten times
that price and beyond, depending on the
options.

Product Lifecycle Management

Product lifecycle management (PLM)
includes everything that is necessary to stream-
line the innovation and management of product
definition data (PDD), old and new. The PDD
can include a vast array of CAD part files, spe-
cifications in the form of portable document
formats, Word documents, manufacturing and
inspection instructions, user manuals, shipping
and storage requirements, and so on. Because
these data are created by users employing
CAD systems, they may be augmented by other
data found in libraries, other folders, and many
other places. It all must be organized so that the
right data are given to and/or created by the
right person at the right time. Whether it is a
simple toy or a complex jet fighter, it is critical
that the PDD be organized, never misplaced,
and never accidentally substituted or altered
by the wrong procedure or person. As a product

is defined in its lifecycle, good PLM is able to
not only organize the data but keep track of
all the procedures that were put in place to cre-
ate the data. A good PLM system indicates very
quickly the current definition of a product and
its history from cradle to grave. A good PLM
system gives one the power to do these things
and, in doing so, provides a huge advantage to
those who are innovating in any competitive
market. Most CAD modelers have a PLM sys-
tem that can be purchased with the CAD soft-
ware. Most PLM systems can manage the files
that come from a CAD package that is not in
the same product family, but, at the time of this
writing (2010), there is usually smoothing lost
in translation.

Collaborative Engineering

Making progress on a project involving engi-
neers of varied disciplines, designers, subtier
manufacturers, marketing considerations, and
so on can be a very difficult and challenging
process. There is a “Holy Grail” of product
design that most in the business are always
trying to achieve. Products are defined in such
a way that they optimize the input of all func-
tional groups. In essence, it is the widget that
looks exactly the way marketing would like, is
as functional as engineering would like, is as
easy to manufacture as manufacturing person-
nel would like, is all set up to be recycled as
easily as any product can be, and sells like hot-
cakes to make everyone wealthy. To achieve
this Holy Grail, each product must have as
much consideration from each of the contribut-
ing groups as early and as often as possible.
The essence of collaborative engineering is to
manage the input of all these various people
with various focuses and ideas.
For this, engineers and product designers all

over the globe use PLM systems. A good
PLM system has an incredible capability to
allow access to PDD, no matter where the team
members are in the world. The premise is that
“if all the members of the cross-functional
groups have access to all the data all the time,
the different phases of product development
will be in series instead of parallel.” For exam-
ple, if the manufacturing engineer, who usually
does not see the design until the drafting

department throws it “over the wall,” can gain
access to the data and helps define a better
shape for a certain casting that is to be pro-
duced, this will mean greater gains in manufac-
turability. The Holy Grail is in sight as long as
everyone communicates as upfront and effec-
tively as possible.

The Future of CAD

Speculating about the future is always risky.
The quantum leaps that occur over time, espe-
cially in any business that has to do with software
and computers, make predictions extremely diffi-
cult. However, it is apparent what CAD users
want, and hopefully, what CAD users want is
what the industry will provide, sooner or later.
All over the globe, CAD users have difficulty in
finding the commands they are looking for. It is
extremely important for solid modeling systems
to become better at organizing and streamlining
the user interface so that various commands are
easier to find. To some degree, the most powerful
systems are at a disadvantage because of the sheer
volume of commands and abilities they have com-
pared to lesser systems. It can be confusing, espe-
cially for new users.
Another general thrust in CAD systems

comes from the fact that most design engineers
would love to find some way to dispense with
the entire drafting process. Indeed, high-end
systems already have the capability to capture
features such as geometric dimensioning and
tolerancing, surface finish callouts, and non-
shape entities right in the 3-D model. In the
future, this will undoubtedly be made easier
and more common.
Another controversial improvement in CAD

is the total abandonment of parametrics. There
are a large number of engineers who never felt
that the move to parametric modeling was a
benefit. Commensurately, there are a small yet
growing number of CAD software designers
that are determined to make a nonparametric
paradigm that is as productive and easy to per-
form design iterations with as in parametric
modeling. The future may yield a solid model-
ing package that gives anyone at any time the
choice to be parametric, nonparametric, and
lightweight. By and large, all CAD modelers
look at all the features and functions of all the
others and make sure that, somehow, they have

Fig. 37 Model verification of interference

Fig. 36 Explicit-parametric operations. Design change in an alarm clock
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everything that everyone else has. In recent
years, CAD software companies have bought
each other out and made new programs that
incorporate everything that the other program
had, plus what they had originally. It is also a
great way to increase the installed base of users.
It is the opinion of the author that CAD sys-

tems of the future will be fewer, far more pow-
erful, less expensive, better known to newly
graduated users and engineers, and easier to
employ by an expert or a novice user. It is also
the opinion of the author that the more powerful
the systems become over time, the more excit-
ing and fun they will be to use. More tasks will
be easier to do, with more computing power
and capabilities, and designers will be asking
them to do increasingly difficult geometry. To

some degree, designers limit the shape of their
designs based on the limitations of the CAD
systems that they use. The future will bring
more freedom and better designs.
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Design Optimization Methodologies
Alex Van der Velden, Patrick Koch, and Santosh Tiwari, SIMULIA

OPTIMIZATION FINDS APPLICATION in
every branch of engineering and science. The
process of optimization involves choosing the
best solution from a pool of potential candidate
solutions such that the chosen solution exceeds
the rest in certain aspects. Design optimization
is the process whereby a selected set of input
design variables is varied automatically by an
algorithm to achieve more desired outputs.
These outputs typically represent the variation
from a target, minimal cost, and/or maximal
performance.
For design variables to be varied automati-

cally, algorithms that search the design domain
are necessary. For this purpose, it is necessary
to be able to compute the outputs of interest auto-
matically. Even though the word optimization is
used, only trying out all relevant combinations
can guarantee that, indeed, the best design para-
meters for an arbitrary complex space have been
found. In practice, this takes too much time. Con-
sider, for instance, that a simple problem with ten
possible discrete values for five parameters and a
5 min analysis time would require a year to ana-
lyze all the combinations.
As such, the practical value of a particular

optimization algorithm is its ability to find a
better solution—within a given clock time—
than a solution obtained by a manual search
method or another algorithm. This clock time
includes the effort it takes to set up the simula-
tion process and to configure the optimization
methods. To minimize the set-up time, com-
mercial software such as Isight can be used
(Ref 1). The setup of the simulation process
varies from problem to problem; this article
focuses on the optimization methodologies.

No-Free-Lunch Theorem

The no-free-lunch theorem of Wolpert and
Macready (Ref 2) states that “. . .for any [opti-
mization] algorithm, any elevated performance
over one class of problems is exactly paid for
in performance over another class.”
This concept is shown in Fig. 1. On the diag-

onal is plotted a set of arbitrary problems, fi,
ordered by the minimum number of iterations,
nmin, and required by a set of methods, A, B,
. . . , Z, to solve this particular problem.

For instance, consider the problem of finding
xi for Min[f1 (xi) ] = constant. There exists a
method A that finds the minimum value of f1
(xi) with a single-function evaluation. Method
A, called the “lucky guess” method, simply tries
a random number with a fixed seed. Its first guess
happens to be the optimal value of this problem.
Obviously, this method is not very efficient for
any other problem. The efficient performance
for problem 1 goes at the expense of the effi-
ciency to solve all other problems 2, . . . , n.

The minimum value of f1 is also found by
method B, but this method is not as efficient
as the “lucky guess” method. Method B is a
genetic algorithm. In its first iteration, method
B first computes a number of random samples
of xi with respect to f1 before deciding the next
set of samples (second iteration) based on prox-
imity to the lowest function values in the first
iteration. Because method B already requires
several samples before the first iteration,
method B is not as efficient as method A for
problem 1. However, it does pretty well on a
variety of problems, including 1, 2, 4, 5, 7,
and 8. It is the most efficient method for prob-
lem 8.
Method C is a gradient method and may need

to evaluate the gradients of xi with respect to f1
before completing the first iteration step.
Because of that, it is obviously not as efficient
as the “lucky guess” method for problem 1.
Even though it is the most efficient method
for problem 4 (which happens to be a linear
function), for most problems, method B is more
robust. The gradient method often gets stuck in
local minima. Method C is not as robust as
method B because it only gets the best answer
two times versus method B’s nine times for
the set of methods and problems being
considered.
Method D was also tried. Method D samples

the space with a design of experiment techni-
ques and shrinks the search space around the
best point in the array for each iteration. It is
able to solve quite a few problems, but it is
inefficient and would therefore be considered
dominated by other methods over the set of pro-
blems f1, f2. . .fn.
This meant that it was necessary to develop

an environment that allowed the introduction
of many algorithms specifically suited to solve

certain classes of customer problems. The
open-component architecture of Isight (Ref 1,
3) allows the development of these design dri-
vers independently from the product-release
cycle. However, in many cases, customers do
not have such specialized algorithms available
and are looking for a commercial product to
improve their designs.
For that purpose, a set of best-of-class gen-

eral- and specialized-purpose algorithms has
been provided that works out of the box. These
optimizers solve both deterministic and nonde-
terministic single- and multiple-objective func-
tions. A deterministic function always returns
the same result when called with a specific set
of input values, while a nondeterministic (sto-
chastic) function may return different results
when they are called with a specific set of input
values. The following sections give a descrip-
tion of all of these classes of problems and the
optimization methods that solve them.

Deterministic Single-Objective
Problem

In the case of a single-objective problem, a
single output is being maximized or minimized
and/or a set of outputs is being constrained to
stay within a certain range. Minimize f(x)
where:

Fig. 1 Illustration of the no-free-lunch theorem for
different types of optimizers
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fðxÞ ¼ w1f1ðxÞ þ w2f2ðxÞ . . .þ wmfmðxÞ

Subject to:

gjðxÞ � 0; j ¼ 1; 2; . . . ; J

hkðxÞ ¼ 0; k ¼ 1; 2; . . . ; K

x
ðLÞ
i � xi � x

ðUÞ
i ; i ¼ 1; 2; . . . ; N

A good example of a single-objective material-
processing application is data matching (also
know as model fitting or parameter estimation),
shown in Fig. 2. Here, the objective is tominimize
an error function between a parametric model and
experimental data.

Improving the Optimization Process

The selection of the right objective is the
most critical aspect of optimization. In the case
of Fig. 2, the objective is a straightforward error
minimization between model and experiment.
The only question here is whether the selected
parametric formdoes not overfit the data. Tomake
a convincing argument that the model is valid in
general, the same model should be fit to several
sets of experimental data. The single-objective
error function could be averaged over the set.
Design Variables. Apart from the selection

of objectives, the second most important thing
the user can do to improve the optimization
process is to select an appropriate set of design
variables. Often, variables can be coupled in
such a way that the volume fraction of good
solutions in the design space is maximized.
This can be done according to the Buckingham
PI theorem (Ref 5) or other scaling methods.
Reducing the design space complexity will

make it easier for the algorithm to find
improvements. However, to find an improve-
ment, it is necessary to have at least as many
active degrees of freedom to improve the
design as there are active constraints. If not
enough degrees of freedom are available, the
design is effectively frozen in its current state.
Example 1: Deep-Drawing Molybdenum.

A good example of systematic selection of vari-
ables was given by Kim et al. (Ref 6) for the
multistage deep-drawing process of molybde-
num sheet (Fig. 3). Because molybdenum has
a low drawing ratio, it requires many drawing
stages to be transformed into a cup shape. For
each part of the drawing process, the authors
investigated the proper set of design parameters
considering process continuity (clearance, die
corner radius, intake angle, etc.). The purpose
of this study is to find out the proper eight-stage
drawing process that minimizes the maximum
strain in the resulting cup shape.
Prior to executing the optimization, the authors

did a thorough study of how the design variables
interacted with each other. For instance, the
authors discovered that the intake angle, y, and
the drawing radius, Rd, had an impact on the max-
imum stroke, L, for every stage. The maximum
stroke is defined as the value of L at which the
maximum strain in the cup exceeds the limiting

material strain value. The reason for the impor-
tance of the intake angle was that the frictional
force between the flange and the die hindered
the material flow into the punch-die gap, and the
flange-die contact area decreases as the intake
angle increases. Therefore, if the intake angle
were not a design variable, it would significantly
influence the outcome of any optimization effort.
Even after the critical design variable inter-

actions have been found, it is nontrivial to
find the optimal combination of the 24-design-
variable problem. Most of the effects are cou-
pled due to the nonlinearity of the geometry
and the material response. The authors chose
the adaptive simulated annealing optimizer
(Ref 7) to find a cup design with a 22% lower
strain compared to the initial process.

Single-Objective Optimization
Methodologies

Complementary Approaches

This section describes optimization algorithms
that provide a good set of complementary
approaches to solve a wide variety of single-
objective mechanical engineering applications.
Gradient Methods. For differentiable func-

tions, gradient methods can be used. The con-
straints are handled directly without being
converted into penalty functions. The gradient
methods are very suitable for parallel execution
because the gradients can be computed inde-
pendently from each other.
Example 2: Rosenbrock Function. The pro-

cess of gradient optimization can be easily illu-
strated with a Rosenbrock function with a local
and a global minimum (Fig. 4):

Z ¼ 100ðY �X2Þ2 þ ð1�XÞ2
Local minimum [0.71, 0.51]; Z ¼ 0:0876

Global minimum: [1,1] ; Z ¼ 0

For this purpose, the large-scale generalized
reduced gradient (LSGRG) (Ref 4) optimizer,

described later in this section, was used. The
first attempt starts from the left part of the
design space [�1,1], and the optimizer finds a
solution z = 0.033 close to the local optimum
following the path of steepest descend [0.81,
0.66]. If the optimizer is started from the top
right corner of the design space [2,3], it does
find a value of the objective z = 1.2 � 10�7

extremely close to the global minimum [0.99,
0.99], even though it is initially “sidetracked”
in its search. Gradient methods, including very
good ones like LSGRG, only find minima in
the path of the steepest descend. The optimiza-
tion is stopped when a convergence condition,
such as the Kuhn-Tucker criterion, is satisfied:

� The vector of first derivatives of the objec-
tive function f (projected toward the feasible
region if the problem is constrained) at the
point x* is zero.

� The matrix of second derivatives of the
objective function f (projected toward the
feasible region G in the constrained case)
at the point x* is positive definite.

For most engineering problems (with
multiple minima), the Kuhn-Tucker criterion
can be satisfied without having found the global
minimum. The implication is that the solution
found by the gradient optimizer is now depen-
dent upon the starting point, and this is not very
desirable. For this reason, other techniques that
may be less efficient but more reliable must
also be considered.
Nonlinear Programming by Quadratic

Lagrangian (NLPQL)-Sequential Quadratic
Programming (SQP) (Ref 8). This method
builds a quadratic approximation to the Lagrange
function and linear approximations to all output
constraints at each iteration, startingwith the iden-
tity matrix for the Hessian of the Lagrangian, and
gradually updating it using the Broydon-Fletcher-
Goldfarb-Shanno method. On each iteration, a
quadratic programming problem is solved to find
an improved design until the final convergence
to the optimum design.

Fig. 2 Data-matching application. Composite conductivity should behave according to the McLachlan equation.
Fitting the parameters (design variables) of this equation gives a better fit than a linear function. Source: Ref 4
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Modified Method of Feasible Directions
(MMFD) (Ref 9). This method exploits the local
area around the initial design point, handles
inequality and equality constraints directly, and
rapidly obtains a local optimum design. The
MMFD is best used when starting from
a feasible design point. It usually requiresmultiple
iterations consisting of a search direction calcula-
tion (using gradients of each variable) and a one-
dimensional search. The MMFD follows the
active constraints during the search until no fur-
ther improvement can be made. It is well suited
for highly nonlinear design spaces but is not suited
for discontinuous design spaces. The method
operates on the set of real numbers, and the gradi-
ent evaluation can be executed in parallel.
Large-Scale Generalized Reduced Gradi-

ent (LSGRG) (Ref 10). This method uses the
generalized reduced gradient algorithm for solv-
ing constrained nonlinear optimization problems.
The algorithm uses a search direction such that
any active constraints remain precisely active for
some small move in that direction. The
generalized reduced gradient method is an exten-
sion of an earlier reduced gradient method that
solved equality-constrained problems only.
The next group of optimization methods does

not require gradient information and can be
used on nondifferentiable functions. The search
direction relies on the information obtained by
sampling the design space. Constraints viola-
tions are added as penalties to the objectives.
Hooke-Jeeves Direct Search (Ref 11). The

Hooke-Jeeves algorithm examines points near
the current point by perturbing design variables,
one axis at a time, until an improved point is
found. It then follows the favorable direction until
no more design improvement is possible. The size
of variable perturbations is determined by the rel-
ative step size. It is gradually reduced by applying
the step size reduction factor until convergence is
detected. It is not easily possible to parallelize this
method, but it can be very efficient on moderately
coupled problems. Hooke-Jeeves is a pattern-
search method and not a gradient method. During
the search, it covers a wide range of the design
space. The idea behind this is that the nature of
the function is not known a priori, so one must
do a wide exploration and not just go down the
path of steepest descend. This means that if
Hooke-Jeeves is used on a quadratic function sim-
ilar to the one shown in Fig. 5, it is obviously less
efficient than gradient methods. However, with
some tweaking of the tuning parameters, such as
step sizes and number of iterations, it does find
the optimum and does so even if multiple local
minima are present. The Hooke-Jeeves method
does not have a convergence criterion and stops
whenever a preset maximum number of runs is
reached.
Nelder and Mead Downhill Simplex

(Ref 12). This method samples the space across
a subregion and moves from the worst point in
the direction of the opposite face of the simplex
toward better solutions. The simplex is a geomet-
rical body withN + 1 vertices represented by a tri-
angle in two dimensions and a tetrahedron in three

Initial design (A)

1.11
1.59
1.86
2.12
2.56
2.66
2.78

Optimum design (B)

0.77
1.32
1.43
1.54
1.53
1.55
2.16

Strain ratio (B/A)

0.69
0.83
0.77
0.73
0.60
0.58
0.78

Stage

#2
#3
#4
#5
#6
#7
#8

(e)

Fig. 3 Simulated drawing process to produce a molybdenum cup. Design variables for (a) the final target shape and
(b) the intermediate stages. (c) Representative presentation of the draw process for the initial design. (d) Cross

sections of the optimal design for each of the drawing stages. (e) Reduction in maximum effective strain in the cup
during the optimization process. Source: Ref 6
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dimensions. The method calculates and compares
the objective function at the vertices of a simplex
in the variable space, selects the worst one, and
moves this point through the opposite face of the
simplex to a lower point. If this new vertex is bet-
ter, the old one is deleted. If there is no improve-
ment after a number of steps, the method
“shrinks” the simplex by reducing the length of
each side, thus trapping the optimum solution. It
is not easily possible to parallelize this method,
but it can be very efficient on moderately coupled
problems.

Adaptive Simulated Annealing (ASA)
(Ref 7). This algorithm is very well suited for
solving highly nonlinear problems with short-
running analysis codes, when finding the global
optimum is more important than a quick
improvement of the design. Each iteration in
the simulated annealing perturbates the current
solution by a random step size that is chosen
based on a probability that depends on the
difference between corresponding function
values and a global parameter, T. The algorithm
is inspired by the annealing process, and

temperature (T) starts out large and is reduced
to very small values as the process advances.
The parameter T is automatically adjusted.
Multi-Island Genetic Algorithm (MIGA)

(Ref 13). Genetic algorithms work well because
they incorporate randomness in their search. It
gives the algorithm the ability to correct deter-
ministic search bottlenecks that are caused by
the reasoning in the previous two “space-sam-
pling” methods and the gradient methods. The
MIGA algorithm divides the population into sev-
eral islands, performs traditional genetic opera-
tions on each island separately, and then
migrates individuals between the islands. It
searches many designs and multiple locations
of the design space. Genetic algorithms such as
MIGA tend to be less efficient than the two previ-
ous methods in this class, but they have the
advantage that function evaluations can be exe-
cuted in parallel.
Hybrid algorithms combine the benefits of

several algorithms, usually at some computa-
tional expense.
Multifunction Optimization System Tool

(MOST) (Ref 14). The MOST can be effi-
ciently used for both continuous optimization
problems and integer or discrete design space
optimization, where one or more design vari-
ables are restricted to an integer domain. The
MOST initially executes an SQP algorithm to
obtain a continuous solution to the problem.
At this stage, all integer variables are treated
as continuous variables with a minimum step
size of 1.0. If there are any integer (or discrete)
variables, MOST will use the continuous solu-
tion as the starting point for its modified
branch-and-bound algorithm. During this stage,
integer variables are dropped one at a time. The
reduced continuous optimization problem is
solved for each of the dropped variables, fixing
their values at integer levels above and below
their previously found optimum values. Again,
all remaining integer variables are treated as
continuous variables with a minimum step size
of 1.0.
Pointer Automatic Optimizer (Ref 15).

Pointer is an automatic optimization engine that
controls a set of standard optimization techni-
ques. It currently controls four optimization
methods: an evolutionary algorithm (Ref 16),
the Nelder and Mead downhill simplex method,
sequential quadratic programming (NPQL), a
linear solver, and a Tabu method (Ref 17). This
complementary set of algorithms was selected
because each succeeds and fails for different
topography features. It has been found that a
hybrid combination of these methods solves a
broad range of design optimization problems.
The Pointer automatic optimizer can control
one algorithm at a time or all four at once. As
the optimization proceeds, the technique deter-
mines which algorithms are most successful as
well as optimal internal control parameter set-
tings (step sizes, numbers of iterations, number
of restarts, etc.). This procedure is hidden from
the user. The goal is to enable the nonoptimiza-
tion expert to successfully use these methods.

Fig. 5 Hooke-Jeeves optimization exercise with a quadratic function y = (x1 � 5)2 + (x1 � 6)2 starting from
point [9, 2]

Fig. 4 Gradient optimization exercise with the Rosenbrock function from two starting points
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The Pointer algorithm performance can be
seen as an example of a robust method, as illu-
strated in Fig. 6. All of these optimizers were
compared against a standard benchmark test
created by Dr. Sandgren (Ref 18) to present a
wide variety of single-objective optimization
problems in many fields of mathematics and
engineering. No attempt was made to use paral-
lelization of hardware.
Figure 6 shows the results of the test. In each

case, there was no expert intervention, and all
algorithms were used in one setting considered
suitable for the benchmark problems considered
(ASA, NLPQL, MOST, LSGRG, and indirect
optimization on the basis of self-organization).
Although in a few cases, Pointer was also themost
efficient method, on average, Pointer was more
than two times as expensive as the most efficient
algorithm for the individual benchmark problem.
In the case of problem 13, Pointer was the only
algorithm to find a solution. This shows, again,
that there is no free lunch.

The Deterministic Multiobjective
Problem

While the single-objective design formulation
with an efficient algorithm is computationally
the least expensive solution for a particular prob-
lem, most real-world problems often involve
multiple conflicting objectives. Therefore, a sig-
nificant amount of research has been performed
toward the design of multiobjective optimization
algorithms. The multiobjective optimization
problem that such algorithms attempt to solve is
formally stated as:

Minimize ðf1ðxÞ; f2ðxÞ; . . . ; fMðxÞÞ
Subject to gjðxÞ � 0; j ¼ 1; 2; . . . ; J

hkðxÞ ¼ 0; k ¼ 1; 2; . . . ;K

x
ðLÞ
i � xi � x

ðUÞ
i ; i ¼ 1; 2; . . . ; N

In most scenarios, the outcome of a multiob-
jective optimization process is a set of nondo-
minated Pareto solutions (Ref 19). The usual
definition of Pareto domination that is used in
the present context is: A feasible solution “a”
dominates another feasible solution “b” for an
M-objective minimization problem if the fol-
lowing conditions are met:

� fi
a � fi

b for all i = 1, 2, . . . , M
� fi

a < fi
b for at least one i 2 {1, M}

The identified Pareto solutions define a Pareto
front or M-dimensional Pareto surface. Plotting
and visualizing the Pareto front is key to under-
standing the solution space and evaluating trade-
offs between the M objectives. The Pareto front
can be a simple smooth curve or a complex dis-
continuous set of curves/surfaces. Two such
examples of Pareto fronts are shown in Fig. 7.
Multiobjective problems can be solved

by single-objective methods using a single
weighted-sum-type objective. The minimum

summed objective for each set of weights (w1

f1(x) +w2 f2(x). . . +wm fm(x)) represents one
particular optimal solution on the Pareto front.
Even though this is the most efficient way of
finding a multiobjective trade-off, there are a
number of drawbacks to this approach. First,
the weighted sum creates a convex combination
of objectives, and optimal solutions in noncon-
vex regions are not detected (Fig. 8). Second,
the proper weighting between objectives and
constraints is not always clear up front.
The method by Kim and de Weck (Ref 20)

addresses the problem of finding solutions in
nonconvex regions using weighted sums, but
other methods are more widespread. These true
multiobjective methods are easy to use and do
well at capturing the Pareto front at the expense
of more function calls.

Multiobjective Optimization
Methodologies

Multiobjective optimization has become main-
stream in recent years, and many algorithms to
solve multiobjective optimization problems have

been suggested. The use ofmultiobjective optimi-
zation in industry has been accelerated by the
availability of faster processing units and the
computational analysis models for various engi-
neering problems and disciplines. Multiobjective
optimization algorithms, especially those based

Fig. 7 Two example Pareto fronts depicting the trade-off between objectives f_1 and f_2

Fig. 6 The Pointer broadband optimizer using the smooth topology setting on differentiable functions is compared to
the most efficient method. Test problems are sorted by the minimum number of function calls required by any

method using the benchmark set.

Fig. 8 Using the weighted-sum approach and true
multiobjective algorithms to find the Pareto front
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on evolutionary principles, have seen wide
acceptability because, for most engineering pro-
blems, a quick computation of approximate solu-
tions is often desirable. Evolutionary algorithms
(EAs) are adaptive search techniques inspired by
nature, and their working principle is based on
Darwin’s theory of survival of the fittest (Ref 21,
22). The adaptive nature of EAs can be exploited
to design optimization algorithms by designing
suitable variation operators and an appropriate fit-
ness function. The genetic algorithm (GA) (Ref
23) is one of the evolutionary techniques that have
been successfully used as an optimization tool.
Typically, a GA works with a population (a set
of solutions) instead of a single solution (individ-
ual). This property of a GAmakes it an ideal can-
didate for solving multiobjective optimization
problems where the outcome (in most cases) is a
set of solutions rather than a single solution. The
population approach of a GA also makes it resil-
ient to premature convergence, thereby making
it a powerful tool for handling highly nonlinear
and multimodal functions.
We found that the following genetic algo-

rithms provide a good set of complimentary
approaches to solve multiobjective problems
in mechanical engineering applications.

Complementary Approaches

Nondominated Sorting Genetic Algorithm
(NSGA-II) (Ref 24). In the NSGA-II, each
objective parameter is treated separately. Stan-
dard genetic operation of mutation and crossover
are performed on the designs. The selection pro-
cess is based on twomain mechanisms: nondomi-
nated sorting and crowding distance sorting. By
the end of the optimization run, a Pareto set is con-
structed where each design has the best combina-
tion of objective values, and improving one
objective is impossible without sacrificing one or
more of the other objectives. The NSGA-II is
widely used and has become a de facto standard
against which the performance of other algo-
rithms is compared.
Neighborhood Cultivation Genetic Algo-

rithm (NCGA) (Ref 25). In NCGA, each
objective parameter is treated separately. Stan-
dard genetic operation of mutation and cross-
over are performed on the designs. The
crossover process is based on the neighborhood
cultivation mechanism, where the crossover is
performed mostly between individuals with
values close to one of the objectives. By the
end of the optimization run, a Pareto set is con-
structed where each design has the best combi-
nation of objective values, and improving one
objective is impossible without sacrificing one
or more of the other objectives.
Archive-Based Microgenetic Algorithm

(AMGA) (Ref 26). The AMGA is an evolution-
ary optimization algorithm and relies on genetic
variation operators for creating new solutions.
The generation scheme deployed in this algo-
rithm can be classified as generational because,
during a particular iteration (generation), only
solutions created before that iteration take part

in the selection process. The algorithm, how-
ever, generates a small number of new solutions
(recommended value is two solutions per itera-
tion) at every iteration, and therefore, it can
also be classified as an almost steady-state
genetic algorithm. The algorithm works with a
small population size (recommended value is
four) and maintains an external archive of good
solutions obtained. At every iteration, a small
number of solutions are created using genetic
variation operators. The algorithm is referred
to as archive-based microgenetic algorithm
because it works with a very small population
size and uses an archive to maintain its search
history. It is recommended to use a large size
for the archive, and the best results are obtained
if the size of the archive is the same as the num-
ber of function evaluations allowed (i.e., the
algorithm stores its complete search history).
The size of the archive determines the computa-
tional complexity of the algorithm; however,
for computationally expensive optimization
problems, the actual time taken by the algo-
rithm is negligible. The parent population
is updated using the archive, and binary
tournament selection is performed on the parent
population (for creating the mating population).

Multiobjective Optimization Study

Evaluating and comparing multiobjective
optimization algorithms is more involved than
evaluating and comparing single-objective
algorithms. Rather than simply comparing the
objective value at a single solution point and
the number of system evaluations required to
achieve the solution objective value, evaluating
the solution set provided by a multiobjective
optimization algorithm requires comparison of
Pareto sets for accuracy and completeness.

Pareto Fronts

In recent studies, four unary performance
indicators are commonly used to compare the
ability of multiobjective optimization algo-
rithms to characterize the Pareto front (i.e., they
compare a single nondominated set to a Pareto-

optimal frontier). The performance indicators
are delineation, distance, diversity, and hyper-
volume (Ref 27). A brief description of each
performance indicator follows:

1. Delineation metric: It measures how much
of the true Pareto-optimal front is repre-
sented by the obtained solution set.

2. Distance metric: It measures the average
Euclidean distance between the true Pareto-
optimal front and the obtained solution set.

3. Diversity Metric: It measures the uniformity
of distribution and the spread of the obtained
solution set.

4. Hypervolume metric: It measures the frac-
tion of search space not dominated by the
obtained solution set in comparison to the
true Pareto-optimal set.

To use these performance indicators, the
true Pareto-optimal front must be known. A
smaller value for a performance indicator
means a better solution set. Ideally, if the origi-
nal Pareto-optimal front is used as the solution
set, all the performance indicators should eval-
uate to zero. Because a finite number of points
(1000 points for the problems presented here)
are used to represent the true Pareto-optimal
frontier, a value of 0.01 or less for a perfor-
mance indicator implies that the obtained solu-
tion set is virtually indistinguishable from the
Pareto-optimal front. If the value of the perfor-
mance indicator is 0.5 or more, it implies that
an acceptable solution set was not obtained.
All the objectives are normalized (the Pareto-
optimal set is mapped to the range [0, 1]) before
the performance indicators are computed. Only
the nondominated solutions belonging to rank 1
are considered for computing the performance
indicators.
Results from NSGA-II, NCGA, and AMGA

are presented in Table 1 for five common multi-
objective optimization test problems, taken
from Ref 28: ZDT1, ZDT2, ZDT3, ZDT4, and
ZDT6. Each problem has two objectives. Mini-
mization for both of the objectives for all of the
test problems is assumed. ZDT1-3 has 30
design variables, and ZDT4 and ZDT6 have
10 design variables.

Table 1 Median value for all multiobjective optimization performance metrics

Problem Algorithm Delineation Distance Diversity Hypervolume

ZDT1 NSGA-II 0.055573 0.050177 0.130880 0.109433
NCGA 0.068537 0.063598 0.109231 0.107068
AMGA 0.033043 0.023070 0.071707 0.069749

ZDT2 NSGA-II 0.080988 0.070241 0.326157 0.257817
NCGA 0.149708 0.136145 0.502602 0.415069
AMGA 0.037432 0.029006 0.095623 0.135636

ZDT3 NSGA-II 0.038556 0.029505 0.143943 0.100310
NCGA 0.043921 0.028587 0.156448 0.127858
AMGA 0.020222 0.009450 0.088270 0.055998

ZDT4 NSGA-II 0.029920 0.014183 0.085797 0.059543
NCGA 0.958743 1.011684 1.884524 0.993992
AMGA 0.026019 0.010017 0.157624 0.047144

ZDT6 NSGA-II 0.136153 0.132502 0.388023 0.349802
NCGA 1.367150 1.249455 3.120534 1.000000
AMGA 0.099351 0.097869 0.279079 0.288113

NSGA, nondominated sorting genetic algorithm; NCGA, neighborhood cultivation genetic algorithm; AMGA, archive-based microgenetic algorithm
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Even though these algorithms are quite
robust, a search from a given starting point still
produces a slightly different answer because of
the randomness in the search procedure. To
account for this in the comparison, 15 simula-
tion runs were executed, starting with different
random seeds for each algorithm-problem pair
(a total of 15 � 3 � 5 = 225 simulations per-
formed). The size of the initial population used
for all of the algorithms is 100. The number of
generations used is 40 for all except ZDT4,
which used 100 generations, giving a total num-
ber of function evaluations of 10,000 for ZDT4
and 4000 for all other problems.
Table 1 presents the median value for each

performance indicator for each algorithm, across
the 15 executions of each algorithm, for each test
problem. The best (lowest) metric values for each
problem are highlighted in bold. It is evident
from the simulation results that AMGA has the
overall best performance, obtaining the best met-
ric values for all problems and all metrics except
for diversity for ZDT4, for which NSGA-II
obtained the best value. The AMGA is capable
of reporting a large number of nondominated
solutions for the same number of function eva-
luations. The development of AMGA can also
be perceived as an exercise in combining the best
features of different algorithms and best practices
into a unified optimization framework. Although
the computational complexity of the algorithm is
more than either NSGA-II or NCGA, the execu-
tion time is not affected drastically. Almost the
entire execution time is consumed by the analysis
routines, and therefore, the algorithm can afford
to perform expensive operations if such opera-
tions can result in a reduced number of function
evaluations. The two guiding principles that have
shaped the design of the AMGA algorithm are
focused on reducing the number of function eva-
luations for the same degree of convergence and
making the algorithm immune to changes in
sizing or tuning parameters. Limited success
has been achieved by AMGA in fulfilling these
goals.
The results for problem ZDT3 are shown gra-

phically in Fig. 9. The Pareto frontier for ZDT3
is the second, discontinuous front shown in
Fig. 7. In this problem, AMGA gives perfor-
mance metric values that are 40 to 80% better
than the next-best value. Note, however, that
NCGA is designed to work with bit strings,
whereas NSGA-II and AMGA are designed to
work with real variables. All of the problems
considered in this study involve real variables
that may have impacted the performance of
NCGA. For problems involving discrete vari-
ables, NCGA can produce better results. Also,
the use of bit strings gives NCGA the capability
to produce a more uniform distribution across
the Pareto-optimal frontier. Again, the no-free-
lunch theorem (Ref 2) applies.
It should also be noted that the number of

Pareto points output by AMGA has been delib-
erately limited to 20 for the purposes of a more
fair comparison. If the number of points output
by AMGA is not restricted, to exploit one of the

advantages of AMGA, the value of perfor-
mance parameters would be significantly better.

Nondeterministic, Stochastic
Optimization Problem

Real-world engineered products and pro-
cesses do not behave in a deterministic manner.
Most systems behave stochastically, involving
chance or probability. Variation is inherent in
material characteristics, loading conditions,
simulation model accuracy, geometric proper-
ties, manufacturing precision, actual product
usage, and so on. Application of deterministic
optimization strategies, without incorporating
uncertainty and measuring its effects, leads to
designs that cannot be called optimal but
instead are potentially high-risk solutions that
can have a high probability of failing in use.
Optimization algorithms tend to push a design
toward one or more constraints until the con-
straints are active. With a design sitting on
one or more constraint boundary, even slight
uncertainties in the problem formulation or
changes in the operating environment could
produce failed, unsafe designs and/or result in
substantial performance degradation.
Traditionally, many uncertainties are removed

through assumptions, and others are handled
through crude safety methods, which often lead
to overdesigned products and do not offer insight
into the effects of individual uncertainties and
the actual margin of safety of a design.
More recently, stochastic optimization meth-

ods—often called probabilistic optimization or
robust optimization—have been developed to

address uncertainty and randomness through
statistical modeling and probabilistic analysis
(Ref 29, 30). These probabilistic approaches
have been developed to convert deterministic
problem formulations into stochastic formula-
tions to model and assess the known uncertain-
ties of the effects. Until recently, however, the
computational expense of stochastic methods,
in terms of the number of function evaluations
necessary to accurately capture performance
variation, has made the application of these
methods impractical for all but academic inves-
tigations or very critical cases. With the steady
increases in computing power, large-scale
parallel processing capabilities, and availabil-
ity of probabilistic analysis and optimization
tools and systems, however, the combination
of these technologies can facilitate effective
stochastic analysis and optimization for com-
plex design problems, allowing the identifica-
tion of designs that qualify as not only
feasible but as consistently feasible in the face
of uncertainty.
A stochastic optimization problem can be

formally stated as follows:

Minimize fmðmym ðxÞ;sym ðxÞÞ;m ¼ 1; 2; . . . ;M

Subject to gjðmyj ðxÞ;syj ðxÞÞ � 0; j ¼ 1; 2; . . . ; J

hkðxÞ ¼ 0; k ¼ 1; 2; . . . ; K

x
ðLÞ
i þ n�xi � xi � x

ðUÞ
i � n�xi ;

i ¼ 1; 2; . . . ; N

The stochastic optimization problem models
both nominal (or mean) performance and per-
formance variation through statistics and/or
probabilities. For example, the constraints can

Fig. 9 ZDT3 performance results for all three algorithms and all performance metrics. NSGA, nondominated
sorting genetic algorithm; NCGA, neighborhood cultivation genetic algorithm; AMGA, archive-based

microgenetic algorithm
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be modeled as a mean value adjusted by a spe-
cified number of standard deviations:

my � nsy � Lower limit

my þ nsy � Upper limit

Or as a probability of violating the specified
limit:

gðxÞ � 0 becomes Pf ¼ PðgðxÞ � 0Þ � PU

The stochastic optimization problem is inher-
ently a multiobjective problem: Each perfor-
mance measure has two objective components
corresponding to nominal/mean performance
and performance variation. Multiobjective opti-
mization strategies can be used to effectively
assess the trade-offs between the performance
measures and between the nominal perfor-
mance and measured variation of performance.
The stochastic optimization problem can also
be formulated as a single objective problem,
using the weighted-sum approach as follows:

F ¼
XM
m¼1

w1m

s1m
mym � Tm

� �2

þw2m

s2m
s2
ym

� �

where w1m and w2m are the weights, and s1m
and s2m are the scale factors for the mean on
target and minimize variation objective compo-
nents, respectively, for performance response
m; Tm is the target for performance response
m; and M is the number of performance
responses included in the objective. For the
case in which the mean performance is to be
minimized or maximized rather than directed
toward a target, the objective formulation can
be modified as follows, where the first term is
positive when the response mean is to be mini-
mized and negative when the response mean is
to be maximized:

F ¼
XM
m¼1

ðþ=�Þw1m

s1m
mym þ w2m

s2m
s2
ym

� �

Calculation of the statistics and probabilities
necessary to implement a stochastic optimiza-
tion strategy requires the identification and
characterization of random variables and the
incorporation of a sampling strategy within the
stochastic optimization search. Random vari-
ables are inputs to a simulation with known var-
iation. They are described through probability
distributions and associated properties. By sam-
pling from these distributions following their
prescribed properties, the effects of this input
variation on performance can be assessed.
Through this sampling, stochastic analysis
is used to measure design quality (reliability
and robustness). Many methods have been
developed for stochastic sampling, including
Monte Carlo methods (Ref 31, 32), structural
reliability analysis methods (Ref 33–35), sensi-
tivity-based methods, based on Taylor’s expan-
sion (Ref 36, 37), and design of experiments
(Ref 38). Examples of computed-quality

attributes are mean, sigma level, defects per
million, probability of success, and probability
of failure.
Stochastic optimization is then used to

improve design quality. Any of the authors’
multi- and single-objective optimization
methods (Ref 1) mentioned earlier in this
article can be used to optimize the attributes
of design quality as measured by the stochas-
tic analysis.
The concept of stochastic, robust optimiza-

tion is illustrated in Fig. 10. If the function in
Fig. 10 is to be minimized, the solution given
by point 1 would be chosen if uncertainty and
performance variation are not considered, as
with deterministic optimization. Given uncer-
tainty in the design parameter x, defined as a
variation of þ�△x around the chosen value, the
solution at point 1 leads to a large level of vari-
ation, △f1, of the performance function f(x). To
the right of point 1 in the figure, there exists a
more flat region of f(x), which can be shown
to be more robust or less sensitive to variation
in the design parameter x. If point 2 is chosen,
for the same design parameter variation, þ�△x,
the variation of the performance function,
△f2, is significantly less than that at point 1.
The sacrifice in choosing point 2 is the increase
in the nominal value of f(x), which is higher at
point 2 than at point 1. This is the trade-off that
must be evaluated in searching for a robust
solution as opposed to a solution with optimal
mean performance. It can be seen in the figure
that an even flatter region than that at point
2 exists further to the right of point 2 (direction
of increasing x). Although the performance
variation may be even less in this region, the
mean performance may not be acceptable.
Both elements of desired mean performance
and reduced performance variation must
be incorporated in a robust optimization
formulation.

A very common way to express the quality of
a design is the number of sigmas (standard devia-
tions) a design is away from failing to meet the
specifications. Six sigmas correspond to three
defects per million, a widely quoted (Ref 39)
quality goal in manufacturing processes.

Stochastic Optimization Studies

Metal Production and Product Design

Examples of the stochastic approach are
given for metal production and product design.
Example 3: Steel Mill. In Fig. 11, the robust

optimization of a steel mill is presented. In this
case, the operation of the mill under varying
conditions (times, temperature profiles, cooling
air velocities, etc.) is of interest, so the devia-
tion from the specification (material character-
istics, dimensions, etc.) is minimized with
constraints on equipment operation. In this par-
ticular case, robust optimization reduced the
mean specification score by 1%, but the stan-
dard deviation of the specification score was
reduced by an impressive 95%. This provided
significant savings in scrap cost.
Example 4: Automobile Crashworthiness.

One quality engineering design application
currently of high visibility in the automotive
industry is vehicle structural design for crash-
worthiness. These design problems are not only
particularly complex, in terms of understanding
the problem and defining design requirements
and design alternatives, but also involve a very
high degree of uncertainty and variability.
Velocity of impact, mass of vehicle, angle of
impact, and mass/stiffness of barrier are just a
few of many uncertain parameters. A balance
must be struck in designing for crashworthiness
between designing the vehicle structure to
absorb/manage the crash energy (through

Fig. 10 Robust optimization concept
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structure deformation) and maintaining passen-
ger compartment integrity, all in the face of
uncertainty and variability in materials, struc-
tural configuration, and crash scenario.
One specific crash scenario is investigated in

Ref 29 (side impact) using the stochastic analysis
and optimization tools available in Isight.
A typical vehicle side-impact model is shown in
Fig. 12. Including a finite-element dummymodel,
the total number of elements in this model is
approximately 90,000, and the total number of
nodes is approximately 96,000. The initial lateral
velocity of the side-deformable barrier is 31miles
per hour. The central processing unit time for a
RADIOSS simulation of the model is approxi-
mately 20 h on an SGI Origin 2000.
For side-impact protection, the vehicle

design should meet the requirements for the
National Highway Traffic Safety Administration

side-impact procedure specified in the Federal
Motor Vehicle Safety Standards or the European
Enhanced Vehicle-Safety Committee (EEVC)
side-impact procedure. In this study, the EEVC
side-impact test configuration was used. The
dummy performance is the main concern in side
impact, which includes head injury criterion,
abdomen load, pubic symphysis force (pelvic
load), viscous criterion, and rib deflections
(upper, middle, and lower). These dummy
responses must at least meet EEVC require-
ments. Other concerns in side-impact design are
the velocity of the B-pillar at middle point and
the velocity of the front door at B-pillar.
For side impact, increase of gage design vari-

ables tends to produce better dummy perfor-
mance. However, it also increases vehicle
weight, which is undesirable. Therefore, a bal-
ance must be sought between weight reduction

and safety concerns. The objective is to reduce
the weight with imposed constraints on the
dummy safety. Here, eleven design parameters
are used for side-impact optimization. Nine
design variables include two materials of criti-
cal parts and seven thickness parameters. The
material design variables are discrete, either
mild steel or high-strength steel. All thickness
and material design variables are also random
variables, normally distributed with standard
deviation of 3% of the mean for the thickness
variables and 0.6% for the material properties.
The final two parameters, barrier height and hit-
ting position, are pure random variables contin-
uously varying from �30 to 30 mm according
to the physical test.
A deterministic optimization was initially

applied for this problem using the NLPQL-SQP
algorithm. Starting from an infeasible baseline
design, this optimization solution results in a
feasible design with a weight reduction of nearly
20% but also results in three active constraints
associated with rib deflection, pubic symphysis
force, and door velocity. When a stochastic anal-
ysis is performed at this design solution, using
Monte Carlo descriptive sampling with 2000
points, reliability values of 40% are obtained
(60% probability of failure). After applying sto-
chastic optimization, the reliability is increased,
but at the expense of the vehicle weight, as
shown in Fig. 13. For this problem, when the
number of standard deviations of performance
maintained within the required limits (original
optimization constraints) reaches approximately
3s, the weight is nearly equal to that of the base-
line design; no weight savings is achieved, but
the quality level is increased. As the quality level
is increased further, the weight is increased over
the baseline.

Closing

Optimization is a useful and effective
simulation-based design tool for identifying
one or more designs that best achieves a set of
requirements or for improving an existing
design. Optimization has been used to solve a
wide range of industrial problems and is being
used more and more. One conclusion of these
industrial applications of optimization is that
no one optimization algorithm—or even class
of optimization algorithms—is appropriate or

Fig. 11 Tool-set point optimization of a seamless steel tube mill. Note: Results are for illustration only. Source:
Ref 40

Fig. 12 Automotive crashworthiness robust optimization, side-impact model. Source: Ref 29
Fig. 13 Performance versus quality trade-off, side-

impact problem. Source: Ref 29
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even capable for solving a wide range of
problems well. Again, there is no free lunch.
Many optimization strategies have been devel-
oped to address different types of problems.
These optimization strategies can be combined
and applied to create new strategies, allowing
both global and local search, continuous and
discontinuous spaces, continuous and discrete
variables, smooth and noisy topologies, and so
on, to become more robust toward solving a
wider range of problems.
There is also always a trade-off between effi-

ciency and accuracy. Formulating and solving a
single-objective problem is usually the most
efficient approach but may not give the best
trade-off solution or allow the problem to be
explored sufficiently. Extending a problem to
multiple objectives and truly evaluating the
trade-offs between the objectives requires
increased computational effort. Incorporating
uncertainty and searching for designs of higher
quality, requiring additional sampling during a
search strategy, add even significantly more
computational expense.
For complex simulation models requiring

minutes or hours per analysis, optimization—
and, especially, stochastic optimization—can
quickly become impractical. However, addi-
tional simulation-based design-enabling tech-
nologies can be combined to support the
implementation of optimization to even highly
complex problems. Two such current technolo-
gies are parallel processing and approximation
methods. Many analyses during optimization
and sampling for stochastic analysis are indepen-
dent analyses known in advance: gradient runs
for gradient-based methods, a population in a
genetic algorithm, Monte Carlo or design of
experiments samples, and so on. These analyses
can be executed in parallel on multiprocessor
machines and/or a network of machines. For
the most computationally expensive analyses,
requiring days for a single analysis, a set of sam-
pled design points can be executed in parallel
and used to construct surrogate models, or
approximation models, to replace the high-
fidelity code during optimization. Polynomial
response surfaces and, more recently, radial
basis functions or Kriging surrogate models have
been employed for this purpose.
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Stress-Relief Simulation
Dennis J. Buchanan, University of Dayton Research Institute

THE ADVANCES IN PROCESSING OF
METALLIC MATERIALS for improved physi-
cal, thermal, and mechanical properties are
numerous. Cast, wrought, and powder metallurgy
processes have been optimized to achieve a bal-
ance of material properties. The temperature and
deformation processing histories are carefully
controlled during production to increase unifor-
mity of material properties throughout the body
of the component. However, during the cool-
down stage, after thermomechanical processing,
the outer surfaces cool faster than the interior,
resulting in a temperature gradient. This produces
thermally generated bulk residual stresses that
remain in the body even after the entire part
achieves room temperature. In most cases, these
manufacturing residual stresses are undesirable.
In fact, the magnitude of bulk residual stresses in
turbine engine disks may be a large fraction of
the material yield strength (Ref 1). The drawback
of these undesirable residual stresses is when they
are superimposed with the applied mechanical
and thermal stresses associated with the operating
conditions of the component. The consequence of
not incorporating the generation of residual stres-
ses and residual stress relaxation intomodel simu-
lations may result in excessive scrap rates,
manufacturing costs during production, and
reduced service life of the finished component.
Bulk residual stresses must be quantified and

modeled for relaxation or relief as a function
of thermal and mechanical loading history.
Numerous studies document the existence of
residual stresses through measurements and
have described the effects of residual stresses
for a variety of materials and components (Ref
2–9). This article summarizes many of the
existing approaches used to simulate relaxation
of bulk residual stresses in components. The
capability to simulate the evolution of residual
stresses as a function of thermal and mechani-
cal loading history is critical to design, manu-
facture, and service-life prediction. If residual
stresses are neglected or ignored in the design
or manufacture of the component, a premature
or catastrophic failure may result in a costly
shutdown or loss of life.
The remainder of this article on stress-relief

simulation describes a progression of different
creep models and solution procedures, starting
with a simple analytic model with a closed-

form solution to a complex displacement-based
finite-element numerical solution that is capable
of incorporating material and geometric nonli-
nearities. This simple-to-complex progression
of analyses serves two useful purposes and sug-
gests that this approach should also be followed
by the analyst in developing solutions to real
engineering problems. First, many problems
can be solved easily by imposing simple
approximations or assumptions in either the
material behavior or the solution procedure.
A quick, simple analysis should be performed
first to evaluate the time, expense, and poten-
tial accuracy of available modeling solutions.
Furthermore, a simple analysis approach can
quickly demonstrate the need for more sophisti-
cated methods that include temperature-
dependent material properties, rate dependence,
and material and geometric nonlinearities. For
example, the need for temperature-dependent
material properties can be evaluated with a sim-
ple model by executing the analysis with differ-
ent material properties that are representative of
expected temperature ranges. If the results of
these analyses differ greatly over the tempera-
ture range, then temperature-dependent material
properties should be considered for a more
accurate solution. When a more accurate analy-
sis is required, the simple analysis will serve as
a benchmark comparison for more detailed ana-
lyses. Second, not all analysts will have the
same knowledge about the critical factors that
are important to the solution or the same level
of problem-solving experience. In either case,
the analyst can gain experience and build
knowledge by starting with simple material
models and solution methods before progres-
sing to the complex solution methods.

Examples of Complicated Residual
Stress States in Simple Bodies

In many instances, residual stresses are inten-
tionally engineered into the design to extend the
life of the component. For example, residual
stresses can be introduced by monotonic over-
loading, or what is often called presetting a
component under a prescribed loading state
such that yielding occurs at weak points. The
yielding accomplishes several tasks, including

hardening the material, increasing the elastic
working range, establishing compressive stres-
ses around notches and existing subcritical
crack tips, and ultimately prooftesting the com-
ponent prior to service. Unfortunately, both
manufacturing-related and engineered residual
stress states are often multiaxial, with compli-
cated distributions throughout the entire body
of the component. In fact, the unintended con-
sequence of engineering residual stresses into
specific locations of components is the resulting
balancing stresses that develop throughout the
body that are required to satisfy equilibrium.

Analyzing Results

Pure Bending of a Rectangular Beam. A
case in point is the simple example of a rectan-
gular beam subjected to pure bending, with
cross-sectional dimensions shown in Fig. 1. In
this example, elastic perfectly plastic material
behavior is used in the deformation analysis
along with the enforcement of load equilibrium
and compatibility conditions. Figure 2 shows
the one-dimensional residual stress and strain

Fig. 1 Cross-sectional dimensions of a rectangular
beam under pure bending
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distributions that remain in the beam after being
subject to plastic deformation during the load-
ing, followed by the elastic unloading. The
resulting distributions exhibit some interesting
characteristics. Inside the elastic region (y <
þ�40 mm), where stress and strain are still line-
arly related, the residual stress and residual
strain have the same sign. In contrast, the top
and bottom surfaces of the beam have stresses
and strains of opposite sign. This is where
yielding occurs first and deformation from plas-
tic behavior is dominant. Additional details of
this analysis are described elsewhere (Ref 10).
Thermal Stress in Annular Disk. A second

example is the thermal stresses that develop in
an annular disk of uniform thickness due to a
radial temperature gradient, as shown in Fig. 3.
This type of temperature profile, shown on the left
side of the figure, is often observed in the cooling
of castings and forgings and in the service
operating conditions of rotating turbine engine
components. Here, one can observe the additional
complexity of a two-dimensional stress state com-
pared to the previous example. The stress profiles
are a function of radial position only and are
shown on the right side of the figure. The radial
residual stress (srr) is totally compressive in the
interior and zero at the inner and outer radii, while
the circumferential stress (syy) is compressive at
the inner radius and transitions to tension at the
outer radius. Additional details of this thermal
stress analysis can be found in the literature
(Ref 11, 12).
These analytical examples highlight the com-

plexity of the residual stress and strain distribu-
tions observed in simple geometries, with ideal
material behavior, and trivial loading and bound-
ary conditions. Furthermore, these examples
provide a baseline or comparison solution
for more advanced numerical solutions that
are typically used to solve real engineering pro-
blems. Real components with a complicated ther-
momechanical loading history, which contains
fillets, holes, and other geometric features, will

require nonlinear material and geometric solution
procedures and will result in complex multiaxial
residual stress and residual strain distributions.
Many experienced stress analysts will agree that
the best course of action in the solution of these
problems is to start with the simple solution first,
gain confidence in the results, and then move on
to more advanced solutions that incorporate tem-
perature-dependent properties, nonlinear material
and geometric behavior, coupling, and so on. The
remainder of this article discusses approximate
and advanced solution techniques that can be
employed in practice for simulation of residual
stress relief.
Stress relaxation and creep deformation

are essentially the same material phenomenon;
the only difference is what boundary condition is
prescribed and what response is observed or
measured. In a stress-relaxation test, an applied
displacement is prescribed, and a decreasing load
(or stress) is observedwith time. In a creep test, an
applied load (or stress) is prescribed, and an
increasing displacement is observed with time.
Both approaches characterize the same time-
dependent material behavior required to develop
a constitutive material relating stress and strain.
However, time-dependent material behavior is
usually shown as creep data andmodeled as creep
deformation mechanisms. Therefore, this article
discusses implementation of creep data and mod-
els for stress-relief simulation.

Approximate Solution Technique—
Reference Stress Method with
Steady Creep

The approach of the reference stress method
(RSM) is to relate the creep deformation
response at a specific point in a structure to that
of a laboratory test specimen. The relationship
typically takes the form of:

_ecstructure ¼ b _ecspecimen (Eq 1)

where, b is a geometric scaling factor between
the structure and the specimen. Maturation of
the technique occurred predominantly in the
United Kingdom during the 1960s. However,
the first documented application of the RSM
was made by Soderberg (Ref 13) in 1941 in
the United States. Detailed discussions of the
RSM, with additional examples, may be found
in Ref 14–16.
A simple example is the stress distribution in

a rectangular beam under pure bending, with
the cross-sectional dimensions (height = 2d;
width = b) of Fig. 1. The steady-state creep
analysis is accomplished using the three field
equations of solid mechanics as applied to ele-
mentary beam theory. The first equation is the
compatibility equation, which relates the strain
in the beam (e) to the beam curvature (k) times
the distance from the neutral axis (y):

e ¼ k y (Eq 2)

The second equation is the equilibrium equa-
tion, which relates the applied bending moment
(M) to the stresses (s) integrated over the cross-
sectional area of the beam:

M ¼
Z
A

sydA (Eq 3)

Finally, the third equation is the constitutive
equation, which takes the form of a power-law
creep model relating creep strain rate ( _ec) to
stress through:

_ec ¼ Bsn (Eq 4)

whereB and n are fitting parameters describing the
creep deformation behavior of the material. These
equations may be combined and normalized by
the maximum stress (se

max) in an elastic beam into
a nondimensional form for stresses in the beam:

s
se
max

¼ 2nþ 1

3n

y

d

� �1=n

(Eq 5)

This equation relates the normalized stress in
the beam to the normalized distance from the
neutral axis (y/d) and the exponent of the
power-law equation. Figure 4 is a plot of this
equation for different values of the exponent.
When n = 1, this reduces to linear elastic mate-
rial behavior, shown as a straight line in the
plot. For larger values of the exponent (n = 3,
5), the stress profile is nonlinear. The necessary
material properties for this analysis are the elas-
tic modulus and secondary creep rate as a func-
tion of applied stress, as shown by Eq 4. A
detailed analysis of this example is described
in Boyle and Spence (Ref 15).
The solution described previously assumes

that elastic strains and elastic strain rates are
negligible in size compared to creep strains
and creep strain rates. Because the elastic strain
rate is negligible, the stress rate is also

Fig. 2 Residual stress and residual strain distributions
in a rectangular beam after being subjected to

plastic deformation under pure bending and then
unloaded

Fig. 3 Multiaxial stress distribution in uniform-
thickness disk for a radial temperature profile

typically associated with cooling. srr, radial residual
stress; syy, circumferential stress
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negligible, by way of Hooke’s law, and the
resulting stress does not change with time.
Despite this simplifying assumption, this tech-
nique provides a good first approximation to
the limiting solution. Additional examples with
approximate solutions may be found in a num-
ber of references (Ref 14 to 18).

Advanced Solution Techniques

This section describes more advanced techni-
ques that are applicable to transient creep,
advanced constitutive models, and complicated
stress and temperature loading histories. In addi-
tion, the next example highlights the difference
between a steady-state and transient creep analy-
sis solution using a spinning disk that creeps at
elevated temperature.

Finite-Difference Method for Solution
of Idealized Problems

In this section, another simplification is
removed from the previous analyses to allow
for transient creep response, sometimes referred
to in the literature as including elastic strains.
Furthermore, this section provides a compari-
son of the resulting stress state using another
example of steady creep and transient creep
analysis from the literature.
This example uses the uniform-thickness (h)

disk geometry shown in Fig. 3, with an inner and
outer radius (r) of 31.8 and 152.4 mm, respec-
tively. The disk was spun at a constant angular
velocity (o) of 15,000 revolutions per minute
and an elevated temperature of 538 �C.The analy-
sis highlights the relaxation and redistribution of
circumferential stresses in a spinning disk that
creeps at elevated temperature. This same appr-
oach can be used to model relaxation of residual
stresses ina stationary diskwith a temperaturegra-
dient as shown in Fig. 3. Details of the experimen-
tal work are found in Ref 19, while the description
of the analysis herein followsRef 14 and17. In this
particular example, a cylindrical coordinate sys-
tem is adopted. The two strain compatibility equa-
tions can be combined into a single equation:

er � ey ¼ r
dey
dr

(Eq 6)

relating the radial (er) and circumferential (ey)
strains in a differential form. Furthermore, the
equilibrium equation also takes a differential form:

d

dr
hrsrð Þ � hsy þ ro2r2h ¼ 0 (Eq 7)

where radial (sr) and circumferential (sy) stres-
ses are a function of the density (r). The stress-
strain constitutive equations are cast as:

er ¼ 1

E
ðsr � nsyÞ þ aT þ eCr þ DeCr (Eq 8)

ey ¼ 1

E
ðsy � nsrÞ þ aT þ eCy þ DeCy (Eq 9)

ez ¼ n
E
ðsr þ syÞ þ aT � eCr � eCy � DeCr � DeCy

(Eq 10)

where the accumulated radial (eCr ), circumfer-
ential (eCy ), and axial (eCz ) creep strains and their
respective increments (DeCr ; De

C
y ) are summed

with the elastic and thermal strains (aT). The
rotating disk has a multiaxial stress state;
hence, a von Mises effective stress (se) and
an effective creep strain increment (DeCe ),
which are respectively:

se ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
r þ s2

y � srsy

q
(Eq 11)

DeCe ¼ 2ffiffiffi
3

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDeCr Þ2 þ ðDeCy Þ2 þ DeCr De

C
y

q
(Eq 12)

are used in the creep rate calculations, which
typically take the form of a power-law model:

DeCe
Dt

¼ Bsn
e (Eq 13)

Furthermore, it is assumed that the Prandtl-
Reuss plastic flow relation is applicable to
creep flow, so that individual increments in
creep strain may be computed as:

DeCr ¼ DeCe
2se

ð2sr � syÞ (Eq 14)

DeCy ¼ DeCe
2se

ð2sy � srÞ (Eq 15)

Finally, hydrostatic stresses are assumed to
have negligible effect on yield behavior, and
during plastic and creep flow, the material is
incompressible, which results in the equation
for the axial strain increment:

DeCz ¼ �ðDeCr þ DeCy Þ (Eq 16)

The solution of these equations can be solved
using either the integral equation method or the
finite-difference method. A detailed description
of both solution procedures for this example
problem may be found in Ref 17 and therefore
is not be repeated here. The solution to this
problem has been solved using a power-law

creep model with transient creep analysis and
steady creep, as shown in Fig. 5. The necessary
material properties for this analysis are the elas-
tic modulus, Poisson’s ratio, and secondary
creep rate as a function of applied stress that
follows the power-law relation of Eq 13. The
plot displays the circumferential stress at the
inner radius (bore) and outer radius (rim) versus
time. The solid lines are the solution for a tran-
sient creep analysis, while the dotted lines cor-
respond to the steady creep analysis. The bore
exhibits a significant decrease in stress starting
from a peak value of 370 MPa to a lower value
of 200 MPa. In contrast, the rim exhibits an
increase in stress from the lowest value of 100
MPa up to 150 MPa. The steady creep analysis,
shown as dotted lines, displays bore and
rim stresses of 200 and 150 MPa, respectively.
In this particular example, the steady creep
solution significantly underpredicts the initial
tensile stress at the bore and overpredicts
the initial tensile stress at the rim. After approx-
imately 10 h, the two solution methods
display agreement. After 100 h of creep defor-
mation, with the disk radius increasing and
the thickness decreasing, the transient creep
solution displays an increase in the circumfer-
ential stress at both the bore and the rim.
Experimental strain results from Ref 19 show
good agreement with the transient creep
analysis.
The problem described previously has been

solved by both the integral equation method
and the finite-difference method (Ref 17). The
integral equation method is somewhat less pre-
ferred because it is difficult to incorporate var-
iations in material properties and dimensions
as a function of coordinate position in the disk.
The finite-difference method works well for this
simple geometry. However, for complicated
geometries, the finite-element method is pre-
ferred over the finite-difference method. Fur-
thermore, for complicated material behavior,
geometric nonlinearity, and coupled physics
problems, commercial finite-element software
packages are the best choice.

Fig. 4 Stress distributions in a rectangular beam for
various exponents (n) of the power-law creep

model obtained using the reference stress method

Fig. 5 Stress relaxation predictions in a spinning disk
of uniform thickness at elevated temperature.

Source: Data from Ref 17
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Finite-Element Method for Solution of
Complex Problems

Ultimately, the complexity of the physical
shape of engineering components and thematerial
models employed in stress-relief simulation
require advanced analysis tools such as finite-ele-
ment (FE) modeling. Most of the commercially
available FE applications have some type of
aforementioned constitutive model available for
complex thermal and mechanical loading history
analysis. This makes FE well suited to simulate
complex mechanical processing steps that result
in material and geometric nonlinearity with tem-
perature- and strain-rate-dependentmaterial prop-
erties. Unfortunately, these capabilities require a
significant amount of material data, including
temperature-, rate-, and time-dependent proper-
ties. Furthermore, many of the microstructural
models require specialized tests to determine
model parameters. In general, material input data
that support a microstructural physics-based
model must be representative of the temperatures,
strain rates, and microstructural conditions of the
stress-relief simulation.
One example of the use of FE is the simulation

of stress evolution during quenching and the
resulting retained residual stresses after cooling
of a superalloy forging (Ref 7). The objective of
this researchwas to develop numerical techniques
that could reliably predict the retained residual
stresses in components following heat treatment.
These residual stresses are the result of trapped
thermal stresses that developed upon cooling.
The outside surface typically cools faster than
the interior during the quenching process. Shown
in Fig. 6 is the temperature-versus-time history at
a point on the top surface and a point in the inte-
rior of the forging. Prior to quenching, the forging
is at a uniform temperature of 1104 �C. Following
the start of the quenching, the surface tempera-
ture drops sharply, while the interior temperature
decreases at a much slower rate. After the surface
temperature has dropped below 400 �C, the sur-
face cooling rate decreases. At this point, the tem-
perature difference between the surface and the
interior is greater than 600 �C. Furthermore, the
cooling rate on the surface is now less than the
cooling rate in the interior. After approximately
50 min, the surface and interior have reached
ambient temperature. However, it is the tempera-
ture gradients that exist during the cooling pro-
cess that produce the thermal stresses in the
forging.
Shown in Fig. 7 are the circumferential and

radial stresses on the top surface and in the interior
of the disk versus time. During the first minutes of
rapid surface cooling, tensile circumferential and
radial stressesdevelopon the surfaceas the forging
cools and tries to contract around a hotter interior.
In contrast, the interior develops compressive cir-
cumferential and radial stresses as it is squeezed
by the contracting exterior. After approximately
5 min, when the surface cooling rate has
decreased, the stresses start to decrease in magni-
tude and begin to change sign. The resulting sur-
face residual stresses in both the circumferential

and radial directions are compressive, with amag-
nitude of approximately 1000 MPa. The interior
residual stresses are both tensile, with magnitudes
of 560 and 1350 MPa in the radial and circumfer-
ential directions, respectively. Experimental mea-
surements using the hole-drilling technique with
strain gages show good agreement with the model
predictions (Ref 7).Additional heat treatment pro-
cesses generally follow to reduce themagnitude of
these residual stresses to lower levels.
The FE method is probably the most powerful

and advanced tool available for stress-relief simu-
lation. Most commercial FE packages provide the
capability to perform stress analysis, heat trans-
fer, and fluid flow for both static and dynamic
solutions with material and geometric nonlineari-
ties. Many of these codes include multiphysics
analysis, coupled modeling capabilities, and can
be augmented with user-written subroutines for
custom constitutive material models. There are
several textbooks available that describe the fun-
damentals and specific applications of the FE
technique (Ref 20 to 26). Unfortunately, stress-
relief simulation of metallic materials is a com-
plex subject and is not usually adequately
addressed in the literature. However, two sources
(Ref 23, 26) provide a good starting point on the
theoretical and numerical background for imple-
mentation of constitutive models in FE analysis.
The challenge is selecting or developing an
appropriate constitutive model that is applicable
over the range of processing conditions. For
example, the constitutive model should incorpo-
rate temperature-dependent material properties,
a plasticity model with mixed nonlinear isotro-
pic-kinematic hardening, and a creep/relaxation
model that represents the active physical defor-
mation mechanisms. The next section highlights
many of the important material behavior aspects
of a physics-based constitutive model that should
be considered in a stress-relief simulation.

Transient Creep with Variable Stress
History and Physics-Based Material
Models

Although the topic of this article is focused
on stress relief through relaxation of stresses,
the experiments, physical understanding of

deformation mechanisms, and theoretical mod-
els are usually cast as creep models instead of
relaxation models. Hence, the following discus-
sion is focused on creep deformation mechan-
isms and their associated models.
The primary variables associated with creep

deformation and creep rate are stress, tempera-
ture, and time. Much of the early work charac-
terizing creep behavior was aimed at fitting
empirical equations as a function of stress,
temperature, and time. Furthermore, it is typi-
cally assumed that these equations are pro-
ducts separable into functions for stress and
temperature. For variable stress and tempera-
ture loading conditions, a rate formulation
must be adopted. The creep strain rate equa-
tion is often cast in either a time-hardening
formulation:

_ec ¼ F1ðsÞF2ðT ÞF3ðtÞ (Eq 17)

or a strain-hardening formulation:

_ec ¼ F1ðsÞF2ðT ÞF4ðecÞ (Eq 18)

Both formulations are state variable approaches
that may be applied to complex thermal and
mechanical loading histories. Figure 8 shows
the creep strain versus time history under a sim-
ple stepped stress loading history using both
the time- and strain-hardening approaches.
The plots display the creep-strain-versus-time
curves for the three constant stress (s1, s2,
s3) histories along with the creep strain history
for the variable stress history. These figures of
time and strain hardening show how the creep
strain history is constructed using the different
constant stress histories for the two formula-
tions. In most creep analyses, the strain-harden-
ing approach is implemented.
A major element missing from the aforemen-

tioned creep models is the evolution of material
microstructure with time or deformation his-
tory. It is often assumed that the microstructure,
and hence the material properties, remain
unchanged throughout the deformation history.
Aspects of the material microstructure, such as
grain size, dislocation structure, inclusions,
vacancies, and so on, have an impact on
the deformation rate. Both the time- and

Fig. 6 Temperature history of a superalloy forging
during quenching at points on the surface and

in the interior. Source: Data from Ref 7

Fig. 7 Stress history simulation of a superalloy forging
during quenching at points on the surface and

in the interior. Source: Data from Ref 7
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strain-hardening approaches are suitable if the
creep rate is dominated by a single deformation
mechanism. If multiple deformation mechan-
isms are active, or the dominant mechanism
changes with thermal and mechanical loading
history, simple time- and strain-hardening
approaches fail to capture the loading response.
Schoeck (Ref 27) presents a more general for-
mulation for creep rate that accounts for multi-
ple independent creep mechanisms in the form:

_ec ¼
X
i

fiðs; T; stÞe�Ui s;T;stð Þ=kT (Eq 19)

where fi is the creep rate function (i.e., creep
mechanism), Ui is the activation energy for
the creep mechanism, s is the applied stress,
T is the temperature, k is the Boltzmann con-
stant, and st is the structure of the material.
Numerous models have been developed for

the dominant creep mechanisms, such as glide
and climb of dislocations and diffusion through
grains and along grain boundaries. Nowick and
Machlin (Ref 28) and Weertman (Ref 29)
developed the early dislocation creep models
to describe climb and glide deformation
mechanisms, which gave rise to many of the
commonly used exponential and hyperbolic
sine formulations for creep rate. Interaction or
competition between deformation mechanisms
may become complex. The Bailey-Orowan
equation (Ref 30) formulates competing strain-
hardening and recovery mechanisms with
steady-state creep as a balance between
mechanisms. The y-projection (Ref 30)
approach describes primary and tertiary creep
using exponential forms, with secondary or
minimum creep rate as an inflection point in
between. Initial approaches to represent mate-
rial degradation under creep loading include

the continuum damage mechanics (CDM)
approaches of Kachanov (Ref 31) and Rabot-
nov (Ref 32) that incorporate a single damage
parameter and associated evolution equation.
The simple damage parameters in the CDM
approach have been replaced by specific degra-
dation models representing mechanisms such as
cavity nucleation and growth, subgrain coarsen-
ing, multiplication of mobile dislocations, and
thermally and environmentally driven mechan-
isms (Ref 33, 34). A number of modeling
approaches (Ref 35 to 41) have been developed
to account for the combined contributions of
plasticity and creep deformation. The trend
has been to incorporate plasticity and creep into
a single, unified, inelastic model. These unified
models have evolved to include complex non-
linear hardening rules to capture the Bauschin-
ger effect, cyclic hardening or softening, and
residual stress relaxation. The selection of a
constitutive model for stress-relief simulation
is dependent on a number of factors. However,
the critical requirements are that the correct
physical deformation mechanisms be repre-
sented in the model and that material data or
model constants required by the model are
available.

Stress-Relief Simulation

The previous sections describe the different
modeling approaches in order of increasing
modeling sophistication. As the sophistication
of the analysis increases, the analyst is required
to have a greater knowledge of materials behav-
ior, more experience with modeling tools, and
generally more material data for the model.
Furthermore, it becomes more challenging to
interpret and analyze the validity of the

simulation results. The late Professor Richard
W. Hamming (Ref 42) stated the following as
the motto of his book on numerical methods:
“The purpose of computing is insight, not num-
bers.” He went on to emphasize that knowing
what to do with the answer is more important
than the answer itself. In regard to stress-relief
simulation, the purpose of computing is to
understand which material parameters, bound-
ary conditions, and model variables drive stress
relaxation and ultimately result in minimizing
the retained residual stresses.
A stress-relief simulation will most likely

incorporate a complicated geometric body,
temperature-dependent material properties,
physics-based models of deformation mechan-
isms, a variable thermomechanical loading
history, and a nonlinear solution. Many of the
commercial FE codes provide design optimiza-
tion tools to evaluate the sensitivity of inputs
(dimensions, material properties, boundary con-
ditions, applied loads, etc.) on analysis results.
These design tools provide automated methods
to execute parametric studies that can be used
to explore potential changes in processing para-
meters to minimize residual stresses. Further-
more, these design tools can identify strengths,
weaknesses, and limitations of candidate mate-
rials models and guide potential experimental
research for new processing approaches to min-
imize retained residual stresses.

Discussion/Summary

Stress-relief simulation can be as simple as
applying empirical material models with analyt-
ical solutions to as complex as nonlinear time-
dependent FE analysis with a physics-based
microstructural model written into a user sub-
routine. The best approach is to start with a
simple model and build experience and confi-
dence in a solution before moving to more
sophisticated methods. In most cases, develop-
ment of modeling and simulation capabilities
provides positive benefits to design, manufac-
ture, and reliability of costly components.
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Uncertainty Management in Materials
Design and Analysis
Janet K. Allen, University of Oklahoma

COMPUTATIONAL MATERIALS DESIGN
is in its infancy. There is tremendous scope for
the multiscale computational design of materials.
However, in spite of ever-increasing computa-
tional power, many approximations and simplifi-
cations must be made to compute results. In this
article, an approach to managing the uncertainty
present in materials design is presented. First,
it is necessary to understand the sources of
uncertainty—the region of space considered, the
number and independence of input variables,
and theway they are sampled—followed by creat-
ing surrogate models and studying error propaga-
tion among several computations. Then, the
opportunities that a designer has to control or
manage this uncertainty are presented.

Frame of Reference

The pace of industry has led to a demand for
more rapid materials development, and this has
led to replacing physical experimentation with
computer experimentation. Advances over the
last few decades in modeling materials, com-
bined with the rapid increase in computational
power, make computer experimentation
increasingly feasible. However, uncertainty—
and the accompanying lack of accuracy—is
one of the greatest problems in the computa-
tional development of materials, that is, in the
design of materials.
Uncertainty is defined as unpredictability,

indeterminacy, or indefiniteness of the esti-
mated amount or percentage by which an
observed or calculated value may differ from
the true value (Ref 1). There are a myriad of
sources of uncertainty in materials themselves.
The most obvious material heterogeneity is the
variation in microstructure, but there are other
sources of uncertainty. Further, although the
resolution of the various forms of physical
observation of material properties is improving,
measurement variability introduces an addi-
tional degree of uncertainty. Modeling and sim-
ulation of physical behavior introduces more
uncertainty, and often, in an effort to reduce
computation time, the models themselves are

simplified, either by creating surrogate models
or by using simplifying assumptions. Again,
this introduces uncertainty.

Approaches to Dealing with
Uncertainty

Mitigating Uncertainty. Because uncer-
tainty is inherent in materials, conceptually
there are two ways of introducing it into com-
putations. The first is to refine computations
indefinitely in the costly effort to generate mod-
els that precisely represent the material. This is
termed mitigating uncertainty.
In complex designs, this requires that all

simulations contributing to the design be
refined simultaneously. In practice, if several
groups are working on different aspects of the
design, there is the temptation for each group
to continue to refine one portion of the design.
However, when the overall problem is analyzed
these refinements may be swamped by the
uncertainty in a few calculations. Refining
models can be a very expensive process, both
in terms of modeling efforts and in terms of
computations, so it is important not to waste
resources on parts of the problem that do not
contribute significantly to an improved solution.
Managing Uncertainty. The second

approach to dealing with uncertainty is to man-
age uncertainty, that is, to recognize and toler-
ate uncertainty in specific simulations that
contribute to the overall design and to evolve
and refine models where precision is important.
There can be uncertainty in the modeling meth-
ods, in the knowledge of constraints, or in the
knowledge of the goals or objectives. Each
must be dealt with individually and appropri-
ately but not necessarily by removing uncer-
tainty completely. A part of uncertainty
management is to mitigate uncertainty selec-
tively where there is the greatest benefit in
terms of the solution proposed. In addition, it
is wise to seek solutions that are robust: solu-
tions that are insensitive to changing conditions
and therefore are unaffected by uncertainty and
thus reduce the required accuracy of the

solution. In all cases, in the context of the spe-
cific design problem, a designer balances the
accuracy (lack of uncertainty) in the results
against the resources required to obtain that
result. Thus, to successfully manage uncer-
tainty, it is important to consider carefully the
context and the time and money available for
generating results. Of course, this is usually
most successful if the designer is able to design
a comprehensive plan for obtaining results.
Inductive and Deductive Approaches. So

far, only uncertainty produced by a single
experiment, model, or analysis has been consid-
ered. This is much more complex when moving
away from traditional homogenization proce-
dures and considering multiple analyses.
Olson has developed a hierarchical model of
interactions that produce material performance
(Fig. 1). This starts with materials processing
methods, the (micro)structure that they develop,
the material properties that the microstructure
then yields, and the performance that the prop-
erties dictate. Taking this one step further,
knowing materials performance is a step toward
product design, which then involves a whole
hierarchy of other activities. This is a bottom-
up or deductive approach to creating materials.
Alternatively, a designer may start from the top
of the hierarchy and determine a desired perfor-
mance, followed by identifying the properties
that will yield this performance, the microstruc-
ture to yield properties, and the processing that
creates the microstructure. This is an inductive
approach. For either inductive or deductive
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Fig. 1 Hierarchical diagram of materials design based
on the work of Olson. Source: Ref 2
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approaches, it is important to be able to manage
the uncertainty both at single levels and as
uncertainty propagates from level to level.
Whether considered from the top down

inductively or the bottom up deductively,
design problems such as these can either be
solved sequentially or concurrently in an all-
in-one approach. Much of the existing work
has been done using all-in-one approaches. This
has the disadvantage that any modification
requires completely recomputing the entire
design problem, which can be extremely costly
when the uncertainty inherent in the material is
modeled. In this article, a perspective on the
capabilities and limitations of the various meth-
ods is offered, not the detailed mathematical
foundations of the different methods. Ample
references are provided to guide the interested
reader. This is an extensively studied topic,
and the references presented here are represen-
tative and not intended as an exhaustive collec-
tion of all work on the subject.
Whether materials development is viewed

from an inductive or deductive perspective,
uncertainty in the starting point is magnified
as it passes through multiple computations.
This leads to a situation in which minor varia-
tions (uncertainty) in input propagate through
a series of stages with an ever-expanding
amount of uncertainty. The situation is compli-
cated by the fact that several models or simula-
tions may be required to describe the material
at any one of these levels.
Although it may be possible to take compre-

hensive measurements for every value in a physi-
cal sample, this is generally both expensive and
time-consuming. Accordingly, a subset of possi-
ble measurements is evaluated or sampled, and a
distribution of values for that property is com-
puted. The basic approach is to construct approx-
imations of the analysis codes that are efficient to
run and yield insight into the functional relation-
ship between x and y. If the true nature of the sys-
tem behavior or the computer code is:

y ¼ f ðxÞ
then a model of the model or metamodel or surro-
gate model, ŷ, of the analysis code is:

ŷ ¼ gðxÞ
These approximations then can replace the
existing analysis code.
In what follows, a designer is assumed to have

a comprehensive understanding of the desired
accuracy of results and to be aware of the
resources available; therefore, the focus in this
article is to provide an understanding of opportu-
nities for managing uncertainty and the decisions
that influence the accuracy of the results.
Becausemitigating uncertainty is a part of uncer-
taintymanagement, the early part of this article is
on uncertainty mitigation. The starting place is to
select the size of the region under consideration
and to identify input variables that have the
greatest impact on the results. Because many
simulations are either more accurate or simpler

if the variables are independent, methods
for identifying independent input variables
are discussed. Next, methods for sampling
and experimental design are presented. This sec-
tion on uncertainty mitigation is followed by a
discussion of uncertainty management, starting
with an understanding of uncertainty propaga-
tion and multiscale robust design.

Input Data for Surrogate Modeling

Managing uncertainty starts with determining
the context of the design problem and identify-
ing options for uncertainty mitigation. The first
important decision is to determine the size of
the region that will be considered. Clearly, a
large region will provide more scope to reach
a good solution but also demands increased
numbers of samples to be studied, and evaluat-
ing each sample can be costly.
The number of simulations required to create a

surrogate model increases exponentially with the
number of input variables (Ref 3). Some variables
may have minimal effect on the output, and these
may be set to constant values in further calcula-
tions, to the extent possible. Ideally, this is accom-
plished while also removing or reducing
correlations between input variables. This proce-
dure is called variable screening.

Variable Screening

Reducing the Number of Input Variables.
One approach to variable reduction is to use a k-
level factorial or fractional factorial design, where
k is usually a lownumber, for example, 2 or 3. This
is followed by an analysis of variance that indi-
cates which variables account for most of the var-
iance in output variables (Ref 4). Alternatively,
fractional factorial designs may be computed iter-
atively to identify factors that significantly affect
the output (Ref 5). Full and fractional factorial
designs are discussed later in this article.
Several other approaches have been pro-

posed. For example, in Ref 6, Daniel proposes
a one-at-a-time procedure in which the effects
of varying one variable at a time are monitored.
Although Daniel’s method alone is not effective
for eliminating interactions among variables,
Morris proposes a modification of this method
that accounts for these interactions (Ref 7).
Sobel has developed the global sensitivity

analysis for reducing the numbers of input vari-
ables by determining the total effect—the main
effect and the interaction effects—of each vari-
able and therefore determining those that can be
ignored (Ref 8). For these calculations, the var-
iances are usually determined by Monte Carlo
simulations using a crude model that is usually
assumed to be adequate for this purpose but not
for an accurate description of system behavior.
A different approach is to group the variables

by nondimensionalizing them, thus reducing the
number of variables. This can be done systemati-
cally by using the Vaschy-Buckingham theorem

and guarantees that the minimum number of para-
meters is identified, which provides an exact rep-
resentation of the output for a given design
problem (Ref 9, 10). Because this method is a dif-
ferent approach from the screening procedures
discussed earlier in this section, these methods
may be used together to further enhance the reduc-
tion in the number of input variables.
Ensuring the Independence of Input Vari-

ables. Some methods of analyzing materials,
for example, finite-element analyses, generate
a large amount of data that is not necessarily
independent. However, most of the methods
for error propagation are based on the assump-
tion that the input variables are independent.
Proper orthogonal decomposition (POD), also
known as Karhunen-Loeve expansion, may be
used both to reduce the dimensionality of the
input variables and to provide a set of input
variables that are uncorrelated. The POD can
reduce the number of input variables by several
orders of magnitude (Ref 11).
Given a set of N simulation samples, POD

identifies a low dimensional basis. If U is a field
within the sampling domain, K is the number of
basis vectors, and ak is the POD coefficients on
the K basis vectors, then:

U ¼
XK
k¼1

akFk ¼
XK
k¼1

hUkFki Fk k ¼ 1 . . .K

where U is the vector representation of the
field, and Fkf gk¼1::K are the basis vectors for
the reduced-dimension, orthogonal basis
(Ref 12).
Note that many of the techniques presented in

this section may also be used to assess output
dimensionality and create independent variables
if the output of a simulation is to be used in further
analyses. When the appropriate input variables
have been identified, then samples of the input
variables are selected to cover the possible spec-
trum of the input variables; these samples are pro-
duced by various experimental designs.

Experimental Designs

The various methods for design of experiments
(DOE) have been developed to identify an effi-
cient set of simulations and use these simulations
to create a representation of the output of the sim-
ulation based on the distribution of input vari-
ables. Experimental designs are discussed in this
section. Metamodeling approaches for using the
results are discussed in the next section.

A Survey of Experimental Designs

A DOE represents a sequence of experiments
to be performed, expressed in terms of factors
(design variables) set at specified levels (prede-
fined values). An experimental design is repre-
sented by a matrix X where the rows denote
experiment runs, and the columns represent
particular factor settings.
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Full Factorial Design. The most basic DOE
is a full factorial design in which two or more
factors (variables) are considered. Each of these
factors is assumed to cover a range of values,
and those ranges are divided into levels. For
each complete trial of the experiment, all possi-
ble combinations of the levels of the factors are
considered. The most common designs are 2k

(for evaluating main effects and interactions)
and 3k (for evaluating main and quadratic
effects and interactions) for k factors at 2 and
3 levels, respectively. The advantages of facto-
rial designs are their flexibility and orthogonal-
ity. A flexible design is one that can be used for
multiple models, thus permitting the possibility
of sequential experimentation. An orthogonal
design is one in which the input variables are
uncorrelated, and the regression coefficients of
the fitted linear model are also uncorrelated
(Ref 13). More information about orthogonality
and flexibility follows.
Fractional Factorial Design. The size of a

full factorial experiment increases exponen-
tially with the number of factors; this leads to
an unmanageable number of experiments. Frac-
tional factorial designs are used when experi-
ments are costly and many factors are
required. A fractional factorial design is a frac-
tion of a full factorial design; the most common
are 2(k-p) designs in which the fraction is 1/2(p).
The reduction of the number of design points in
a fractional factorial design is not without a
price, however. The 23 full factorial design
allows estimation of all main effects (x1, x2,
x3), all two-factor interactions (x1x2, x1x3, and
x2x3), as well as the three-factor interaction
(x1x2x3). For a 23-1 fractional factorial design,
the main effects are aliased (or biased) with
the two-factor interactions. Aliased effects can-
not be estimated independently.
Often, 2k and 2(k-p) designs are used to iden-

tify or screen for important factors. Thus, the
less important factors can be removed from
consideration. When there are many factors,
the sparsity-of-effects principle (Ref 2) can be
invoked, and the system is assumed to be domi-
nated by main effects and low-order interac-
tions. In this case, two-level fractional
factorial designs are used to screen factors to
identify those with the greatest effects. The
sparsity-of-effects principle is not always valid,
however; Hunter (Ref 14) notes that every
design provides aliased estimates. Quadratic
and cubic effects bias the estimates of the mean
and main effects when a two-level fractional
factorial design is used.
One specific family of fractional factorial

designs frequently used for screening is the
two-level Plackett-Burman designs (Ref 15).
These are used to study k = n � 1 factors in
n = 4m design points, where m is an integer. If
interactions are negligible, these designs allow
unbiased estimation of all main effects and
require only one more design point than the
number of factors; they also give the smallest
possible variance (Ref 16). Myers et al. (Ref 4)
present a more complete discussion of factorial

designs and aliasing of effects. To estimate qua-
dratic effects, 3k or 3(k-p) designs can be used,
but those often require an unmanageable number
of design points.
Often, it is desirable to use the smallest number

of factor levels in a DOE. One common class of
these designs is the Box-Behnken designs (Ref
17). They are formed by combining 2k factorials
with incomplete block designs. More information
about central composite designs and Box-Behn-
ken designs can be found in Ref 18.

Measures of Merit for Evaluating
Experimental Designs

Selecting the appropriate design is essential
for effective experimentation; the desire to gain
as much information as possible about the
response-factor relationships must be balanced
against the cost of experimentation. Several
measures of merit are available and useful for
evaluating and comparing experimental designs
based on the assumption of classical experi-
mental design (not experimental designs for
computer experiments).
Desirable Characteristics. To facilitate the

efficient estimation of parameters, there are four
desirable characteristics for an experimental
design:

� Orthogonality
� Rotatability
� Robustness
� Blocking

A design is orthogonal if, for every pair of
factors xi and xj, the sum of the cross products
of the N design points is zero:

XN
u¼1

xiuxju ¼ 0

In the late 1950s, Box and his coworkers
demonstrated that rotatability and the minimi-
zation of bias from higher-order terms are the
essential criteria for good forecasting. A design
is rotatable if:

N � Var ŷðxÞ=s2
� �

has the same value at any two locations that are
the same distance from the design center. Where
s is the standard deviation of the predicted value,
ŷ (x) is the surrogate function, Var is the variance,
and N is the number of design points.
For a first-order model, the estimates of all

coefficients will have minimum variance if the
design is configured so that:

XN
u¼1

x2iu ¼ N

and the variance of predictions, ŷ, also has con-
stant variance at a fixed distance from the center
of the design; then the design is also rotatable.
If the design still performs well when the

assumptions are violated, then the experimental

design is said to be robust; it can either be
model robust (Ref 19, 20), distribution robust
(Ref 21, 22), or both (Ref 13). Note that this
is a different use of the term robust than robust
design of the entire system.
In blocking, the experiment is designed so that

the experiments are run in small groups or blocks
so that the error within the blocks can be reduced.
Qian et al. (Ref 23) recognize that often a

designer has available both approximate experi-
ments and more accurate and costly experi-
ments, and they propose an experimental
design that can combine both types of data
effectively.
A saturated design is one in which the num-

ber of design points is equal to one more than
the number of factor effects to be estimated.
Saturated fractional factorial designs allow
unbiased estimation of all main effects with
the smallest possible variance and size (Ref
16). The most common examples of saturated
designs are the Plackett-Burman two-level
design and Taguchi’s orthogonal arrays (Ref
24, 25). In many cases, the primary concern in
the design of an experiment is its size.
Unsaturated Design. Most designs are

unsaturated in that they contain at least two
more design points than the number of factors.
For estimating second-order effects, small com-
posite designs have been developed to reduce
the number of required design points. A small
composite design is saturated if the number of
design points is 2k + k(k � 1)/2 + 1 (the number
of coefficients to be estimated for a full qua-
dratic model). Myers et al. (Ref 4) note that
these designs may not always be good; addi-
tional comments on small composite designs
can be found in Ref 26 and 27.
Supersaturated Design. In supersaturated

designs, the number of design points is less than
or equal to the number of factors (Ref 28). It is
desirable to use unsaturated designs for predic-
tive models, unless running the necessary
experiments is prohibitively expensive.
When comparing experiments based on the

number of design points and the information
obtained, the D-optimal and D-efficiency statis-
tics are often used, but these statistics depend
on the assumption that the underlying model
is stochastic. Thus, the use of D-optimality or
D-efficiency for computer experiments is ques-
tionable (Ref 29).
Sampling. Initially, a designer may not be

able to determine a region of interest; therefore,
experiments may be performed sequentially.
The preliminary experiments are used to either
limit the size of the region explored or the num-
ber of variables considered by focusing on the
most significant variables, using a preliminary
screening technique (Ref 18). Sequential sam-
pling can reduce computational costs by allow-
ing the designer to focus on those factors that
are most influential for the final design.
Another way of reducing the number of samples

required is to reduce the size of the space explored.
Several heuristic approaches to reducing the design
space have been proposed (Ref 30–33).Wujek and
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Renaud (Ref 34, 35) developed and compared
several strategies for focusing the function
approximation in a more desirable portion of the
design space. Trust regions are used to focus sur-
rogate models on successively smaller regions of
design space (Ref 36).
The methods for the design of experiments

discussed so far are suitable for physical experi-
ments, and they have been used occasionally
for computer experiments; however, some
methods of experimental design have been
developed specifically for computer experi-
ments, as discussed in the following section.

Computer Experimentation

The methods described in the section “Experi-
mental Designs” are founded on the assumption
that physical experiments are being performed
and that there is measurement error when each
value is determined. However, computational
experiments are typically deterministic, in that a
specific input leads to a single output each and
every time the computation is performed, and
errors are not due to random effects. Therefore,
it is preferable to use experimental designs that
are not based on these assumptions about the
underlying model(s) (Ref 37), although the classi-
cal design methods described previously can be
effective for computer experiments in which there
is a large sample size (Ref 38). Additional recom-
mendations for experimental designs for use in
computer-based experimentation are given here.
The Monte Carlo sampling method is popu-

lar in industry. Because it involves repeated sam-
pling of the output based on randomly generated
input, it is suitable for computer experimentation,
but it is very inefficient. However, it can be useful
for situations in which there is a high degree of
correlation among the variables. Several varia-
tions ofMonteCarlomethods have been proposed
(Ref 39).Monte Carlo procedureswith large num-
bers of samples have been used to determine the
exact shape of functions, but again, this is a very
costly procedure.
Space-Filling Designs. For sampling deter-

ministic computer experiments, many research-
ers recommend the use of space-filling designs
that, in some sense, treat all regions of the
design space nearly uniformly (Ref 18). This
is desirable if the designer does not know where
the regions of interest lie. Further, most space-
filling designs do not replicate runs. Fang et
al. (Ref 40) present various algorithms for con-
structing uniform designs and several methods
for assessing uniformity. The most frequently
recommended space-filling designs are orthogo-
nal arrays (Ref 24, 41, 42), Latin hypercube
designs (Ref 43–45), Hammersley sequences
(Ref 46, 47), and uniform designs (Ref 48).
Park (Ref 44) discusses optimal Latin hyper-

cube designs for computer experiments that
either minimize the integrated mean square
error or maximize entropy and are used to
spread the points out over the design region.
Shewry and Wynn (Ref 49) and Currin et al.

(Ref 50) also use the maximum entropy princi-
ple to develop designs for computer experi-
ments. Morris and Mitchell (Ref 51) propose
maximin distance designs found within the
class of Latin hypercube arrangements, because
they “offer a compromise between the entropy/
maximin criterion, and good projective proper-
ties in each dimension.” Simpson et al. (Ref
52) compare several space-filling design meth-
ods; they conclude that uniform designs provide
good sampling for accurate approximations for
different sample sizes.
Bayesian Approach. If the designer has

some knowledge about the system under con-
sideration, Chaloner and Verdinelli (Ref 53)
recommend a Bayesian approach to experimen-
tal design, in which the designer’s knowledge is
used to influence the choice of experiment,
experimental design, and sample size.

Model Fitting and Model Choices

After selecting an appropriate experimental
design and performing the necessary simula-
tions, the next step is to choose an appropriate
model-fitting method. There have been several
reviews of model-fitting methods. A brief
description is given here; for more information,
see Ref 39 and 54 to 56.
Although some surrogate modeling methods

have specific ways of fitting the data, the standard
method for fitting a model to experimental data is
based on the assumption that the expectation of the
error is zero and therefore that the fit is unbiased.
Usually, a root mean square fit of the data is per-
formed, but the partial least-squaresmethod for fit-
ting the data has also been proposed (Ref 57).
Using any fitting method, however, there is

always room for error at any specific point, so it
can happen that a solution found using the surro-
gate is infeasible when compared with an accurate
assessment at the proposed point. This can be a
serious difficulty, but it can be mitigated by artifi-
cially demanding a higher level of performance
from the surrogate, either by adding a constant to
the required prediction response to create a safety
margin or by multiplying the prediction response
by a constant to create a safety factor (Ref 58,
59). Alternatively, the surrogate model may be
biased by requiring themodel tofit the data conser-
vatively by demanding that the fit attain a high
level of significance (Ref 60, 61). Other methods
have been proposed; however, Picheny (Ref 62)
finds that none of the proposed approaches are
clearly superior and therefore recommends the
simplest method, the safety margin approach.

Methods for Modeling

Response-Surface Method. There are many
methods for surrogate modeling; probably the
best known is the response-surface method
(Ref 4). Given a response, y, and a vector of
independent factors, x, influencing y, the rela-
tionship between y and x is:

y ¼ f ðxÞ þ e

where e, the random error, is assumed to be
normally distributed with mean zero and stan-
dard deviation, s. Predicted values are
obtained by fitting the curve ŷ = f(x). Usually,
the functions f(x) are low-order polynomials;
however, higher-order polynomials can be
used to fit surfaces with higher curvature. Note
that this approach is based on the assumption
that the data are noisy and that the fitted model
is exact.
Kriging, an interpolation method, starts with

the assumption that the data are exact and
may be fit with a Gaussian process:

yðxÞ ¼ f ðxÞ þ ZðxÞ

where y(x) is the unknown function, f(x) is a
known polynomial function of x, and Z(x) is the
realization of a normally distributedGaussian ran-
dom process with mean zero, variance s2, and
nonzero covariance (Ref 63–65). The designer is
offered a choice of Gaussian process models
and, depending on the choices made, kriging can
either honor the data and give an exact interpola-
tion of the data or smooth the data with an inexact
interpolation (Ref 66). Especially for nonlinear
functions, kriging can often provide a better
model of the data than response-surface mod-
els. Local regression is also a method for fit-
ting local regions of the data. It uses a moving
weighted least-squares approach (Ref 67).
Kernels. Instead of fitting the data to a single

function, several methods have been proposed
that rely on kernels or bases containing multiple
functions. If a multiquadratic kernel is used, the
radial basis function scheme can interpolate
sample points and is also fairly easy to compute
(Ref 68, 69).
Neural Networks. Some methods rely on

“training” the model to fit a set of data. A neu-
ral network, for example, is composed of
computational neurons that are multiple linear
regression models with a nonlinear (usually sig-
moidal) transformation on y. If the inputs to
each neuron are {x1, x2,. . ., xn}, and if the
regression coefficients have the weights wi, then
the output, y, becomes:

y ¼ 1

1þ e�Z=T

where Z = Swixi + b gives b, the bias value of a
neuron; and T is the slope parameter of the sig-
moidal function defined by the user. The neural
network is then created by assembling the neu-
rons to create an architecture. If the architecture
is large enough, a neural network can approxi-
mate almost any set of training data, although
the computational costs can be exorbitant
(Ref 70). For more details of neural-network
modeling, see Ref 71 and 72.
The support vector regression method is used

to identify feasible and infeasible regions (Ref
73). It also requires training on a data set and
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hence can be computationally intensive, espe-
cially if several variables are considered. It
has been compared to other methods for creat-
ing surrogate models for a series of simulations
and is claimed to have greater accuracy than
kriging, multivariate regression splines (Ref
74), or radial basis functions (Ref 70).
Multiple Surrogates. Regardless of how

good a fit a single model is for the data, one
way of obtaining a better understanding of the
function that is being modeled is by fitting sev-
eral surrogate models to the same data. Multi-
ple surrogates add information, because the
calculations are based on different assumptions,
and the surrogates can vary considerably in
their accuracy in different regions of the design
space. Viana et al. (Ref 75) argue that using
multiple surrogates acts as an insurance policy
against poorly fitted data without substantially
adding to the computational costs.
When choosing a method for developing a

surrogate model, it is important to consider
the way it will be used. Wang and Shan (Ref
39) note that some of the areas where surrogate
models can play an important role include:

� Model approximation for computationally
expensive models

� Design space exploration
� Problem formulation
� Support for optimization. There are several

different types of optimization schemes—
global, multiobjective, stochastic, multidis-
ciplinary design, and so on—and surrogate
models can be introduced into them in vari-
ous ways to reduce computational costs.

Surrogate models can also provide a good
approximation of noisy data. However, if the sur-
rogates are to be used for robust design when var-
iance is an important consideration, low-order
response surfaces should not be used (Ref 76)
because they are often inaccurate for the computa-
tion of variance. Here, the surrogate models are
used for error propagation among a series of com-
putations, and, at this point, the focus shifts from
opportunities for mitigating uncertainty to uncer-
tainty management.

Management of Uncertainty—
Uncertainty Propagation

When a model or an analysis has an uncertain
input, this error is then propagated through to the
solution. Of particular interest for materials are
the analyses relating the process-microstructure-
properties-performance, as shown in Fig. 1;
however, this difficulty is not unique to the study
of materials. First, a general method for error
propagation is presented, and then a method that
is especially useful for multilevel hierarchical
systems, the inductive design explorationmethod,
is presented.
When selecting a procedure for propagating

uncertainty, several factors enter into the
decision:

� The degree of accuracy of knowledge about
the distributions of input variables as well as
the anticipated use of the knowledge about
the output and the degree of accuracy required
are important factors. For example, if the
results are to be used in the early stages of
design, accuracy is typically relaxed in favor
of the rapid exploration of possible outputs.
As regions of interest are identified, then more
accurate simulations are required.

� If the input variables are correlated, then
either they must be transformed into uncor-
related variables, or simulation-based meth-
ods must be used.

� Some methods are preferred for computa-
tions involving highly nonlinear perfor-
mance functions.

� The intended use for the information being cal-
culated. If error propagation is required for the
robustness computations, itmay only be neces-
sary to compute the first and second moments
of the output distributions (Ref 77). However,
if knowledge about reliability is required, then
more comprehensive knowledge of the output
distribution is needed (Ref 78, 79).

� Computational costs also affects the choice
of propogation methods.

Of course, regardless of input distributions, the
output distribution may always be determined
similarly to the way the shape of the input is
determined.
Lee and Chen (Ref 80) identify five cate-

gories of the more popular types of uncertainty
propagation methods:

� Simulation-based methods: For example,
Monte Carlo sampling (Ref 81–83), impor-
tance sampling (Ref 84, 85), and adaptive
sampling (Ref 86). To generalize, these
methods require extensive computations
and can be costly.

� Local expansion methods: For example, per-
turbation methods and Taylor series expan-
sions (Ref 81–83, 87). In general, these
methods are of limited value when there
are multiple uncertain inputs and the outputs
are highly nonlinear.

� Most probable point methods: For example,
the first-order reliability and second-order
reliability methods (Ref 88, 89).

� Functional expansion-based methods: Polyno-
mial chaos expansions are classified here, along
with Newman expansions (Ref 87, 90, 91).

� Numerical integration-based methods: This
group includes dimensional reduction, by
which a multidimensional moment integral is
approximated by reduced dimensional inte-
grals based on the additive decomposition of
the performance function (Ref 92–95).

While it is clear that the simulation-based
methods, such as Monte Carlo simulation, most
accurately reflect performance, they are also
extremely costly.
Lee and Chen (Ref 80) evaluate some of

these methods based on their performance on

selected design problems. Although their results
are not comprehensive, they provide some
insight into the selection of methods. They note
that for situations in which there are no interac-
tions among variables, univariate dimensional
reduction is both rapid and reasonably accurate.
However, if there are interactions among the
variables, then the higher-order moments
(skewness and kurtosis) of the variables are sus-
ceptible to error, but the lower-order moments
(mean and variance) retain their accuracy. Uni-
variate dimensional reduction also performs
well for non-normal inputs. Polynomial chaos
expansions also perform adequately for finding
the moments, but accuracy depends on the
method used to find the coefficients.
If probability density functions and probabil-

ity estimations are needed, the entire spectrum
of performance must be computed. This is espe-
cially important for error propagation in a chain
of calculations, and therefore, Lee and Chen
recommend polynomial chaos expansion for
design problems of this sort (Ref 80).
The univariate dimensional reduction method

is very efficient compared with the other meth-
ods. As the number of random variables consid-
ered increases, the computational costs increase
linearly. However, this is accomplished by
ignoring interaction effects among the vari-
ables, which, if they are present, reduces the
accuracy of the third and fourth moment calcu-
lations. When used in design, these methods for
error propagation are of limited value. Design
and materials design, in particular, are usually
multilevel/multiscale problems in which a goal
is specified, and the process is inductive. In
other words, the performance output is speci-
fied, and values of input variables are deter-
mined that can attain this performance.
Computational frameworks to accomplish

these analyses are not the focus of this article,
but further information about them is available
in Ref 96 and in the article “Design Optimiza-
tion Methodologies” in this Volume.
An entirely different approach to managing

uncertainty is to use robust computations. That
is, instead of searching for optimal solutions,
search for solutions that are insensitive to varia-
tions (Ref 46, 97, 98), in other words, solutions
that occur in a “flat” region of the design space.
Choi et al. (Ref 99) incorporate considera-

tions of robustness into the inductive design
exploration method. They focus on chains of
computations and have developed a modular
approach to the computations. This is especially
important in materials design because, repeat-
edly, large regions of design space must be
explored, and, as a design evolves, successively
more accurate computations may be inserted in
the computation scheme without the need for
reconfiguring the software. Consider a process
that proceeds deductively: x ! y ! z. First,
identify the rough regions of interest, the
design spaces. To compute the inductive pro-
cess, z ! y ! x, the designer then discretizes
the design spaces x and y. In each of these
design spaces, the discretized points are
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mapped onto the higher-level design space; x is
mapped onto y, and y is mapped onto z, being
sure to include all the known amounts of uncer-
tainty. This mapping can be run in parallel.
Store this information in a database. Using this
information, the designer is now able to per-
form an inductive design procedure, starting at
the highest level, level z, to identify a region
of interest and then using the database to
retrieve information about the mapping from z
to y and then to level x. This method has been
demonstrated for the design of a multifunc-
tional structural material (Ref 96, 99).
The focus of this article is on the manage-

ment of uncertainty in the computational design
of materials. This is complex and closely tied to
the specific research under consideration. There
are multiple decision points at which a
designer’s choices determine the accuracy of
the results and the expense of obtaining them
(Table 1). As with other decisions, the consid-
erations must be trade-offs between risk and
the cost of obtaining the results (both computa-
tional/programming time and the costs of
research/development of the underlying physi-
cal models). These trade-offs are particularly
difficult to make because the decisions are
made under considerable uncertainty.
In general, the earlier the uncertainty is intro-

duced, the greater its impact will be on the final
result. Therefore, it is especially important to
focus on choosing a tolerable amount of uncer-
tainty in the early stages of experimentation,
and it is advisable to plan the course of experi-
mentation in advance. Panchal et al. (Ref 100–
102) recommend controlling the process of
design using a value-of-information metric
based on the probable impact that model refine-
ment will have on the design decisions being
made. This has been demonstrated for the
design of a blast-resistant panel (Ref 100).

Appendix 1—Glossary of Terms

Blocking. A schedule for conducting treatment
combinations in an experimental study such

that any effects on the experimental results
due to a known change in raw materials, pro-
cesses, operators, machines, and so on become
concentrated in the levels of the blocking vari-
able. The reason for blocking is to isolate a sys-
tematic effect and prevent it from obscuring the
main effects. Adapted from Ref 103
Center points. Points at the center value of all
factor ranges. Adapted from Ref 103
Deduction. The process of starting at the low-
est level and reasoning toward a conclusion.
In the context of materials design, starting with
the chemical composition and processing con-
ditions and moving toward a desired final per-
formance through the microstructure and
properties developed. Compare this process
with induction. Adapted from Ref 1
Deterministic experiment. An experiment in
which, when the experiment is repeated with
identical input, the same output is obtained.
There is no randomness associated in the devel-
opment of the answer.
Induction. The process of finding a desired
property by assuming that that property is true
and then finding the necessary conditions under
which it must be true. As presented in this article,
induction is the process of assuming the desired
material performance is true and then finding the
properties, microstructure, and processing condi-
tions that are required. Compare this process with
deduction. Adapted from Ref 1
Kriging. An interpolation technique first used
in geostatistics to predict the location of ore
veins. It is named after D.G. Krige, a mining
engineer from South Africa.
Kurtosis. A measure of whether a data distri-
bution is peaked or flat relative to a normal dis-
tribution. Data sets with high kurtosis tend to
have a distinct peak near the mean and decline
rather rapidly. Data sets with low kurtosis tend
to have a flat top near the mean, rather than a
sharp peak. Adapted from Ref 103
Latin hypercube design. An experimental
design consisting of n trials and for which each
factor has n distinct levels. Usually, the factor
levels are equally spaced. There is only one
sample in each row and each column. Latin

hypercube designs are especially useful for
computer experiments. Adapted from Ref 103
Managing uncertainty. The process of bal-
ancing the needed accuracy of the solution
against the cost of obtaining that solution.
Mitigating uncertainty. The process of
removing uncertainty by refining the model(s),
the simulation(s), or the input variables.
Monte Carlo methods. A class of computa-
tional methods that rely on repeated random
sampling to compute results. This approach is
most useful when it is impossible or infeasible
to compute an exact result when studying sys-
tems with a large number of coupled para-
meters. Adapted from Ref 104
Orthogonality. An experimental design is
orthogonal if the effects of any factor balance
out (sum to zero) across the effects of the other
factors. Adapted from Ref 103
Robust design. Designing products or pro-
cesses so that they are minimally affected by
uncertainty.
Rotatability. An experimental design is rotat-
able if the variance of the predicted response at
any point x depends only on the distance of x
from the design center point. A design with this
property can be rotated around its center point
without changing the prediction variance at x.
Adapted from Ref 103
Skewness. A measure of symmetry or the lack
of symmetry. A distribution is symmetric if it
looks the same on the left and right of the cen-
ter point. Adapted from Ref 103
Uncertainty. Uncertainty refers to unpredict-
ability, indeterminacy, indefiniteness, or the
estimated percentage by which an observed or
calculated value may differ from the true value.
Variance. A measure of the squared dispersion
of observed values or measurements expressed
as a function of the sum of the squared devia-
tions from the population mean or sample aver-
age. Adapted from Ref 105
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Manufacturing Cost Estimating*
David P. Hoult and C. Lawrence Meador

COST ESTIMATION is an essential part in the
design, development, and use of products. In the
development and design of a manufactured prod-
uct, phases include concept assessment, demon-
strations of key features, and detailed design and
production. The next phase is the operation and
maintenance of the product, and finally, its dis-
posal. Cost estimation arises in each of these
phases, but the cost impacts are greater in the
development and design phases.
Anecdotes, experience, and some data (Ref

1, 2) support the common observation that by
the time 20% of a product is specified, 70 to
80% of the costs are committed, even if those
costs are unknown! Another common percep-
tion is that the cost of correcting a design error
(cost overrun) rises very steeply as product
development proceeds through its phases. What
might cost one unit of effort to fix in the con-
cept assessment phase might cost a thousand
units in detailed engineering. These experiences
of engineers and designers force the cost esti-
mator to think carefully about the context,
timing, and use of cost estimates.

General Concepts

In this article, the focus is on products defined
by dimensions and tolerances, made from solid
materials and, fabricated by some manufacturing
process. Two issues should be apparent: first,
accurate cost estimates of a product in its early
stages of design is difficult; second, there are a
very large number of manufacturing processes,
so one must somehow restrict the discussion to
achieve sensible results.
In dealing with the first issue a series of cost

estimates corresponding to the phases in the
product-development program should be con-
sidered. As more details of the product are spe-
cified, the cost estimates should become more
accurate. Thinking this way, it is plausible that
different tools for cost estimation may be
employed in different phases of a program. In
this review examples are given of methods of
cost estimation that may be used in the contexts
of the different phases of a development
program.

Managing Data and Costs

Domain Limitation. The second issue gives
rise to the important principle of domain limita-
tions (Ref 3, 4), meaning data that form the basis
for a cost estimate must be specific to the
manufacturing process, the materials used, and so
on. Cost estimates only apply within specific
domains. This leads directly to another difficulty:
most products, even if they are only moderately
complex, like a dishwasher with 200 unique parts,
have a least three or five domains in which cost
estimates apply (i.e., sheet metal assembly, injec-
tion-moldedplastic parts, formed sheetmetal parts,
etc.). More complex products, such as an aircraft
jet engine with 25,000 unique parts, might have
200 different manufacturing processes, each of
which defines one or more domains of cost estima-
tion. Clearly, as one considers still more complex
products, such as a modern military radar system
with 10,000 to 20,000 unique parts, or a large com-
mercial airliner with perhaps 5 million unique
parts, the domains of cost estimation expand dra-
matically. So, although domain limitation is neces-
sary for cost-estimates accuracy, it is not a panacea.
Database Commonality. Estimating the

costs of a complex product through various phases
of development and production requires organiza-
tion of large amounts of data. If the data for
design, manufacturing, and cost are linked, there
is database commonality. It has been found (Ref
3) that having database commonality results in
dramatic reductions in cost and schedule overruns
in military programs. In the same study, domain
limitation was found to be essential in achieving
database commonality.
Having database commonality with domain

limitation implies that the links between the
design and specificmanufacturing processes, with
their associated costs, are understood and deli-
neated. Focusing on specific manufacturing pro-
cesses allows one to collect and organize data on
where and how costs arise in specific processes.
With this focus, the accuracy of cost estimates
can be determined, provided that uniform meth-
ods of estimation are used, and provided that, over
time, the cost estimates are compared with the
actual costs as they arise in production. In this
manner, the accuracy of complex cost estimates
may be established and improved.

In present engineering and design practice,
many organizations do not have adequate
database commonality, and the accuracy of
cost estimates is not well known. Database
commonality requires an enterprise-wide descrip-
tion of cost-dominant manufacturing processes, a
way of tracking actual costs for each part, and a
way of giving this information—in an appropriate
format—to designers and cost estimators. Most
“empirical methods” of cost estimation, which
are based on industrywide studies of statistical
correlation of cost, may or may not apply to the
experience of a specific firm (see the discussion
in the sections that follow).
Costs are “rolled up” for a product when all ele-

ments of the cost of a product are accounted for.
Criteria for cost estimation using database com-
monality is simple: speed (how long does it take
to roll up a cost estimate on a new design), accu-
racy (what is the standard deviation of the esti-
mate, based on comparison with actual costs)
and risk (what is the probability distribution of
the cost estimate; what fraction of the time will
the estimate bemore than 30% too low, for exam-
ple). One excellent indicator of database com-
monality is the roll-up time criteria. World-class
cost-estimation roll-up times are minutes to frac-
tions of days. Organizations that have such rapid
roll-up times have significantly less cost and
schedule overruns on military projects (Ref 3).
Cost allocation is another general issue.

Cost allocation refers to the process by which
the components of a design are assigned target
costs. The need for cost allocation is clear:
how else would an engineer, working on a large
project, know how much the part being
designed should cost? And, if the cost is
unknown and the target cost is not met, there
will be time delays, and hence costs incurred
due to unnecessary design iteration. It is gener-
ally recognized that having integrated product
teams (IPTs) is a good industrial practice.
Integrated product teams should allocate costs
at the earliest stages of a development program.
Cost estimates should be performed concur-
rently with the design effort throughout the
development process. Clearly, estimating costs
at early stages in a development program, for
example, when the concept of the product is
being assessed, requires quite different tools
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than when most or all the details of the design
are specified. Various tools that can be used to
estimate cost at different stages of the develop-
ment process are described later in this section.
Elements of Cost. There are many elements

of cost. The simplest to understand is the cost of
material. For example, if a part is made of alumi-
num and is fabricated from 10 lb of thematerial, if
the grade of aluminum costs $2/lb, the material
cost is $20. The estimate gets only a bitmore com-
plex if, as in the case of some aerospace compo-
nents, some 90% of the materials will be
machined away; then the sale on scrap material
is deducted from the material cost.
Tooling and fixtures are the next easiest items

to understand. If tools are used for only one
product, and the lifetime of the tool is known
or can be estimated, then only the design and
fabrication cost of the tool is needed. Estimates
of the fabrication costs for tooling are of the
same form as those for the fabricated parts.
The design cost estimate raises a difficult and
general problem: cost capture (Ref 4). For exam-
ple, tooling design costs are often classified as
overhead, even though the cost of tools relates
to design features. In many accounting systems,
manufacturing costs are assigned “standard
values,” and variances from the standard values
are tabulated. This accounting methodology does
not, in general, allow the cost engineer to deter-
mine the actual costs of various design features
of a part. In the ledger entries of many account-
ing systems, there is no allocation of costs to
specific activities or no activity-based account-
ing (ABC) (Ref 5). In such cases there are no
data to support design cost estimates.
Direct labor for products or parts that have a

high yield in manufacturing normally have
straightforward cost estimates, based on statisti-
cal correlation to direct labor for past parts of a
similar kind. However, for parts that have a
large amount of rework the consideration is
more complex, and the issues of cost capture
and the lack of ABC arise again. Rework may
be an indication of uncontrolled variation of
the manufacturing process. The problem is that
rework and its supervision may be classified all,
or in part, as manufacturing overhead. For these
reasons, the true cost of rework may not be well
known, and so the data to support cost esti-
mates for rework may be lacking.
The cost estimates of those parts of overheads

that are associated with the design and production
of a product are particularly difficult to estimate,
due to the lack of ABC and the problem of cost
capture. For products built in large volumes, of
simple or moderate complexity, cost estimates of
overheads are commonlydone in the simplest pos-
sible way: the duration of the project and the level
of effort are used to estimate the overhead. This
practice does not lead to major errors because
the overhead is a small fraction of the unit cost
of the product.
For highly engineered, complex products

built in low volume, cost estimation is very dif-
ficult. In such cases the problem of cost capture
is also very serious (Ref 4).

Machining costs are normally related to the
machine time required and a capital asset model
for the machine, including depreciation, train-
ing, and maintenance. With a capital asset
model, the focus of the cost estimate is the time
to manufacture. A similar discussion holds for
assembly costs: with a suitable capital asset
model, the focus of the cost estimate is the time
to assemble the product (Ref 1).
Methods of Cost Estimations. There are

three methods of cost estimation discussed in the
following sections of this article. The first is para-
metric cost estimation. Starting from the simplest
description of the product, an estimate of its overall
cost is developed. One might think that such esti-
mates would be hopelessly inaccurate because so
little is specified about the product, but this is not
the case. The key to this method is a careful limita-
tion of the domain of the estimate (see the previous
section). This example deals with the estimate of
the weight of an aircraft. The cost of the aircraft
would then be calculated using dollars/pound typ-
ical of the aircraft type. Parametric cost estimation
is the generally acceptedmethod of cost estimation
in the concept assessment phases of a development
program. The accuracy is surprisingly good—
about 30% (provided that recent product-design
evolution has not been extensive).
The secondmethod of cost estimation is empir-

ically based: one identifies specific design fea-
tures and then uses statistical correlation of costs
of past designs to estimate the cost of the new
design. This empirical method is by far the most
common in use. For the empirical method to work
well, the features of the product for which the esti-
mate is made should be unambiguously related to
features of prior designs, and the costs of prior
designs unambiguously related to design features.
Common practice is to account for only the major
features of a design and to ignore details. Empiri-
cal methods are very useful in generating a rough
ranking of the costs of different designs and are
commonly used for that purpose (Ref 1, 6, 7).
However, there are deficiencies inherent in the
empirical methods commonly used.
The mapping of design features to manu-

facturing processes to costs is not one-to-one.
Rather, the same design feature may be made in
many different ways. This difficulty, the feature
mapping problem, discussed in Ref 4, limits the
accuracy of empirical methods and makes the
assessment of risk very difficult. The problem is
implicit in all empirical methods. The problem
is that the data upon which the cost correlation is
based may assume the use of manufacturing
methods to generate the features of the design that
do not apply to the new design. It is extraordi-
narily difficult to determine the implicit assump-
tions made about manufacturing processes used
in a prior empirical correlation. A commonly
stated accuracy goal of empirical cost estimates
is 15 to 25%, but there is very little data published
on the actual accuracy of the cost estimate when it
is applied to new data.
The final method discussed in this article

is based on the recent development called
complexity theory. A mathematically rigorous

definition of complexity in design has been
formulated (Ref 8). In brief, complexity theory
offers some improvement over traditional empiri-
cal methods: there is a rational way to a assess the
risk in a design, and there are ways of making
the feature mapping explicit rather than implicit.
Perhaps the most significant improvement is the
capability to capture the cost impact of essentially
all the design detail in a cost estimate. This allows
designers and cost estimators to explore, in a new
way, methods to achieve cost savings in complex
parts and assemblies.

Parametric Methods

An example for illustrating parametric cost
estimation is that of aircraft. In Ref 9, Roskam—
a widely recognized researcher in this field—
describes a method to determine the size (weight)
of an aircraft. Such a calculation is typical of para-
metric methods. To determine cost from weight,
one would typically correlate costs (inflation
adjusted) of past aircraft of similar complexity
with their weight. Thus weight is surrogate for
cost for a given level of complexity.
Most parametric methods are based on such

surrogates. For another simple example, consider
that large coal-fired power plants, based on a
steam cycle, cost about $1500/kW to be built.
So, if the year the plant is to be built (for inflation
adjustment) and its kW output is known, para-
metric cost estimate can be readily obtained.
Parametric cost estimates have the advantage

that little needs to be known about the product to
produce the estimate. Thus, parametric methods
are often the only ones available in the initial (con-
cept assessment) stages of product development.
The first step in a parametric cost estimation is

to limit the domain of application. Roskam corre-
lates statistical data for a dozen types of aircraft
and fifteen sub types. The example he uses to
explain the method is that of a twin-engine, pro-
peller-driven airplane. The mission profile of this
machine is given in Fig. 1 (Ref 9).
Inspection of the mission specifications and

Fig. 1 shows that only a modest amount of infor-
mation about the airplane is given. In particular,
nothing is specified about the detailed design of
the machine! The task is to estimate the total
weight,WTO or the empty weight,WE, of the air-
plane. Roskam argues that the total weight is
equal to the sum of the empty weight, fuel

Fig. 1 Mission profile
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weight, WF, payload and crew weight, WPL +
Wcrew, and the trapped fuel and oil, which is mod-
eled as a fraction,Mtfo, to the total weight.Mtfo is
to be a small (constant) number, typically 0.001 to
0.005. Thus the fundamental equation for aircraft
weight is:

WTO¼WE þWF þWPL þWcrew þMtfoWTO (Eq 1)

The basic idea of Roskam is that there is an
empirical relationship between aircraft empty
and total weights, which he finds to be:

log10 WE ¼ fðlog10 WTOÞ � Ag=B (Eq 2)

The coefficients, A and B, depend on which
of the dozen types and fifteen subtypes of air-
craft fit the description in Table 1 and Fig. 1.
It is at this point that the principle of domain
limitation first enters. For the example used by
Roskam, the correlation used to determine A =
0.0966 and B = 1.0298 for the twin-engine, pro-
peller-driven aircraft spans a range of empty
weights from 1000 to 7000 lb.
The method proceeds as follows to determine

the weight of fuel required in the following way.
The mission fuel, WF, can be broken down into
the weight of the fuel used and the reserve fuel:

WF ¼ WFres þWFused (Eq 3)

Roskam models the reserve fuel as a fraction
of the fuel used (see Table 1). The fuel used is
modeled as a fraction of the total weight, and
depends on the phase of the mission, as
described in Fig. 1. For mission phases that
are not fuel intensive, a fixed ratio of the weight
at the end of the phase to that at the beginning
of the phase is given. Again, these ratios are
specific to the type of aircraft. For fuel-inten-
sive phases, in this example the cruise phase,
there is a relationship between the lift/drag ratio
of the aircraft, the engine fuel efficiency, and
the propeller efficiency. Again, these three
parameters are specific to the type of aircraft.
When the fuel fraction of the total weight is

determined by either a cruise calculation, or
by the ratio of weight at the end of a mission

phase to the beginning of a mission phase, the
empty weight can be written in terms of the
total weight. Then Eq 2 is used to find the total
weight of the aircraft.
For the problem posed, Roskam obtains an esti-

mated total weight of 7900 lb. The accuracy can
be estimated from the scatter in the correlation
used to determine the coefficients A and B, and
is about 30%. For details of the method Roskam
uses for obtaining the solution, refer to Ref 9.
Some limitations of the parametric estimating

method are of general interest. For example, if
the proposed aircraft does not fit any of the
domains of the estimating model, the approach is
of little use. Such an example might be the V-22,
a tilt wing aircraft (Ref 10), which flies like a
fixed-wingmachine, but tilts its wings and propel-
lers, allowing the craft to hover like a helicopter
during take-off and landing. Such a machine
might be considered outside the domain of Ros-
kam’s estimating model. The point is not that the
model is inadequate (the V-22 is more recent than
Roskam’s 1986 article), but the limited product
knowledge in the early stages of development
makes it difficult to determine if a cost estimate
for the V-22 fits in a well-established domain.
Conversely, even complex machines, such as

aircraft, are amenable to parametric cost esti-
mates with fairly good accuracy, provided they
are within the domain of the cost model. In the
same article, Roskam presents data for transport
jets, such as those used by airlines. It should be
emphasized that the weight (and hence cost) of
such machines, with more than one million
unique parts, can be roughly estimated by para-
metric methods.
Of course, cost is not the same as weight or, for

that matter, any other engineering parameter. The
details of the manufacturing process, inventory
control, design change management, and so forth,
all play a role in the relationship between weight
and cost. The more complex the machine, the
more difficult it is to understand if the domain
of the parametric cost-estimating model is the
same as that of the product being estimated.

Empirical Methods of Cost
Estimation

Examples for Sheet Metal and Riveted
Parts

Almost all the cost-estimating methods pub-
lished in the literature are based on correlation of
some feature or property of the part to be manu-
factured. Two examples are presented. The first
is from the book by Boothroyd, Dewhurst, and
Knight (Ref 1), hereafter referred to as BDK.
Chapter 9 of this book is devoted to “Design for
SheetMetalworking.” The first part of this chapter
is devoted to estimates of the costs of the dies used
for sheet metal fabrication. This example was
chosen because the work of these authors is well
recognized. (Boothroyd and Dewhurst Inc. sells
widely used software for design for manufacture

and design assembly.) In this chapter of the book,
the concept of “complexity” of stamped sheet
metal parts arises. The complexity of mechanical
parts is discussed in the section “Complexity The-
ory” in this article.
Example 1: Cost Estimates for Sheet Metal

Parts. Sheet metal comes in some 15 standard
gages, ranging in thickness from 0.38 to 5.08
mm. It is commonly available in steel, alumi-
num, copper, and titanium. Typical prices for
these materials are 0.80–0.90$/lb for low-car-
bon steel, $6.00-$7.00/lb for stainless steel,
$3.00/lb for aluminum, $10.00/lb for copper,
and $20.00/lb for titanium. It is typically
shipped in large coils or large sheets.
Automobiles and appliances use large

amounts of steel sheet metal. Aluminum sheet
metal is used in commercial aircraft manufac-
ture, but in lesser amounts due to the smaller
number of units produced.
Sheet metal is fabricated by shearing and

forming operations, carried out by dies
mounted in presses. Presses have beds, which
range in size from 50 by 30 cm to 210 by 140
cm (20 by 12 in. to 82 by 55 in.). The press
force ranges from 200 to 4500 kN (45 to 1000
lbf). The speed ranges from 100 strokes/min
to 15 strokes/min in larger sizes.
Dies typically have four components: a basic

die set; a punch, held by the die set, which
shears or forms the metal; a die plate through
which or on which the punch acts; and a strip-
per plate, which removes the scrap at the end
of the fabrication process.
BDK estimate the basic die set cost (Cds, in

U.S. dollars) as basically scaling with usable
area (Au, in cm2):

Cds ¼ 120þ 0:36Au (Eq 4)

The coefficients (Eq 4) arise from correlating
about 50 data points of die set cost with useable
area. The tooling elements (the punch, die
plate, and stripper plate) are estimated with a
point system as follows: let the complexity of
the part to be fabricated be Xp. Suppose that
the profile has a perimeter P (cm), and that
the part has an over width and length of W
(cm) and L (cm) of the smallest dimensions
which surround the punch. The complexity of
the part is taken to be:

Xp ¼ ðP=LÞðP=WÞ (Eq 5)

The assessment of how part complexity
affects cost arises repeatedly in cost estimating.
The subject is discussed at length in the next
section “Complexity Theory.” From the data
of BDK, the basic time to manufacture the die
set (M, in hours) can be estimated by the fol-
lowing steps: Define the basic manufacturing
points (Mpo) as

Mpo ¼ 30þ 0:56X2=3
p (Eq 6)

Note that themanufacturing time increases a bit
less than linearly with part complexity. This is

Table 1 Mission specification for a
twin-engine, propeller-driven airplane

1. Payload Six passengers at 175 lb each
(including the pilot) and
200 lb total baggage

2. Range 1000 statute miles with
maximum payload

3. Reserves 25% of mission fuel
4. Cruise speed 250 knots at 75% power at

10,000 ft and at takeoff
weight

5. Climb 10 min to 10,000 ft at takeoff
weight

6. Takeoff and landing 1500 ft ground fun at sea
level, standard day.
Landing at 0.95 of takeoff
weight

7. Powerplants Piston/propeller
8. Certification base FAR23
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consistent with the section “Complexity Theory.”
BDKgoes on to add two correction factors toMpo.
The first is a correction factor due to plate size and
part complexity, fLW. From BDK data it is found:

fLW ¼ 1þ 0:0276 LW X0:093
p (Eq 7)

The second correction factor is to account for
the die plate thickness. BDK cites Nordquist
(Ref 11), who gives a recommended die thick-
ness, hd, as:

hd ¼ 9þ 2:5 logeðU=UmsÞVh2 (Eq 8)

where U is the ultimate tensile stress of the
sheet metal, Ums is the ultimate stress of mild
steel, a reference value, V, is the required pro-
duction volume, and h is the thickness (in
mm) of the metal to be stamped. BDK recom-
mends the second correction factor to be:

fd ¼ 0:5þ 0:02hd or fd ¼ 0:75 (Eq 9)

whichever is greater.
The corrected labor hours, Mp, are then esti-

mated as:

Mp ¼ fd fLWMpo (Eq 10)

The cost of the die is the sum of the corrected
labor hours times the labor rate of the die fabri-
cator plus the basic die set cost, from Eq 4.
As a typical example of the empirical cost esti-

mating methods, the BDK method takes into
account several factors such as the production vol-
ume, the strength of the material (relating to how
durable the die needs to be), the die size, and com-
plexity of the part. These factors clearly influence
die cost. However, the specific form of the equa-
tions are chosen as convenient representations of
the data at hand. (As, indeed, are Eq 6 and 7,
derived by fitting BDK data.)
The die cost risk (i.e., uncertainty of the result-

ing estimate of die cost) is unknown, because it is
not known how the model equations would
change with different manufacturing processes
or different die design methods.
It is worth noting carefully that only some

features of the design of the part enter the cost
estimate: the length and width of the punch
area, the perimeter of the part to be made, the
material, and the production volume. Thus, the
product and die designers do not need to be
complete in all details to make a cost estimate.
Hence, the estimate can be made earlier in the
product-development process. Cost trades
between different designs can be made at an
early stage in the product-development cycle
with empirical methods.
Example 2: Assembly Estimate for Riveted

Parts. The American Machinist Cost Estimator
(Ref 7) is a very widely used tool for empirical
cost estimation. It contains data on 126 differ-
ent manufacturing processes. A spreadsheet for-
mat is used throughout for the cost analysis.
One example is an assembly process. It is pro-
posed to rivet the aluminum frame used on a

powerboat. The members of the frame are made
from 16-gage aluminum. The buttonhead rivets,
which are sized according to recommendations
in Ref 12, are 5/16 in. in diameter and conform
to ANSI standards. Figure 2 shows the part.
There are 20 rivets in the assembly, five large

members of the frame, and five small brackets.
Chapter 21 in Ref 7 includes six tables for
setup, handling, pressing in the rivets, and rivet-
ing. A simple spreadsheet (for the first unit)
might look like Table 2. The pieces are placed
in a frame, the rivets are inserted, and riveted.
The total cycle time for the first unit is 18.6
min. There are several points to mention here.
First, the thickness of the material and the size
of the rivets play no direct part in this simple
calculation. The methods of Ref 7 do not
include such details.
Yet common sense suggests that some of the

details must count. For example, if the rivet holes
are sized to have a very small clearance, then the
“press-in-hardware” task, where the rivets are
placed in the rivet holes, would increase. In a like
manner, if the rivets fit looser in the rivet holes, the
cycle time for this task might decrease. The point
of this elementary discussion is that there is some
implied tolerance with each of the steps in the
assembly process.
In fact, one can deduce the tolerance from

the standard specification of the rivets. From
Ref 12, in the tolerance on 5/16 in. diameter
buttonhead rivets is 0.010 in. So the tolerance
of the hole would be about the same size.
The second point is that there are 30 parts in this

assembly. How the parts are stored and how they
are placed in the riveting jig or fixture determines
how fast the process is done. With experience,
the process gets faster. There is a well-understood
empiricalmodel for process learning.Theobserva-
tion, often repeated in many different industries, is
that inputs decrease by a fixed percentage each
time the number of units produced doubles. So,
for example,Li is the labor inminutes of the ith unit
produced, and L0 is the labor of the first unit, then:

Li ¼ L0i
logf= log 2 (Eq 11)

The parameter f measures the slope of the
learning curve. The learning curve effects
were first observed and documented in the air-
craft industry, where a typical rate of

improvement might be 20% between doubled
quantities. This establishes an 80% learning
function, that is, f = 0.80. Because this exam-
ple is fabricated from aluminum, with rivets
typical of aircraft construction, it is easy to
work out that the 32nd unit will require
32.7% of the time (6.1 min) compared to the
first unit (18.6 min).
Learning occurs in any well-managed manual

assembly process. With automated assembly,
“learning” occurs only when improvements are
made to the robot used. In either case, there is evi-
dence that, over substantial production runs and
considerable periods of time, the improvement is
a fixed percentage between doubled quantities.
That is, if there is a 20% improvement between
the tenth and twentieth unit, there will likewise
be a 20% improvement between the hundredth
and two hundredth unit.
The cost engineer should remember that,

according to this rule, the percentage improve-
ment from one unit to the next is a steeply fall-
ing function. After all, at the hundredth unit, it
takes another hundred units to achieve the same
improvement as arose between the 10th and
20th units (Ref 13).

Complexity Theory

Up to now this article has dealt with the cost-
estimation tools that do not require a complete
description of the part or assembly to make
the desired estimates. What can be said if the
design is fully detailed? Of course, one could
build a prototype to get an idea of the costs,
and this is often done, particularly if there is lit-
tle experience with the manufacturing methods
to be used. For example, suppose there is a
complex wave feed guide to be fabricated out
of aluminum for a modern radar system. The
part has some 600 dimensions. One could get
a cost estimate by programming a numerically
controlled milling machine to make the part,
but is there a simpler way to get a statistically
meaningful estimate of cost, while incorporat-
ing all of the design details? The method that
fulfills this task is complexity theory.
There has been a long search for the “best”

metric to measure how complex a given part
or assembly is. The idea of using dimensions
and tolerances as a metric comes from Wilson

Fig. 2 Powerboat frame assembly

Table 2 Spreadsheet example for assembly
of frame (Fig. 2)

Source
(a)

Process
description

Table time,
min

Setup,
min

21.2-S Setup 15
21.2-1 Get 5 frame members from

skid
1.05

21.2-1 Get 5 brackets from bench 0.21
21.2-2 Press in hardware (20 rivets) 1.41
21.2-3 Set 20 rivets 0.93
Total cycle time (minutes) 3.60 15

(a) Tables in Ref 7, Chapter 21
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(Ref 14). The idea presented here is that the
metric is a sum of log (di/ti), where di is the
ith dimension and ti is its associated tolerance
(i ranges over all the dimensions needed to
describe the part). According to complexity the-
ory, how complex a part is, I, is measured by:

I ¼
X
i

logðdi=tiÞ (Eq 12)

Originally, the log function was chosen from
an imperfect analogy with information theory.
It is now understood that the log function arises
from a limit process in which tolerance goes to
zero while a given dimension remains fixed.
In this limit, if good engineering practice is fol-
lowed, that is, if the accuracy of the machine
making the part is not greatly different than
the accuracy required of the part, and if the
“machine” can be modeled like a first-order
damped system, then it can be shown that the
log function is the correct metric. Because of
historical reasons, the log is taken to the base
2, and I is measured in bits. Thus Eq 12a is
written:

I ¼
X
i

log2ðdi=tiÞ (Eq 12a)

There are two main attractions of the com-
plexity theory. First, I will include all of the
dimensions required to describe the part.
Hence, the metric captures all of the informa-
tion of the original design. For assemblies, the
dimensions and tolerances refer to the place-
ment of each part in the assembly, and second,
the capability of making rigorous statements of
how I effects costs. In Ref 8 it is proven that
if the part is made by a single manufacturing
process, the average time (T) to fabricate the
part is:

T ¼ A � I; A ¼ const (Eq 13)

Again, in many cases, the coefficient A must
be determined empirically from past manuf-
acturing data. The same formula applies to
assemblies made with a single process, such

as manual labor. The extension to multiple pro-
cesses is given in Ref 8.
A final aspect of complexity theory worth

mentioning is risk. Suppose a part with hund-
reds of dimensions is to be made on a milling
machine. The exact sequence in which each
feature of the part is cut out will determine
the manufacturing time. But there are a large
number of such sequences, each corresponding
to some value of A. Hence there is a collection
of As, which have a mean that corresponds to
the average time to fabricate the part. That is
the meaning of Eq 13.
It can be shown that the standard deviation of

manufacturing time is:

sT ¼ sAI (Eq 14)

where sT is the standard deviation of the
manufacturing time, and sA is the standard
deviation of the coefficient A. sA can be deter-
mined from past data. These results have a sim-
ple interpretation: Parts or assemblies with
tighter (smaller) tolerances take longer to make
or assemble because with dimensions fixed, the
log functions increase as the tolerances
decrease. More complex parts, larger I, take
longer to make (Eq 13), and more complex
parts have more cost risk (Eq 14). These trends
are well known to experienced engineers.
In Eq 8, a large number of parts from three

types of manufacturing processes were corre-
lated according to Eq 13. The results of the fol-
lowing manual lathe process are typical of all
the processes studied in Eq 8. Figure 3 shows
the correlation of time with I, the dimension
information, measured in bits. An interesting
fact, shown in Fig. 4 is that the accuracy of
the estimate is no different than that of an expe-
rienced estimator.
In Eq 13, the coefficient, A, is shown to

depend on the machine properties such as
speed, operation range, and time to reach
steady-state speed. Can one estimate their value
from first principals? It turns out that for man-
ual processes one can make rough estimates of
the coefficient.

The idea is based on the basic properties of
human performance, known as Fitts’ law. Fitts
and Posner reported the maximum human infor-
mation capacity for discrete, one-dimensional
positioning tasks at about 12 bits/s (Ref 15).
Other experiments have reported from 8 to 15
bits/s for assembly tasks (Ref 16).
The rivet insertion process discussed previ-

ously in this article is an example. The toler-
ance of the holes for the rivets is estimated to
be 0.010 in., that is, the same as the handbook
value of the tolerance of the barrel of the rivet
(Ref 12). Then it is found that d/t � 0.312/
0.010 = 31.2 and log2 = 4.815 bits for each
insertion. The initial rate of insertion (Ref 7)
was 20 units in 1.41 min. That corresponds to
A = 1.14 bits/s. Clearly, there is some consider-
able improvement available if the maximum
values quoted (Ref 15, 16) can be achieved
for rivet insertion.

Estimating Assembly Time

Example 3: Manual Assembly of a Pneu-
matic Piston. In Ref 1 there is an extensive
and helpful section on manual assembly. The
method BDK used categorizes the difficulty of
assembling parts by a number of parameters,
such as the need to use one or two hands, the
need to use mechanical tools, part symmetry,
and so on. Figure 5 (reproduced from an exam-
ple in Ref 17) shows the assembly of a small
pneumatic piston. Table 3 lists assembly times.
Consider the entries for the two screws. The

handling code, 68, describes a part with 360�
symmetry that can be handled with standard
tools. The insertion code, 39, describes a part
not easy to align or position. The time for
assembly of the screws is nominally 32 s, less
an allowance of 31 s for repetitive operations.
Now consider a simplified design (Fig. 6 and

Table 4). The same tables from Chapter 21 in
Ref 7 are used as in Table 2. Software is avail-
able to automate the table look-up process. For
the same problem using complexity theory,
there is only one coefficient, A = 1.5 bits/s for

Fig. 3 Manufacturing time and dimension information for the lathe process
(batch size 3 to 6 units) Fig. 4 Accuracy comparison for the lathe process
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the small manual assembly. This value is found
by calculating the bits of information in the ini-
tial design and using the time found in Ref 17
to determine A.

The tolerances were obtained in the follow-
ing way. For the screws, the size was chosen
to be M3X0.5—a coarse thread metric size con-
sistent with insertion into molded nylon. As
reported in Ref 12, the tolerance is ANSI
B1.13M-1979.
The spring tolerance is derived using a stan-

dard wire size, 0.076 in. (0.193 mm), which
gives a spring index D/d = 12.95, (D = spring
diameter, d = wire diameter) well within the
Spring Manufacturers Institute recommended
range. The tolerance quoted is the standard tol-
erance for this wire diameter and spring index.
The plastic parts are presumed to be injection

molded, with a typical tolerance of 0.1 mm.
The screws are assumed to tighten to a toler-
ance of 60/360 = 1/6th of a turn.
These data,which can be easily verified in prac-

tice, give essentially the same results as the other
empirical methods. Calculations for the original
design (Fig. 5) and the simplified design (Fig. 6)
are compared in Tables 5 and 6, respectively. This

compares well with the results of Ref 17 (73%
reduction) versus 76% reduction here.
There are two comments to make:

� This method requires only one coefficient
for hand assembly of small parts. A � 1.6
bits/s and no look-up tables.

� One can make small changes in design, for
example, change the screw size, and get an
indication of the change in assembly time.

If one started with a preliminary design, the
assembly time estimate would grow more accu-
rate as more details of the design itself and the
manufacturing process to build the design
become known. However, the methods of Boot-
hroyd, and others (Ref 1, 6, 17), require less
data than does the complexity theory.
In the simplified manufacturing process, the

coefficient A = 1.6 bits/s is substantially less than
the Fitts’ law (discussed earlier in this section on
complexity theory) value of 8 bits/s. The dis-
crepancy may lie in the time it takes an assem-
bler to pick up and orient each part before the
part is assembled. Jigs and trays, and so forth,
that reduce this pick-and-place orientation effort
would save assembly time. As before, there is
some considerable improvement available if the
maximum values quoted (Ref 15, 16) can be
achieved for manual assembly. The value
obtained here (A = 1.16) is close to that deduced
from Ref 7 for the hand insertion of rivets.
Using complexity theory and a single assem-

bly process, the ratio of the assembly times can
be calculated without any knowledge of the
coefficient, A. Thus complexity theory offers
advantages when a single process is used, even
if little or nothing is known about the perfor-
mance of the process.

Cost Estimation Recommendations

Which type of cost estimate one uses depends
on how much is know about the design. In the
early stages of concept assessment of a new part
or product, parametric methods, based upon past
experience, are preferred. Risk is hard to quan-
tify for these methods, because it can be very
difficult to determine whether the new product
really is similar to those used to establish the
parametric cost model.
If there is some detailed information about

the part or product, and the method of
manufacturing is well known, then the empiri-
cal methods should be used. They can indicate

the relative cost between different designs and
give estimates of actual costs.
If detailed designs are specified, and a

single manufacturing process is to be used,
complexity theory should be used to compare
the relative costs and cost risks of the different
designs, even if the manufacturing process is
poorly understood.
If there are detailed designs available, and

well-known manufacturing methods are used,
either complexity theory or empirical methods
can be used to generate cost estimates. If a rig-
orous risk assessment is needed, complexity
theory should be used.
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Part ID
No.

No. times operation carried
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Handling
code

Time,
s

Insertion
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Insertion time,
s

Total time,
s

Pneumatic
piston

7 1 30 1.95 00 1.5 3.45 Block
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5 1 10 1.50 00 1.5 3.0 Piston stop
4 1 80 4.10 00 1.5 5.6 Spring
3 1 28 3.18 09 7.5 10.7 Cover
2 2 68 8.00 39 8.0 29.0 Screw

Total time: 60.5
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Fig. 6 Simplified assembly of pneumatic piston.
Dimensions in millimeters

Table 4 Assembly times for simplified piston design (Fig. 6)

Part ID No.
No, times operation

carried out Handling code Times, s Insertion code Insertion time, s Total time, s
Pneumatic
piston

4 1 30 1.95 00 1.5 3.45 Block
3 1 15 2.25 00 1.5 3.75 Piston
2 1 80 4.10 00 1.5 5.6 Spring
1 1 10 1.50 30 2.0 3.5 Cover/stop

Total time: 16.3

Table 5 Original manual assembly design

Feature (No.) Dimensions, mm Tolerance Bits Notes

2 3 0.063 11.14693 Diameter dimension
2 30 0.1 16.45764 Horizontal location
2 30 0.1 16.45764 Horizontal location
2 2160 60 10.33985 6 turns to install screw
Subtotal 54.40206
1 31 0.1 8.276124 Horizontal location of plate
1 31 0.1 8.276124 Horizontal location of plate
Subtotal 70.95431
1 25 0.43 5.861448 Spring location
Subtotal 76.81575
1 25 0.1 7.965784 Piston location
Subtotal 84.78154
1 25 0.1 7.965784 Piston stop
Total: 92.74732 1.5 bits/s

Table 6 Simplified manual assembly design

Feature
(No.)

Dimensions,
mm Tolerance Bits Notes

1 25 0.1 7.965784 Piston
location

1 25 0.43 5.861448 Spring
location

1 25 0.1 7.965784 Piston cap
Total: 21.79302 %reduction

76.50281
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Software for Computational Materials
Modeling and Simulation

This compilation is intended to demonstrate
the depth and breadth of commercial and
third-party software packages available to sim-
ulate metals processes. It also represents the
spectrum of applications, from simulation of
atomic-level effects to manufacturing optimi-
zation. This is a first attempt to present

commercial software together in one place and
is recognized as being incomplete. Indeed, most
vendors listed in these tables offer many other
software packages tailored to specific simula-
tion applications.
Because software is continually updated, no

guarantee is made regarding the accuracy of

the software packages or availability, vendor,
or website information. Readers are invited to
recommend additions or changes to this compi-
lation. Please send the information to Member-
ServiceCenter@asminternational.org, with the
subject line “Attn Handbook Editor, V22B.”

Table 1 Electronic structure methods (density functional theory, quantum chemistry)
Inputs: atomic number, mass, valence electrons, crystal structure and lattice spacing, Wyckoff positions, atomic arrangement. Outputs: electronic properties, elastic constants, free
energy vs. structure and other parameters, activation energies, reaction pathways, defect energies and interactions.

Software name Function or process applications Vendor or developer URL

a.chem a.chem is short for a.chem.upenn.edu, a multiuser, UNIX-based
minisupercomputer at the Chemistry Computer Facility of the
Department of Chemistry at the University of Pennsylvania. It
offers molecular modeling, simulation, mathematical software
packages, and the Cambridge Structural Database.

University of Pennsylvania http://help.chem.upenn.edu/

CASTEP CASTEP is a software package that uses density functional theory
to provide an atomic-level description of materials and
molecules. Information can be provided about total energies,
forces, and stresses on an atomic system as well as calculation of
optimal geometries, band structures, optical spectra, and phonon
spectra. It can perform molecular dynamics simulations.

Accelrys www.castep.org
www.accelrys.com

DACAPO DACAPO is a total-energy program based on density functional
theory. It uses a plane-wave basis for the valence electronic states
and describes the core-electron interactions with Vanderbilt
ultrasoft pseudopotentials.

Technical University of Denmark,
Denmark

https://wiki.fysik.dtu.dk/dacapo/Dacapo

GAMESS GAMESS (General Atomic and Molecular Electronic Structure
System) is a general program for ab initio molecular quantum
chemistry calculations and functional theory approximation.

Ames Laboratory/Iowa State University http://www.msg.ameslab.gov/gamess/index.
html

Gaussian Gaussian is an electronic structure program that predicts the
energies, molecular structures, vibrational frequencies, and
molecular properties from the fundamental laws of quantum
mechanics. Gaussian models can be applied to both stable
species and short-lived intermediate and transition structures.

Gaussian, Inc. http://www.gaussian.com/index.htm

SIESTA SIESTA (Spanish Initiative for Electronic Simulations with
Thousands of Atoms) performs electronic structure calculations
and ab initio molecular dynamics simulations of molecules and
solids. It uses a density functional theory code that predicts the
physical properties of a collection of atoms. Properties that can
be predicted using the code include Kohn-Sham band structures,
electron density, and Mulliken populations.

Nanotec Electronica www.nanotec.es
http://www.icmab.es/siesta/

VAMP VAMP is a semiempirical molecular orbital package for molecular
organic and inorganic systems. It is an intermediate module
between force-field and first-principles methods and is capable of
calculating many physical and chemical molecular properties.

Accelrys www.accelrys.com
http://accelrys.com/products/datasheets/vamp.
pdf

VAMP/VASP VAMP/VASP performs ab initio quantum-mechanical molecular
dynamics using pseudopotentials and a plane-wave basis set.

University of Vienna, Austria http://cms.mpi.univie.ac.at/vasp/Welcome.html

WIEN2k WIEN2k performs electronic structure calculations of solids using
density functional theory. It is based on the full-potential
(linearized) augmented plane-wave and local orbitals method.

Vienna University of Technology, Austria http://www.wien2k.at/index.html
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Table 2 Atomistic simulations (molecular dynamics, Monte Carlo)
Inputs: interaction scheme, potentials, methodologies, benchmarks. Outputs: thermodynamics, reaction pathways, structures, point defect and dislocation mobility, grain-boundary
energy and mobility, precipitate dimensions.

Software name Function or process applications Vendor or developer URL

Cerius2 Cerius2 offers a wide range of scientific application modules for various molecular
environments, including materials science and life science.

Accelrys www.accelrys.com
http://accelrys.com/resource-center/case-
studies/archive/studies/
catshape_two_ligands.html

DL_POLY DL_POLY is a parallel molecular dynamics simulation package designed to facilitate
molecular dynamics simulations of macromolecules, polymers, ionic systems, and
solutions.

Science and Technology
Facilities Council, Daresbury
Laboratory, U.K.

www.stfc.ac.uk
http://www.cse.scitech.ac.uk/ccg/
software/DL_POLY/

DMol3 DMol3 uses density functional theory to simulate chemical processes and predict
properties of materials. It investigates the nature and origin of the chemical, electronic,
and structural properties of a system without the need for experimental input.

Accelrys www.accelrys.com
http://accelrys.com/products/datasheets/
dmol3.pdf

LAMMPS LAMMPS (Large-Scale Atomic/Molecular Massively Parallel Simulator) is a classical
molecular dynamics code created for simulating molecular and atomic systems such as
proteins in solution, liquid crystals, polymers, zeolites, or simple Lenard-Jonesium.
LAMMPS features parallelism via a spatial decomposition algorithm; short-range
pairwise Lennard-Jones and Coulombic interactions; long-range Coulombic
interactions via Ewald or particle-mesh Ewald; harmonic molecular potentials; class II
molecular potentials; NVE, NVT, and NPT dynamics; constraints on atoms or groups
of atoms, including SHAKE; rRESPA long-timescale integrator; and energy minimizer
(Hessian-free truncated Newton method).

Sandia National Laboratory http://lammps.sandia.gov

ParaDyn ParaDyn is a parallel F77 code that implements all the features of the popular serial EAM
code for metals and metal alloys known as DYNAMO. Nearly all of ParaDyn’s
functionality is now in LAMMPS.

Sandia National Laboratory http://www.sandia.gov/�sjplimp/
download.html#pd

Table 3 Dislocation dynamics
Inputs: crystal structure and lattice spacing, elastic constants, boundary conditions, mobility laws. Outputs: stress-strain behavior, hardening behavior, effect of size scale.

Software name Function or process applications Vendor or developer URL

microMegas
(mM)

mM is an open-source dislocation dynamics program intended for the modeling and visualization of
dislocation-based plastic deformation in crystals. The output of the simulation yields information about the
microstructure, local quantities of interest (internal stresses, dislocation densities, slip systems activity),
and the global mechanical response.

Laboratoire d’Etude
des Microstructures

http://zig.onera.fr/
mm_home_page/index.
html#Introduction

ParaDiS ParaDiS (Parallel Dislocation Simulator) is a large-scale dislocation dynamics simulation code to study the
fundamental mechanisms of plasticity.

Lawrence Livermore
National Laboratory

https://www.llnl.gov/str/
November05/Bulatov.html

PARANOID PARANOID simulates dislocation behavior in a wide variety of situations. The code is based on elastic
theory in the continuum limit and should be applicable to situations in which the dislocation cores are
more than a few nanometers apart. The stress tensor that moves the dislocations is calculated at every
point by evaluating the full Peach-Koehler expression over all of the dislocations present.

IBM Research http://www.research.ibm.com/
dislocationdynamics

Table 4 Thermodynamic methods (CALPHAD)
Inputs: free-energy data from electronic structure, calorimetry data, free-energy functions fit to materials databases. Outputs: phase predominance diagrams, phase fractions,
multicomponent phase diagrams, free energies.

Software name Function or process applications Vendor or developer URL

FactSage FactSage calculates the conditions for multiphase, multicomponent equilibria. Thermfact and GTT-Technologies http://www.factsage.com
Gemini Gibbs Energy MINImizer. Thermodynamic software Thermodata www.gmini.org
JMat Pro JMatPro is aimed at multicomponent alloys used in industrial practice. It makes

calculations for stable and metastable phase equilibrium, solidification behavior
and properties, mechanical properties, thermophysical and physical properties,
phase transformations, and chemical properties.

Sente Software www.sentesoftware.co.uk

MeltCalc Thermodynamic modeling spreadsheet for Excel Corbett Research www.meltcalc.com
MTDATA MTDATA calculates phase equilibria and thermodynamic properties in

multicomponent, multiphase systems using critically assessed thermodynamic
data. It has applications in the fields of metallurgy, chemistry, materials science,
and geochemistry, depending on the data available. Problems of mixed character
can be handled, for example, equilibria involving the interaction between liquid
and solid alloys and matte, slag, and gas phases.

National Physical Laboratory, U.K. www.npl.co.uk/advanced-
materials/measurement-
techniques/modelling/mtdata

Pandat Pandat software is an integrated computational environment for phase diagram
calculation and materials property simulation of multicomponent systems based
on the CALPHAD (CALculation of PHAse Diagram) approach.

CompuTherm LLC http://www.computherm.com/
home.html

Thermo-Calc Thermo-Calc performs thermodynamic and phase diagram calculations for
multicomponent systems of practical importance. Databases are available for
steels; Ti, Al, Mg, and Ni alloys; multicomponent oxides; and many other
materials.

Thermo-Calc Software www.thermocalc.com
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Table 5 Microstructural evolution methods (phase field, front-tracking methods, Potts models)
Inputs: free-energy and kinetic databases (atom mobilities), interface and grain-boundary energies, (anisotropic) interface mobilities, elastic constants. Outputs: solidification and
dendritic structure, microstructure during processing, deployment, evolution in service.

Software name Function or process applications Vendor or developer URL

DICTRA DICTRA simulates diffusion in multicomponent alloy systems. Processes that can be simulated
include homogenization of alloys, carburizing and decarburizing of steels, microsegregation during
solidification, carbide dissolution during austenitization of steels, and coarsening of precipitates.

Thermo-Calc Software http://www.thermocalc.
com

JMat Pro JMatPro is aimed at multicomponent alloys used in industrial practice. It makes calculations for
stable and metastable phase equilibria, solidification behavior and properties, mechanical
properties, thermophysical and physical properties, phase transformations, and chemical properties.

Sente Software Ltd. http://www.sentesoftware.
co.uk/jmatpro.aspx

MICRESS MICRESS (MICRostructure Evolution Simulation Software) applies a multiphase-field method for
multicomponent alloys and enables the treatment of multiphase, multigrain, and multicomponent
problems in the fields of solidification, grain growth, recrystallization, or solid-state phase
transformations. It covers phase evolution, solutal and thermal diffusion, and transformation strain
in the solid state.

ACCESS e.V., Aachen University of
Technology (RWTH), Germany

http://web.access.rwth-
aachen.de/MICRESS

mMatIC mMatIC three-dimensional code predicts microstructural features of solidification, including dendritic
morphology, spacing, grain structure, concentration profile, pores, casting defects, etc.

Imperial College London, U.K. http://www3.imperial.ac.
uk/advancedalloys/
software

PrecipiCalc PrecipiCalc calculates three-dimensional multiparticle diffusive precipitation kinetics of multiple
phases. PrecipiCalc adopts multicomponent thermodynamics and mobility in its precipitation
models to allow realistic and mechanistic modeling on nucleation, growth, and coarsening.

QuesTek http://www.questek.com

Table 6 Micromechanical and mesoscale property models (solid mechanics and finite-element analysis)
Inputs: microstructural characteristics, properties of phases and constituents. Outputs: properties of materials, for example, modulus, strength, toughness, strain tolerance, thermal/
electrical conductivity, and permeability; possibly creep and fatigue behavior.

Software name Function or process applications Vendor or developer URL

DARWIN DARWIN integrates finite-element stress analysis results, fracture mechanics-based life assessment for
low-cycle fatigue material anomaly data, probability of anomaly detection, and inspection schedules
to predict the probability of fracture as a function of applied operating cycles.

Southwest Research Institute
(SwRI)

http://www.swri.org/4org/d18/
mateng/probfrac/default.htm

FRANC3D FRANC3D provides a mechanism for representing the geometry and topology of three-dimensional
structures with arbitrary nonplanar cracks, along with functionality for discretizing or meshing the
structure, attaching boundary conditions at the geometry level and allowing the mesh to inherit
these values, and modifying the geometry to allow crack growth, but with only local remeshing
required during crack growth.

Cornell Fracture Group http://www.cfg.cornell.edu/
software/franc3d_osm.htm

JMat Pro JMatPro is aimed at multicomponent alloys used in industrial practice. It makes calculations for stable
and metastable phase equilibria, solidification behavior and properties, mechanical properties,
thermophysical and physical properties, phase transformations, and chemical properties.

Sente Software Ltd. http://www.sentesoftware.co.
uk/jmatpro.aspx

OOF OOF Software is designed to help materials scientists calculate macroscopic properties from images of
real or simulated microstructures. It reads an image, assigns material properties to features in the
image, and conducts virtual experiments to determine the macroscopic properties of the
microstructure.

National Institute of Standards and
Technology

http://www.ctcms.nist.gov/oof/
oof2

Voro++ Voro++ is an open-source software library for the computation of Voronoi diagrams (a special kind of
decomposition of a metric space determined by distances to a specified set of objects in the space).

University of California-Berkeley,
Lawrence Berkeley Laboratory

http://math.lbl.gov/voro++/
about.html

Zencrack Zencrack is a state-of-the-art software tool for three-dimensional fracture mechanics simulation. The
program uses finite-element analysis to allow calculation of fracture mechanics parameters, such as
energy-release rate and stress-intensity factors.

Zentech International Limited http://www.zentech.co.uk/
zencrack.htm

Table 7 Microstructural imaging software
Inputs: images from optical microscopy, electron microscopes, x-rays, etc. Outputs: image quantification and digital representations.

Software name Function or process applications Vendor or developer URL

3D-DOCTOR 3D-DOCTOR is an advanced three-dimensional modeling, image processing, and
measurement software for magnetic resonance imaging, computed tomography,
positron emission tomography, microscopy, and scientific and industrial imaging
applications. It supports both grayscale and color images stored in DICOM, TIFF,
Interfile, GIF, JPEG, PNG, BMP, PGM, MRC, RAW, or other image file formats.
3D-DOCTOR creates three-dimensional surface models and volume rendering
from two-dimensional cross-sectional images in real time.

Able Software Corp. http://www.ablesw.com/3d-doctor

Amira Amira is a multifaceted software platform for visualizing, manipulating, and
understanding life science and biomedical data coming from all types of sources
and modalities, such as clinical or preclinical image data, nuclear data, optical or
electron microscopy imagery, molecular models, vector and flow data, simulation
data on finite-element models, and all types of multidimensional image, vector,
tensor, and geometry data.

Visage Imaging, Inc. www.amira.com

IDL IDL provides a computing environment for data analysis, visualization, and
application development.

ITT Visual Information
Solutions

http://www.ittvis.com/ProductServices/
IDL.aspx

ImageJ ImageJ is an open-source program for image processing and analysis in JAVA. It can
display, edit, analyze, process, save, and print 8-, 16-, and 32-bit images. It can
read image formats including TIFF, GIF, JPEG, BMP, DICOM, FITS, and RAW.

National Institutes of Health www.nih.gov
http://rsb.info.nih.gov/ij
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Table 8 Mesoscale structure models (mesoscale material-behavior models)
Inputs: processing thermal and strain history. Outputs: microstructural characteristics (for example, grain size, texture, precipitate dimensions).

Software name Function or process applications Vendor or developer URL

JMat Pro JMatPro is aimed at multicomponent alloys used in industrial practice. It makes calculations for stable and
metastable phase equilibria, solidification behavior and properties, mechanical properties, thermophysical and
physical properties, phase transformations, and chemical properties.

Sente Software Ltd. http://www.sentesoftware.co.uk/
jmatpro.aspx

PrecipiCalc PrecipiCalc calculates three-dimensional multiparticle diffusive precipitation kinetics of multiple phases.
PrecipiCalc adopts multicomponent thermodynamics and mobility in its precipitation models to allow realistic
and mechanistic modeling on nucleation, growth, and coarsening.

QuesTek http://www.questek.com

Table 7 (continued)

Software name Function or process applications Vendor or developer URL

It is multithreaded, so time-consuming operations such as image file reading can
be performed in parallel with other operations.

ITK ITK (Insight Segmentation and Registration Toolkit) is an open-source, cross-
platform system that provides developers with a suite of software tools for image
analysis. Developed through extreme programming methodologies, ITK’s
algorithms allow for registering and segmenting multidimensional data.

National Library of Medicine,
ITK Project

http://www.itk.org

Mimics Mimics software processes and edits two-dimensional image data, such as computed
tomography, microcomputed tomography, or magnetic resonance imaging. From
these two-dimensional data, the software constructs three-dimensional models.
Mimics bridges the gap between image data and a wide variety of engineering
applications, such as finite-element analysis, design, surgical simulation, additive
manufacturing, etc.

Materialise http://www.materialise.com/mimics

ParaView ParaView is an open-source, multiplatform data analysis and visualization
application. ParaView builds visualizations to analyze data using qualitative and
quantitative techniques. The data exploration can be done interactively in three
dimensions or programmatically using ParaView’s batch processing capabilities.
The software was developed to analyze extremely large datasets using distributed
memory computing resources. It can be run on supercomputers to analyze datasets
of terascale as well as on laptops for smaller data.

Kitware Inc. www.paraview.org

VGStudio MAX VGStudio MAX is an industrial computer tomography data analysis software
package. It allows two- and three-dimensional dimensioning, wall-thickness
analysis, and extraction of STL surface models and point clouds. It can be used for
defect/porosity/inclusion detection, crack segmentation, material distribution in
composite materials, and component assembly analysis.

Volume Graphics GmbH http://www.volumegraphics.com/
products/vgstudiomax

VTK VTK (Visualization Toolkit) is an open-source software system for three-
dimensional computer graphics, image processing, and visualization. VTK
supports a wide variety of visualization algorithms, including scalar, vector,
tensor, texture, and volumetric methods and advanced modeling techniques, such
as implicit modeling, polygon reduction, mesh smoothing, cutting, contouring,
and Delaunay triangulation.

Kitware Inc. www.vtk.org

Table 9 Part-level finite-element analysis, finite difference, and other continuum models
Inputs: part/tooling geometry, manufacturing processing parameters, component loads, material properties. Outputs: distribution of temperatures, stresses, and deformation; electrical
currents; magnetic and optical behavior; etc. Can be linked with other models for prediction of microstructure and mechanical properties.

Software name Function or process applications Vendor or developer URL

Abaqus/Standard Abaqus/Standard is designed to model static and low-speed dynamic events where highly
accurate stress solutions are critically important. Examples include sealing pressure in a
gasket joint, steady-state rolling of a tire, or crack propagation in a composite airplane
fuselage. Within a single simulation, it is possible to analyze a model in both the time and
frequency domain. Following the mounting analysis, the prestressed natural frequencies of
the cover can be extracted, or the frequency domain mechanical and acoustic response of
the prestressed cover-to-engine induced vibrations can be examined.

Dassault Systèmes http://www.simulia.com

ANSYS 12 ANSYS 12 offers dramatic simulation for every major physics discipline, including structural
analysis, explicit analysis, thermal analysis, fluid dynamics, electromagnetics-low
frequency, electromagnetics-high frequency, advanced materials characteristics, and
coupled physics.

ANSYS, Inc. www.ansys.com

ANSYS FLUENT ANSYS FLUENT software models flow, turbulence, heat transfer, and reactions for
industrial applications ranging from air flow over an aircraft wing to combustion in a
furnace, from bubble columns to oil platforms, from blood flow to semiconductor
manufacturing, and from clean-room design to wastewater treatment plants. It has special
models for modeling in-cylinder combustion, aeroacoustics, turbomachinery, and
multiphase systems.

ANSYS, Inc. www.fluent.com

ANSYS ICEM CFD ANSYS ICEM CFD meshing software starts with advanced computer-aided design/geometry
readers and repair tools that allow the user to quickly move to a variety of geometry-
tolerant meshers and produce high-quality volume or surface meshes. The software
provides advanced mesh diagnostics, interactive and automated mesh editing, output to a

Ansys Inc. www.ansys.com
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Table 9 (continued)

Software name Function or process applications Vendor or developer URL

wide variety of computational fluid dynamics and finite-element analysis solvers, and
multiphysics postprocessing tools.

AnyCasting AnyCasting is applicable to all casting processes, including sand mold casting, permanent
casting, low- and high-pressure die casting, tilt casting, and investment casting.

AnyCasting Co., Inc. www.anycasting.com
www.anycasting.com/en/
software/anycastingtm.
php

CAPCAST CAPCAST is a suite of finite-element-method-based software for solidification modeling,
including thermal, solidification, flow, porosity, and stress analysis tools.

EKK Inc. http://www.ekkinc.com/
tools.html

COMSOL COMSOL is a modular suite of software tools for multiphysics modeling and simulation.
Available modules include alternating/direct current, microelectromechanical systems,
radio frequency, Optimization Lab, acoustics, heat transfer, structural mechanics,
computer-aided design import, chemical engineering, COMSOL Reaction Engineering
Lab, and Materials Library.

COMSOL AB www.comsol.com

DANTE DANTE is a finite-element-method-based heat treating simulation software that provides an
accurate description of heat transfer during heating and cooling processes. It addresses
immersion quenching, intensive quenching methods, gas quenching, press quenching, and
low-temperature tempering processes.

Deformation Control
Technology, Inc.

www.deformationcontrol.
com

DEFORM DEFORM is an engineering software that enables designers to analyze metal forming, heat
treatment, machining, and mechanical joining processes. It simulates distribution of
temperatures during heat treatment, stresses, strains, and residual stresses.

Scientific Forming
Technologies Corporation

www.deform.com

DYNA3D DYNA3D is an explicit finite-element program for structural/continuum mechanics
problems. It uses small time steps to integrate the equations of motion and is efficient in
solving transient dynamic problems. The material library includes isotropic elastic,
orthotropic elastic, elastic-plastic, orthotropic elastic-plastic, rate-dependent elastic-plastic,
temperature-dependent elastic-plastic, concrete, and rubberlike materials. Its element
library includes solid, shell, beam, bar, spring, and damper elements. DYNA3D also has
various contact surface options for interaction effects between two bodies.

Lawrence Livermore
National Laboratory

https://www-eng.llnl.gov/
mdg/mdg_codes_dyna3d.
html

EDEM EDEM is a general-purpose computer-aided engineering tool using discrete element
modeling technology for the simulation and analysis of particle handling and
manufacturing operations and creates a parameterized model of granular solids systems.
Computer-aided design models of real particles can be imported to obtain an accurate
representation of their shape. EDEM manages information about each individual particle
(mass, temperature, velocity, particle shape, etc.) and the forces acting on it.

DEM Solutions Ltd. http://www.dem-solutions.
com/edem.php

FARADAY FARADAY is a three-dimensional, time-harmonic eddy current field solver that uses
boundary-element method (BEM), finite-element method (FEM), or hybrid method (BEM
and FEM combination) technologies. It is capable of large open-region analysis, exact
modeling of boundaries, and solving problems where dealing with small skin depths is
critical.

Integrated Engineering
Software Sales, Inc.

www.integratedsoft.com
http://www.integratedsoft.
com/products/faraday/
default.aspx

FLUX FLUX is a general-purpose computer-aided engineering software that models quantities such
as flux density or heat distribution. It can use variation curves versus time or position, or
make spatial spectrum computations. It can analyze global quantities such as inductance,
energy, force, and torque.

Magsoft Corporation www.magsoft-flux.com
http://www.magsoft-flux.
com/Products/Flux

FORGE FORGE simulates hot, warm, and cold forging of both three-dimensional parts (e.g., steering
knuckles, crankshafts, twin connection rods, lower arms, constant-velocity joints, bevel
gears, aircraft landing gears, fan blades, engine mountings, and wing components) and
two-dimensional geometry parts (axisymmetric parts and parts with high length-to-width
ratios, such as cylinders, impacts, extrusions, axles, shafts, gear blanks, rings, fasteners and
wire drawing, aircraft disks, blades and wheels, bearing cages, and railway wheels).

Transvalor Inc. (Europe)
Technology Management
Services (U.S. and
Australia)

www.transvalor.com
http://www.transvalor.com/
forge_gb.php

INDUCTO INDUCTO is a coupled two-dimensional/RS magnetic and thermal analysis program for
applications involving inductive heating. It uses the boundary-element method (BEM),
finite-element method (FEM), or hybrid method (BEM and FEM combination) solver. The
software simulates static and phasor analysis modes and nonlinear, permanent magnet and
lossy magnetic materials based on boundary conditions such as temperature, heat flux,
temperature gradient, and convective and radiative heat exchange. Heat sources are
assigned in the form of volume heat and surface heat. A material table stores thermal
conductivity, specific heat, mass density or absorption, and scattering coefficients.

Integrated Engineering
Software, Inc.

www.integratedsoft.com
http://www.integratedsoft.
com/products/inducto/
default.aspx

JSCast JSCast is a three-dimensional integrated computer-aided engineering system for casting
optimization and includes mold-filling, solidification, and deformation simulations.

QUALICA, Inc. http://www.jscast.com.cn/
english.htm

KIVA KIVA is a three-dimensional, coupled mechanics analysis software package for use in
understanding and designing heat treatment processes. The focus is on thermal convection
heat treatment.

Deformation Control
Technology, Inc.

http://deformationcontrol.
com/dct_products.htm

LS-DYNA LS-DYNA is a general-purpose transient dynamic finite-element program capable of
simulating complex real-world problems. It is optimized for shared and distributed
memory Unix, Linux, and Windows-based platforms.

Livermore Software
Technology Corp.

http://www.lstc.com/
lsdyna.htm

MAGMASOFT MAGMASOFT is a simulation tool for the technological and quality-focused production of
castings. Simulation capabilities provide an understanding of mold filling, solidification,
mechanical properties, thermal stresses and distortions, etc. It addresses gating and feeding
problems, predicts casting quality, aids permanent mold design, and reduces fettling costs.

MAGMA GmbH http://www.magmasoft.de/ms/
products_en_magmasoft/
index.php

MagNet MagNet is a two-/three-dimensional simulation software for electromagnetic fields to model
and predict the performance of electromagnetic or electromechanical devices, such as
electric motors/generators, magnetic levitation, transformers, actuators, sensors/
nondestructive testing, induction heating, loudspeakers, magnetic recording heads,
magnetic resonance imaging, and transcranial magnetic simulations.

Infolytica Corp. www.infolytica.com/
http://www.infolytica.com/
en/products/magnet

MAVIS-FLOW MAVIS-FLOW simulates mold filling and solidification of cast alloys. A rapid solidification
model is employed to simulate solidification and internal shrinkage defects in sand,
investment, gravity die, and high-pressure die castings. The 2000 update added a Navier-

Alphacast Software Ltd. www.alphacast-software.
co.uk/index4.htm
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Table 9 (continued)

Software name Function or process applications Vendor or developer URL

Stokes fluid flow simulator coupled with heat transfer and solidification, which improved
in-gate, overflow, and turbulence simulation.

Maxwell Maxwell is an electromagnetic field simulation software used for the design and analysis of
two-/three-dimensional structures, such as motors, actuators, transformers, and other
electric and electromechanical devices common to automotive, military/aerospace, and
industrial systems. Based on the finite-element method, Maxwell solves static, frequency-
domain and time-varying electromagnetic, and electric fields.

ANSYS, Inc. www.ansys.com
http://www.ansoft.com/
products/em/maxwell

MeltFlow MeltFlow-VAR and MeltFlow-ESR use advanced computational fluid dynamics techniques
that have been developed specifically for a detailed analysis of the electromagnetic (direct
current in vacuum arc remelting, or VAR; alternating current in electroslag remelting, or
ESR), fluid flow, heat transfer, and alloy element redistribution phenomena occurring in
the VAR and ESR processes. The tools enable prediction of pool evolution during the
entire process and the thermal history, distributions of alloy element concentrations,
dendrite arm spacings, and freckle formation probabilities in the solidified ingot.

Innovative Research, Inc. http://inres.com/products/
meltflow/Overview.html

Moldflow Moldflow provides part-level finite-element analysis for filling, cooling, and packing analysis
for plastic injection molding analysis. The simulation software, part of the Autodesk
solution for digital prototyping, provides tools to optimize the design of plastic parts and
injection molds and study the injection molding process. It simulates how changes to wall
thickness, gate location, material, and geometry affect manufacturability.

Autodesk, Inc. http://www.moldflow.com/
stp/

OERSTED OERSTED is a two-dimensional/RS time-harmonic eddy current field solver for solving
magnetic design problems that require large open-field analysis, exact modeling of
boundaries, and for applications where dealing with small skin depths is critical. It
calculates force, torque, displacement current, flux linkage, induced voltage, power, and
impedance and is used for applications such as magnetic resonance imaging,
nondestructive testing systems, bus bars, charging fixtures, induction heating coils,
magnetic recording heads, magnetic shielding, coils and transformers, and induction
motors.

Integrated Engineering
Software, Inc.

www.integratedsoft.com

Opera Opera provides tools for electromagnetic design, simulation, and analysis of results. It
consists of a preprocessing environment for creating design models (or importing them
from computer-aided design programs) plus a finite-element analysis solver. Three generic
solvers are optionally available: static electromagnetic fields, low-frequency time-varying
electromagnetic fields, and high-frequency time-varying electromagnetic fields. It is
available in several forms optimized for specific design problems, including linear and
rotating machinery design, superconducting magnet quenching, space charge effects from
particle beams, permanent magnet magnetization/demagnetization, thermal and stress
analysis (stand-alone or coupled), and electric field analysis in conducting-dielectric
media.

Vector Fields Ltd. www.vectorfields.com
http://www.vectorfields.
com/opera.php

PAM-STAMP 2G PAM-STAMP 2G is an integrated, scalable, and streamlined stamping simulation package. It
covers the entire tooling process from quotation and die design through formability and
validation, including springback prediction and correction. It provides modeling and
simulation for automotive, aerospace, and general stamping processes.

ESI Group www.esi-group.com
http://www.esi-group.com/
products/metal-forming/
pam-stamp-2g

PHYSICA PHYSICA models the complex interactions of physical and chemical phenomena that
involve a number of complex interactions that are at the foundation of manufacturing
process industries. Examples include fluid-structure interaction, aeroacoustics, magneto-
hydrodynamics with heat transfer and solidification/melting, and thermally driven material
defects. Manufacturing processes include casting and solidification processes, electronic
manufacturing processes, granular flow, welding, forming processes (e.g., extrusion),
primary metals processing (e.g., direct smelting, heap leaching), etc.

Physica Ltd. www.physica.co.uk

PIMsolver PIMsolver is computer-aided engineering analysis software for the powder injection molding
(PIM) process. The software simulates PIM part design, mold design, and machine
processing conditions for optimization during the design stage.

Ceta Tech www.cetatech.com

PMsolver PMsolver is computer-aided engineering software for simulation of conventional powder
metallurgy, die compaction, and sintering. It is capable of predicting the density
distribution after compaction, crack formation, and the deformed shape after sintering
caused by heterogeneous density distributions.

Ceta Tech www.cetatech.com

ProCAST ProCAST provides predictive evaluations of the entire casting process, including mold
filling, solidification, microstructure, and thermomechanical simulations. It covers a wide
range of casting processes and alloy systems, including high- and low-pressure die casting,
sand casting, gravity die casting and tilt pouring, investment casting, shell casting, lost
foam, and centrifugal casting. The software can simulate steady-state conditions as well as
the initial and final stages of continuous and semicontinuous casting processes, including
horizontal and vertical continuous and semicontinuous casting, direct chill casting, strip
casting, twin-roll casting, and the Hazlett process.

ESI Group www.esi-group.com
http://www.esi-group.com/
products/casting/procast

SimLAM SimLAM is a software simulation package for laser-additive manufacturing. SimLAM
simulates a laser deposition process to perform heat-transfer and residual-stress analyses
and optimizes laser deposition processes based on user-defined criteria to minimize
residual stress and maximize efficiency.

Applied Optimization, Inc. www.appliedo.com
http://www.appliedo.com/
products.html

SIMTEC SIMTEC’s finite-element method simulation enables computer-aided calculation of mold
filling and solidification for a full range of casting types, including common casting
processes such as high-pressure die casting, low-pressure die casting, sand casting, lost
foam, permanent mold (conventional/tilt pour), investment casting, and shell casting. It
also simulates special casting processes such as continuous casting, centrifugal casting,
squeeze casting, and semisolid casting.

SIMTEC Inc. www.simtec-inc.com

Simufact Simufact is a modular simulation system for a wide variety of different production areas,
including solid forming, sheet metal forming, mechanical joining, and welding. Simulation
data and a project management system are integrated components of the software.

Simufact Engineering GmbH http://www.simufact.de/en/
index.html
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Table 9 (continued)

Software name Function or process applications Vendor or developer URL

SINDA/FLUINT SINDA/FLUINT is a generalized tool for simulating complex thermal/fluid systems such as
those found in the electronics, automotive, petrochemical, turbomachine, and aerospace
industries. The software is a comprehensive finite-difference, lumped parameter (circuit or
network analogy) tool for heat-transfer design analysis and fluid flow analysis in complex
systems and uses text-based input files.

Cullimore & Ring
Technologies, Inc.

www.crtech.com

SOLIDCast SOLIDCast can be used to simulate castings poured in gray iron, ductile iron, steel,
aluminum, copper-base, magnesium, nickel-base, and almost any other alloy. A database
of several hundred alloys, with their properties, is included. It will simulate other foundry
activities such as green sand, chemically bonded sand, investment and permanent mold,
chills, hot topping, cooling channels, heating elements, riser and gating design, etc.

Finite Solutions Inc. www.finitesolutions.com

STAR-CD STAR-CD bridges the gap between fluid dynamics and structural mechanics by performing
structural analysis calculations using computational fluid dynamics. It solves for flow,
thermal, and stress simulation in a single, general-purpose, commercial finite-volume code.

CD-adapco www.cd-adapco.com

ThermNet ThermNet simulates the steady-state and transient temperature distribution of specified heat
sources. It simulates temperature distributions caused by specified heat sources in the
presence of thermally conducting materials.

Infolytica Corp. www.infolytica.com/
http://www.infolytica.com/
en/products/thermnet/

Welding Simulation
Solution

Welding Simulation Solution is used to determine whether a weld will perform as well as the
parent material without compromising the parent material specified properties. Choose the
best possible material, determine the best possible microstructure after welding, evaluate
material exposure, control residual stresses, and minimize tensile stresses to avoid
buckling.

ESI Group www.esi-group.com
http://www.esi-group.com/
products/welding

Table 10 Code and systems integration
Inputs: format of input and output of modules and the logical structure of integration of initial input. Outputs: parameters for optimized design, sensitivity to variations in inputs or
individual modules.

Software name Function or process applications Vendor or developer URL

Isight
(formerly
Fiper)

Isight is a suite of visual tools for creating simulation process flows consisting of a variety of applications, including
commercial computer-aided design/engineering software, internally developed programs, and Excel spreadsheets, to
automate the exploration of design alternatives and identification of optimal performance parameters.Isight enables
users to automate simulation process flows and leverage advanced techniques such as design of experiments,
optimization, approximations, and design for Six Sigma.

Dassault Systèmes http://www.simulia.com/
products/isight2.html

QMD-
FLAPW

QMD-FLAPW provides functionalities and applications that include precise total energies and atomic forces with full
structure optimization; phonon dynamical matrix and vibrational frequencies; spin-orbit-induced magnetic phenomena:
magneto-crystalline anisotropy, magnetostriction, magnetic circular dichroism, surface magneto-optic Kerr effect,
beyond local density approximation (LDA) with screened exchange-LDA, and model GW for excited-state properties
(band gaps, band offsets, etc.); optical properties totally from first principles with full exponential form for matrix
elements; and magnetic and electric quadrupole hyperfine interactions. Typical outputs are band structure, wave
function, Fermi surface, density of states, total energy, atomic forces, charge density, spin density, optimized geometry,
elastic stiffness constants, dielectric functions, spin moment, magneto-crystalline anisotropy, hyperfine field, orbital
moment, magnetic circular dichroism, magneto-optic Kerr effect, and magnetostriction.

Quantum Materials
Design, Inc.

http://flapw.com/products.
html

Table 11 Statistical tools and design optimization (neural nets, principal component analysis)
Inputs: composition, process conditions, properties. Outputs: correlations between inputs and outputs; mechanistic insights.

Software name Function or process applications Vendor or developer URL

Isight (formerly Fiper) Isight is a suite of visual tools for creating simulation process flows
consisting of a variety of applications, including commercial
computer-aided design/engineering software, internally
developed programs, and Excel spreadsheets, to automate the
exploration of design alternatives and identification of optimal
performance parameters.Isight enables users to automate
simulation process flows and leverage advanced techniques such
as design of experiments, optimization, approximations, and
design for Six Sigma.

Dassault Systèmes http://www.simulia.com/products/isight2.html

MATLAB MATLAB is a high-level technical computing language and
interactive environment for algorithm development, data
visualization, data analysis, and numeric computation.
Applications of MATLAB include signal and image processing,
communications, control design, test and measurement, financial
modeling and analysis, and computational biology.

The MathWorks, Inc. http://www.mathworks.com/products/matlab

Minitab Minitab provides a collection of statistical tools for quality
improvement and quality assurance, including descriptive
statistics, hypothesis tests, confidence intervals, and normality
tests.

Minitab Inc. http://www.minitab.com/en-US/default.aspx

PatternMaster PatternMaster is a neural-network trainer capable of dealing with
extremely large problems. Factor and schema analysis is
achieved in a three-dimensional virtual reality environment.
Training sessions are governed and archived via an XML scheme
called ANNML (Artificial Neural Network Markup Language).

Imagination Engines, Inc. http://www.imagination-engines.com
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Table 11 (continued)

Software name Function or process applications Vendor or developer URL

PHX ModelCenter PHX ModelCenter provides a graphical environment for process
integration and design automation that enables engineers to
perform design iterations during product development and
verification to meet targets on quality, cost, and delivery
schedules. It works with computer-aided engineering software
tools.

Phoenix Integration, Inc. www.phoenix-int.com

Pro/ENGINEER Pro/ENGINEER is a three-dimensional product design package that
uses integrated, parametric, three-dimensional computer-aided
design/manufacturing/engineering solutions. It automatically
propagates design changes to all downstream deliverables, has
virtual simulation capability, and can generate associative tooling
design and manufacturing deliverables.

Parametric Technology Corp. www.ptc.com

SAS/STAT SAS/STAT software provides statistical analysis from traditional
statistical analysis of variance and predictive modeling to exact
methods and statistical visualization techniques. It is capable of
handling large data sets from disparate sources.

SAS Institute Inc. http://www.sas.com/software

Spotfire S+ Spotfire S+ is a statistical analysis, graphics, and programming
package for Windows, UNIX, and Linux based on
S-programming language

TIBCO Software Inc. http://spotfire.tibco.com/Products/S-Plus-Overview.aspx

SYSTAT 13 SYSTAT 13 is a statistical analysis and graphics software that
provides common procedures, such as linear regression, analysis
of variance, and nonparametric tests, and advanced methods,
such as mixed-model analysis, advanced regression (e.g., robust,
nonlinear, partial least squares, etc.), and response-surface
methods. Also included are new statistical methods such as
ARCH and GARCH models in time series, best subsets
regression, confirmatory factor analysis, environment variables in
best statistics, and polynomial regression.

Cranes Software International Ltd. http://www.systat.com/Products.aspx

Table 12 Material property and selection databases
Inputs: composition, process conditions, properties. Outputs: comparative analysis of material specifications or grades.

Software name Function or process applications Vendor or developer URL

Alloy Finder Alloy Finder features information on thousands of alloys from around the world. Included is
key alloy information, including composition, producer, tensile properties, and similar
alloys.

ASM International www.asminternational.org
http://products.asminternational.
org/alloyfinder/index.jsp

AMPTIAC AMPTIAC supports researchers, designers, and decision makers in their efforts to enhance
the performance of systems in any environment through proper materials selection,
processing, and use. It consists of five separate material components: ceramic and ceramic-
matrix composites; organic structural materials and organic-matrix composites; monolithic
metals, alloys, and metal-matrix composites; electronic, optical, and photonic materials;
and environmental-protection and special-function materials.

Advanced Materials and
Processes Technology
Information Analysis Center

http://iac.dtic.mil/iac_dir/
AMPTIAC.html

CES Selector CES Selector, based on the Cambridge Engineering Selector (CES) technology, is a tool for
the rational selection of engineering materials (metals, ceramics, polymers, composites,
woods) and manufacturing processes (shaping, finishing, joining, and surface treatment).
The CES Selector can be implemented with a proprietary database supplied by the user or
with data products from Granta Design.

Granta Design www.grantadesign.com

CINDAS CINDAS provides material properties databases for thermal, mechanical, electrical, physical,
and other properties of various materials including aerospace alloys. The web-based
application contains over 5000 materials and approximately 50,000 data curves in the
Thermophysical Properties of Matter Database, over 750 materials and over 18,000 data
curves in the Microelectronics Packaging Materials Database, and over 80,000 data curves
in the Aerospace Structural Metals Database.

Cindas LLC https://cindasdata.com

KEY to METALS KEY to METALS contains over 4 million property records for steel, aluminum, copper,
titanium, and other metals from more than 40 countries and standards, including chemical
compositions, international cross-reference tables, mechanical properties, physical
properties, high-temperature properties, heat treatment data and diagrams, fatigue data, and
applications guidelines.

Key to Metals AG www.key-to-metals.com

MatWeb MatWeb is a searchable database of material properties and includes data sheets of
thermoplastic and thermoset polymers such as acrylonitrile-butadiene-styrene, nylon,
polycarbonate, polyester, polyethylene, and polypropylene; metals such as aluminum,
cobalt, copper, lead, magnesium, nickel, steel, superalloys, titanium, and zinc alloys;
ceramics; plus semiconductors, fibers, and other engineering materials.

MatWeb www.matweb.com
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Metric Conversion Guide

This Section is intended as a guide for
expressing weights and measures in the Sys-
tème International d’Unités (SI). The purpose
of SI units, developed and maintained by the
General Conference of Weights and Measures,
is to provide a basis for worldwide standardiza-
tion of units and measure. For more information
on metric conversions, the reader should con-
sult the following references:

� The International System of Units, SP 330,
1991, National Institute of Standards and
Technology. Order from Superintendent of
Documents, U.S. Government Printing
Office, Washington, DC 20402-9325

� Metric Editorial Guide, 5th ed. (revised),
1993, American National Metric Council,
4340 East West Highway, Suite 401,
Bethesda, MD 20814-4411

� “Standard for Use of the International Sys-
tem of Units (SI): The Modern Metric Sys-
tem,” IEEE/ASTM SI 10-1997 Institute of
Electrical and Electronics Engineers, 345 East
47th Street, New York, NY 10017, USA

� Guide for the Use of the International System
of Units (SI), SP811, 1995, National Institute
of Standards and Technology, U.S. Govern-
ment Printing Office, Washington, DC 20402

Base, supplementary, and derived SI units

Measure Unit Symbol Measure Unit Symbol

Base units Entropy joule per kelvin J/K

Force newton N
Amount of substance mole mol Frequency hertz Hz
Electric current ampere A Heat capacity joule per kelvin J/K
Length meter m Heat flux density watt per square meter W/m2

Luminous intensity candela cd Illuminance lux lx
Mass kilogram kg Inductance henry H
Thermodynamic temperature kelvin K Irradiance watt per square meter W/m2

Time second s Luminance candela per square meter cd/m2

Luminous flux lumen lm

Supplementary units Magnetic field strength ampere per meter A/m
Plane angle radian rad Magnetic flux weber Wb
Solid angle steradian sr Magnetic flux density tesla T

Molar energy joule per mole J/mol
Molar entropy joule per mole kelvin J/mol � K

Derived units Molar heat capacity joule per mole kelvin J/mol � K
Absorbed does gray Gy Moment of force newton meter N � m
Acceleration meter per second squared m/s2 Permeability henry per meter H/m
Activity (of radionuclides) becquerel Bq Permittivity farad per meter F/m
Angular acceleration radian per second squared rad/s2 Power, radiant flux watt W
Angular velocity radian per second rad/s Pressure, stress pascal Pa
Area square meter m2 Quantity of electricity, electric charge coulomb C
Capacitance farad F Radiance watt per square meter steradian W/m2 � sr
Concentration (of amount of substance) mole per cubic meter mol/m3 Radiant intensity watt per steradian W/sr
Current density ampere per square meter A/m2 Specific heat capacity joule per kilogram kelvin J/kg � K
Density, mass kilogram per cubic meter kg/m3 Specific energy joule per kilogram J/kg
Does equivalent, dose equivalent index sievert Sv Specific entropy joule per kilogram kelvin J/kg � K
Electric change density coulomb per cubic meter C/m3 Specific volume cubic meter per kilogram m3/kg
Electric conductance siemens S Specific volume cubic meter per kilogram m3/kg
Electric field strength volt per cubic meter V/m Surface tension newton per meter N/m
Electric flux density coulomb per square meter C/m2 Thermal conductivity watt per meter kelvin W/m � K

Velocity meter per second m/sElectric potential, potential difference,
electromotive force

volt V
Viscosity, dynamic pascal second Pa � s

Electric resistance ohm O Viscosity, kinematic square meter per second m2/s
Energy, work, quantity of heat joule J Volume cubic meter m3

Energy density joule per cubic meter J/m3 Wavenumber 1 per meter 1/m
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Conversion factors

To convert from to multiply by

Angle

degree rad 1.745 329 E � 02

Area
in.2 mm2 6.451 600 E + 02
in.2 cm2 6.451 600 E + 00
in.2 m2 6.451 600 E � 04
ft2 m2 9.290 304 E � 02

Bending moment or torque
lbf � in. N � m 1.129 848 E � 01
lbf � ft N � m 1.355 818 E + 00
kgf � m N � m 9.806 650 E + 00
ozf � in. N � m 7.061 552 E � 03

Bending moment or torque per unit length
lbf � in./in. N � m/m 4.448 222 E + 00
lbf � ft/in. N � m/m 5.337 866 E + 01

Current density
A/in.2 A/cm2 1.550 003 E � 01
A/in.2 A/mm2 1.550 003 E � 03
A/ft2 A/m2 1.076 400 E + 01

Electricity and magnetism
gauss T 1.000 000 E � 04
maxwell mWb 1.000 000 E � 02
mho S 1.000 000 E + 00
Oersted A/m 7.957 700 E + 01
O � cm O � m 1.000 000 E � 02
O circular�mil/ft mO � m 1.662 426 E � 03

Energy (impact, other)
ft � lbf J 1.355 818 E + 00
Btu (thermochemical) J 1.054 350 E + 03
cal (thermochemical) J 4.184 000 E + 00
kW � h J 3.600 000 E + 06
W � h J 3.600 000 E + 03

Flow rate
ft3/h L/min 4.719 475 E � 01
ft3/min L/min 2.831 000 E + 01
gal/h L/min 6.309 020 E � 02
gal/min L/min 3.785 412 E + 00

Force
lbf N 4.448 222 E + 00
kip (1000 lbf) N 4.448 222 E + 03
tonf kN 8.896 443 E + 00
kgf N 9.806 650 E + 00

Force per unit length
lbf/ft N/m 1.459 390 E + 01
lbf/in. N/m 1.751 268 E + 02

Fracture toughness
ksi

ffiffiffiffiffiffi
in:

p
MPa

ffiffiffiffi
m

p
1.098 800 E + 00

Heat content
Btu/lb kJ/kg 2.326 000 E + 00
cal/g kJ/kg 4.186 800 E + 00

Heat input
J/in. J/m 3.937 008 E + 01
kJ/in. kJ/m 3.937 008 E + 01

To convert from to multiply by

Impact energy per unit area
ft.lbf/ft2 J/m2 1.459 002 E + 01

Length
Å nm 1.000 000 E � 01
min. mm 2.540 000 E � 02
mil mm 2.540 000 E + 01
in. mm 2.540 000 E + 01
in. cm 2.540 000 E + 00
ft m 3.048 000 E � 01
yd m 9.144 000 E � 01
mile, international km 1.609 344 E + 00
mile, nautical km 1.852 000 E + 00
mile, U. S. statute km 1.609 347 E + 00

Mass
oz kg 2.834 952 E � 02
lb kg 4.535 924 E � 01
ton (short, 2000 lb) kg 9.071 847 E + 02
ton (short, 2000 lb) kg � 103(a) 9.071 847 E � 01
ton (long, 2240 lb) kg 1.016 047 E + 03

Mass per unit area
oz/in.2 kg/m2 4.395 000 E + 01
oz/ft2 kg/m2 3.051 517 E � 01
oz/yd2 kg/m2 3.390 575 E � 02
lb/ft2 kg/m2 4.882 428 E + 00

Mass per unit length
lb/ft kg/m 1.488 164 E + 00
lb/in. kg/m 1.785 797 E + 01

Mass per unit time
lb/h kg/s 1.259 979 E � 04
lb/min kg/s 7.559 873 E � 03
lb/s kg/s 4.535 924 E � 01

Mass per unit volume (includes density)
g/cm3 kg/m3 1.000 000 E + 03
lb/ft3 g/cm3 1.601 846 E � 02
lb/ft3 kg/m3 1.601 846 E + 01
lb/in.3 g/cm3 2.767 990 E + 01
lb/in.3 kg/m3 2.767 990 E + 04

Power
Btu/s kW 1.055 056 E + 00
Btu/min kW 1.758 426 E � 02
Btu/h W 2.928 751 E � 01
erg/s W 1.000 000 E � 07
ft � lbf/s W 1.355 818 E + 00
ft � lbf/min W 2.259 697 E � 02
ft � lbf/h W 3.766 161 E � 04
hp (550 ft � lbf/s) kW 7.456 999 E � 01
hp (electric) kW 7.460 000 E � 01

Power density
W/in.2 W/m2 1.550 003 E + 03

Pressure (fluid)
atm (standard) Pa 1.013 250 E + 05
bar Pa 1.000 000 E + 05
in. Hg (32 �F) Pa 3.386 380 E + 03
in. Hg (60 �F) Pa 3.376 850 E + 03
lbf/in.2 (psi) Pa 6.894 757 E + 03
torr (mm Hg, 0 �C) Pa 1.333 220 E + 02

To convert from to multiply by

Specific heat
Btu/lb � �F J/kg � K 4.186 800 E + 03
cal/g � �C J/kg � K 4.186 800 E + 03

Stress (force per unit area)
tonf/in.2 (tsi) MPa 1.378 951 E + 01
kgf/mm2 MPa 9.806 650 E + 00
ksi MPa 6.894 757 E + 00
lbf/in.2 (psi) MPa 6.894 757 E � 03
MN/m2 MPa 1.000 000 E + 00

Temperature
�F �C 5/9 � (�F � 32)
�R �K 5/9

K �C K�273.15

Temperature interval
�F �C 5/9

Thermal conductivity
Btu � in./s � ft2 � �F W/m � K 5.192 204 E + 02
Btu/ft � h � �F W/m � K 1.730 735 E + 00
Btu � in./h � ft2 � �F W/m � K 1.442 279 E � 01
cal/cm � s � �C W/m � K 4.184 000 E + 02

Thermal expansion(b)
in./in. � �C m/m � K 1.000 000 E + 00
in./in. � �F m/m � K 1.800 000 E + 00

Velocity
ft/h m/s 8.466 667 E � 05
ft/min m/s 5.080 000 E � 03
ft/s m/s 3.048 000 E � 01
in./s m/s 2.540 000 E � 02
km/h m/s 2.777 778 E � 01
mph km/h 1.609 344 E + 00

Velocity of rotation
rev/min (rpm) rad/s 1.047 164 E � 01
rev/s rad/s 6.283 185 E + 00

Viscosity
poise Pa � s 1.000 000 E � 01
stokes m2/s 1.000 000 E � 04
ft2/s m2/s 9.290 304 E � 02
in.2/s mm2/s 6.451 600 E + 02

Volume
in.3 m3 1.638 706 E � 05
ft3 m3 2.831 685 E � 02
fluid oz m3 2.957 353 E � 05
gal (U.S. liquid) m3 3.785 412 E � 03

Volume per unit time
ft3/min m3/s 4.719 474 E � 04
ft3/s m3/s 2.831 685 E � 02
in.3/min m3/s 2.731 177 E � 07

(a) kg � 103 = 1 metric ton or 1 megagram (Mg). (b) Preferred expression is 10-6/K or 10-6/F as length units are unnecessary.
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Useful Formulas for Metals Processing

Table 1 Casting and solidification

Law or rule Equation Importance Ref

Partition coefficient
ki ¼ xSi

xLi

Describes the difference in concentration for solute i that would be at equilibrium at
a temperature within the freezing range as given by the equilibrium tie line on the
phase diagram.

1

ki = partition coefficient
xSi = concentration of specie i at the solidus

xLi = concentration of specie i at the liquidus
Scheil-Gulliver C�

S ¼ ð1� fSÞk�1 Composition of the primary phase forming at the solid-liquid interface. Assumes
little or no diffusivity of solute in the solid (microsegregation).

2

C�
S = composition of solid

fS = volume fraction of solid
k = partition coefficient

Lever rule
fS ¼ C�

L � CO

C�
L � C�

S

Assumes complete solute diffusivity through the solid. 2

C�
L = composition of liquid

CO = initial melt composition
Transport equations Balance equations during solidification 3

Mass balance @r
@t

þr � ðrvÞ ¼ 0

r = density
v = velocity
t = time

Momentum balance @rv
@t

þr � ðrvvÞ ¼ r � sþ rb

vv = tensor with components vivj
s = stress tensor
b = body force, e.g., gravity

Energy balance @rH
@t

þr � ðrHvÞ
¼ r � ðkrTÞ � pr � vþ t : Dþ _Q

H = enthalpy density
p = pressure
D = rate of deformation tensor
t : D = work done by the shear stress
_Q = rate of heat transfer

Solute balance @rC
@t

þr � ðrCvÞ ¼ r � ðDrrCÞ
C = overall alloy composition
D = diffusivity

Local solute redistribution dfS
dCL

¼ ð1� fSÞ
CL

ð1� bÞ
ð1� kÞ 1� un

vT

� �
Solute balance in the mushy zone (macrosegregation). 4

fS = volume fraction solid
b = solidification shrinkage
un = liquid flow velocity normal to isotherms
vT = isothermal velocity

v’ant Hoff
k ¼ 1� mL�HA

f

RðTA
f Þ2

Relationship for liquid-solid equilibrium 5

k = partition coefficient
mL = liquidus slope
�HA

f = latent heat for pure solvent A

TA
f = melting point of pure solvent A

R = ideal gas constant
Heat flow @T

@t
¼ am

@2T

@x2
Describes transient, one-dimensional heat flow 6

am = thermal diffusivity

(continued)
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Table 1 (continued)

Law or rule Equation Importance Ref

T = temperature
t = time
x = distance

Solidified metal thickness
S ¼ 2ffiffiffi

p
p TM � T0

�
S
H

� �
|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

Metal

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Km�mcm

p
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

Mold

ffiffi
t

p Relates thermal properties of the metal and the mold to the freezing rate of a metal
cast into a relatively insulating mold.

6

S = thickness solidified
TM = temperature of mold surface
T0 = ambient temperature
rS = density of solid
H = heat of fusion
Km = thermal conductivity of mold
rm = density of mold
cm = specific heat of mold material
t = time

Stokes-Einstein
D ¼ kBT

6pZr
Relationship between viscosity and diffusion of spherical particles through a liquid
with low Reynolds number.

D = diffusion coefficient of sphere
kB = Boltzman’s constant
Z = viscosity of the diffusion medium
r = radius of sphere

Grueneisen equation
b ¼ gCp

VBa

Temperature dependence of thermal expansion for solids 7

b = thermal expansion
g = Grueneisen parameter
Cp = specific heat at constant pressure
V = volume of the solid
Ba = adiabatic bulk modulus

Arrhenius equation k = A eð
�E
RTÞ Relates temperature to chemical reaction rate.

k = reaction rate constant
E = activation energy
A = constant
R = ideal gas constant

Bragg’s law nl = 2d sin y Relates the intensity of a diffracted beam depends to crystalline structure 8
n = an integer
l = x-ray wavelength
d = interplanar spacing of crystalline phase
y = scattering angle

Fick’s 1st law
J ¼ �D

dC

dx

Diffusion flux with respect to the concentration gradient of the diffusing element

J = diffusion flux
D = diffusion coefficient
dC

dx
¼ concentration gradient

Fick’s 2nd law @C

@t
¼ @

@x
D
@C

@x

� �
Relates diffusive flux to a concentration field that changes with time

Griffith equation for fracture toughness
sG ¼ 2Egs

pa

� �1=2 Relates crack geometry to fracture stress. 9

sG = stress to fracture
E = Young’s Modulus
g = specific surface energy
2a = crack size

Sievert’s law [%X] = K (pX)
1/2 Relates atomic fraction of gas, X, dissolved in melt to partial pressure of gas over the

melt.
10

K = equilibrium constant
pX = partial pressure of gas over melt

Table 2 Dimensionless groups in fluid mechanics

Name of dimensionless number Definition Physical interpretation Importance Ref

Archimedes number
Ar ¼ gL3ðrp � rÞr

m2
Inertial forces� Buoyancy forces

ðViscous forcesÞ2
Particle settling 11

Bingham number
Bm ¼ tyL

m1V

Yield stress

Viscous stress

Flow of Bingham plastics = yield number, Y 11

Bingham Reynolds number
ReB ¼ LVr

m1

Inertial force

Viscous force

Flow of Bingham plastics 11

Biot number
Bi ¼ hL

k

Internal resistance to heat conduction

External resistance to heat conduction

11, 12

Bond number
Bo ¼ ðrL � rGÞL2g

s

Gravitational force

Surface tension force

Atomization = Eotvos number, Eo 11

Capillary number
Ca ¼ mV

s
Viscous force

Surface tension force

Two-phase flows, free surface flows 11

(continued)
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Table 2 (continued)

Name of dimensionless number Definition Physical interpretation Importance Ref

Eckert number
E ¼ V2

cpDT

Kinetic energy

Thermal energy

Dissipation 12

Euler number
Eu ¼ �p

rV2

Frictional pressure loss

2� velocity head

Fluid friction in conduits 11

Fanning fraction factor
f ¼ D0�p

2rV2L
¼ 2tw

rV2

Wall shear stress

Velocity head

Fluid friction in conduits; Darcy friction factor = 4f 11

Fourier number
Fo ¼ k�

rcpL2
Dimensionless time for transient

Conduction

11, 12

Froude number
Fr ¼ V2

gL

Inertial force

Gravity force

Often defined as Fr ¼ V=
ffiffiffiffiffiffi
gL

p
11

Graetz number Gz ¼ mcp
kL

Relates thermal capacity of fluid to convection heat transfer 11

Grashof number
Gr ¼ L3r2bg�T

m2
ðBuoyancy forcesÞðInertia forcesÞ

ðViscous forcesÞ2
11, 12

Knudsen number
Kn ¼ l

L

Molecular mean free path

Length

Continuum approximation in fluids 12

Lewis number
Le ¼ Dr

�

Mass diffusivity

Thermal diffusivity

12

Mach number
M ¼ V

c

Fluid velocity

Sonic velocity

Compressible flow 11

Nusselt number
Nu ¼ hc L

k

Convective heat transfer

Conductive heat transfer

11, 12

Peclet number
Pe ¼ LV

D

Convective transport

Diffusive transport

Heat, mass transfer, mixing 11

Prandtl number Pr ¼ cpm
�

Momentum diffusivity

Thermal diffusivity

11, 12

Reynolds number
Re ¼ LVr

m
Inertial force

Viscous force

11

Schmidt number Sc ¼ m
rD

Momentum diffusivity

Mass diffusivity

11, 12

Sherwood number
Sh ¼ KL

D

Ratio of convective to diffusive mass transport 12

Stanton number
St ¼ h

cpVr
Heat transfer at wall

Convective heat transfer

11, 12

Weber number
We ¼ rV2L

�

Inertial force

Surface tension force

Bubble, drop formation 11

Symbol Symbol

c sonic velocity V characteristic of average fluid velocity
D diffusivity a thermal diffusivity
D0 diameter of pipe b volumetric thermal expansion
g acceleration of gravity l mean free path
L characteristic length m fluid viscosity
p pressure m1 infinite shear viscosity (Bingham plastics)
Dp frictional pressure drop r fluid density
K mass transfer coefficient rG, rL gas, liquid densities
k thermal conductivity s surface tension
h interface heat transfer coefficient cp specific heat
hc convective heat transfer coefficient DT temperature change

y time
ty yield strength

Table 3 Effective stress, strain, and strain rate (isotropic material) in arbitrary coordinates

Variable or quantity Symbol or equation

Stress tensor components sij

Strain increment components deij
Strain-rate components _eij
Von Mises effective stress (s)

�s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
fðsxx � syyÞ2 þ ðsyy � szzÞ2 þ ðszz � sxxÞ2g þ 3s2

xy þ 3s2
yz þ 3s2

zx

r

where sxy, syz, and szx are generalized tensor notation for shear stresses txy, tyz, tzx, respectively
Von Mises effective strain increment (de)

de ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

9
fðdexx � deyyÞ2 þ ðdeyy � dezzÞ2 þ ðdezz � dexxÞ2g þ 4

3
de2xy þ

4

3
de2yz þ

4

3
de2zx

r

Von Mises effective strain rate ð_e ¼ de=dtÞ
_e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

9
fð _exx � _eyyÞ2 þ ð _eyy � _ezzÞ2 þ ð _ezz � _exxÞ2g þ 4

3
_e2xy þ

4

3
_e2yz þ

4

3
_e2zx

r
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Table 5 Formulas for compression testing of isotropic material

Variable or quantity Symbol or relation

Uniaxial compression under uniform deformation conditions
Initial sample dimensions Height (h0)

Diameter (d0)
Area (A0), A0 = pd0

2/4
Instantaneous (final) sample dimensions Height (h)

Diameter (d)
Area (A), A = pd2/4

Crosshead speed v
Applied load P
Constant-volume assumption of plastic flow A0h0 = Ah ! d20 h0 = d2h
Height reduction (R), %

R ¼ ðh0 � hÞ
h0

� �
� 100

Nominal (engineering) axial strain (e), %
e ¼ ðh� h0Þ

h0

� �
� 100

True axial strain (e)
e ¼ ln

h

h0

� �

True axial strain rate ð _eÞ _e ¼ �v=h

Nominal (engineering) axial stress (S)
S ¼ � P

A0

True axial stress (s)
s ¼ �P

A
¼ � Ph

A0h0
¼ Sh

h0

Effective stress ðsÞ s ¼ �s
Effective strain ðeÞ e ¼ �e

Uniaxial compression with friction correction
Friction shear factor (ms) ms �

ffiffiffi
3

p
m where m � Coulomb coefficient of friction

Friction correction for flow stress �s
pav

¼ 1þ msd

ð3 ffiffiffi
3

p Þh

 !�1

where s denotes flow stress (under homogeneous frictionless conditions), and pav denotes the average pressure

Homogeneous plane-strain compression
Through-thickness true strain e3
Effective strain ðeÞ

e ¼ �2e3ffiffiffi
3

p
True stress s3

Effective stress ðsÞ
s ¼ �s3

ffiffiffi
3

p

2

Table 4 Effective stress, strain, and strain rate (isotropic material) in principal coordinates

Variable or quantity Symbol or equation

Principal stress components s1, s2, s3

Principal strain-increment components de1, de2, de3
Principal strain-rate components _e1; _e2; _e3
Von Mises effective stress ðsÞ

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
fðs1 � s2Þ2 þ ðs2 � s3Þ2 þ ðs3 � s1Þ2g

r

Von Mises effective strain increment ðdeÞ
d�e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

9
fðde1 � de2Þ2 þ ðde2 � de3Þ2 þ ðde3 � de1Þ2g

r

Von Mises effective strain rate ð_e ¼ de=dtÞ
_�e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

9
fð _e1 � _e2Þ2 þ ð _e2 � _e3Þ2 þ ð _e3 � _e1Þ2g

r

662 / Reference Information

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



Table 6 Formulas for tension testing of isotropic material

Variable or quantity Symbol or relation

Uniaxial tension under uniform deformation conditions, constant crosshead speed
Initial gage (reduced section) dimensions Length (L0)

Diameter (d0)
Area (A0), A0 = pd20/4

Instantaneous reduced section dimensions Length (L)
Diameter (d)
Area (A), A = pd2/4

Crosshead speed v
Applied load P
Constant-volume assumption of plastic flow A0h0 = Ah ! d20h0 = d2h
Nominal (engineering) axial strain (e), %

e ¼ ðL� L0Þ100
L0

Nominal (engineering) axial strain rate ð _eÞ _e ¼ v

L0
True axial strain (e)

e ¼ ln
L

L0

� �
¼ lnð1þ eÞ

where e is expressed as a decimal fraction

True axial strain rate ð_eÞ _e ¼ v

L
Nominal (engineering) axial stress (S)

S ¼ P

A0

True axial stress (s)
s ¼ P

A
¼ PL

A0L0
¼ SL

L0
¼ Sð1þ eÞ

where e is expressed as a decimal fraction

Effective stress ðsÞ s ¼ s
Effective strain ðeÞ e ¼ e
Strain-hardening exponent (n)

n ¼ @ lns
@ ln e

evaluated at a fixed strain rate and temperature

Strain-rate sensitivity exponent (m)
m ¼ @ lns

@ ln _e
evaluated at fixed strain and temperature

Postuniform deformation in uniaxial tension of round-bar samples
Initial gage (reduced section) dimensions Length (L0)

Diameter (d0)
Area (A0), A0 = pd20/4

Length of gage section at failure Lf
Gage-section diameter at failure (minimum) section df
Gage-section area at failure (minimum) section (Af) Af ¼ pd2f =4
Total elongation (et), %

et ¼ ðLf � L0Þ100
L0

Reduction in area (RA), %
RA ¼ ðA0 � AfÞ100

A0

True fracture strain (ef) ef ¼ ln
A0

Af

� �
¼ 2 ln

d0
df

� �

Necking during tension testing of round-bar samples
Sample radius at symmetry plane of neck a
Profile radius of neck R
Bridgman correction for necking during tension testing of round-bar samples s ¼ sx

1þ 2R
a

� 	 � ln 1þ a
2R


 �� 	
where:

� s denotes the flow stress

� sX denotes the average axial stress
(which is equal to applied load 	 sample cross-sectional area at neck symmetry plane)
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Table 7 Formulas for torsion testing of isotropic material (solid round-bar sample)

Variable or quantity Symbol or relation

Reduced section dimensions Length (L)
Outer radius (R)

Radial coordinate r
Twist (y), in radians y (in radians) = twist in degrees� p

180Twist rate (in radians per second) _y
Shear strain (g)

g ¼ ry
L

Shear strain rate ð _gÞ
_g ¼ r _y

L

Effective strain ðeÞ e ¼ g=
ffiffiffi
3

p

Effective strain rate _e _e ¼ _g=
ffiffiffi
3

p

Torque M

Shear stress (t) corresponding to shear strain/shear strain rate at r = R
t ¼ ð3þ n� þ m�Þ �M

2pR3

where:
n* = slope of ln M vs. ln y plot � strain-hardening exponent (n)
m* = slope of ln M vs. ln _y plot � strain-rate sensitivity exponent (m)

Effective stress ðsÞ s ¼
ffiffiffi
3

p
� t

Table 8 Formulas related to flat (sheet) rolling

Variable or quantity Symbol or relation

Underformed roll radius R
Rolling speed (roll surface velocity) (vR), m/s vR = (2pR) � (angular velocity, in revolutions per second)
Initial sheet thickness h0
Final sheet thickness hf
Draft (Dh) Dh = h0 � hf

Thickness reduction, % ðh0 � hfÞ100
h0

True thickness strain (e3) e3 ¼ ln
hf
h0

� �

Rolling load (roll separating force), PL
PL ¼ 2sffiffiffi

3
p 1

Q
ðeQ � 1Þb

ffiffiffiffiffiffiffiffiffiffiffiffi
Rr�h

p� �

where s denotes the flow stress under homogeneous uniaxial stress conditions

Q ¼ mLp=h
m � Coulomb coefficient of friction
Lp � projected contact length

h � ðh0 þ hfÞ=2
b � sheet width
R0 � flattened roll radius

Hitchcock equation for flattened roll radius, R0:
R0 ¼ R 1þ 16ð1� n2ÞPL

bpEðDhÞ
� 

where:

n � Poisson’s ratio of roll material
E � Young’s modulus of roll material

Projected contact length (Lp) Lp ¼
ffiffiffiffiffiffiffiffiffiffi
R0Dh

p

Average effective strain rate ð _eÞ
_e ¼ vR

h0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðh0 � hfÞ

R0

r

Table 9 Formulas related to conical-die extrusion

Variable or quantity Symbol or relation

Initial billet dimensions Diameter (d0)
Area (A0), A0 ¼ pd02=4

Final billet dimensions Diameter df, Area (Af), Af ¼ pd2f =4
Die semicone angle a
Ram speed v
Reduction ratio R = A0/Af

Reduction (r), %
r ¼ ðA0 � AfÞ � 100

A0

Extrusion (ram) pressure, pav pav
�s

¼ aþ b � lnR
in which s denotes material flow stress, and a and b denote material-dependent constants

Average effective strain rate in deformation zone, _�e
_�e ¼ 6vd20ðtanaÞlnR

d30 � d3f
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Table 10 Formulas related to wire drawing

Variable or quantity Symbol or relation

Initial wire diameter d0
Final wire diameter df
Die semicone angle a
Reduction ratio (R) R = A0/Af

Reduction (r), %
r ¼ ðA0 � AfÞ100

A0

Effective strain
ln

A0

Af

� �

Average drawing stress (sdwg) sdwg

�s
¼ 3:2

Dþ 0:9

� �
� ðaþ mÞ

where:
s denotes material flow stress
m � Coulomb coefficient of friction
D denotes the deformation-zone geometry parameter (see below)

Deformation-zone geometry parameter (D) D � a
r
ð1þ

ffiffiffiffiffiffiffiffiffiffiffi
1� r

p
Þ2

where the reduction (r) is expressed as a decimal fraction, not as a percentage

Table 11 Formulas related to bending

Variable or quantity Symbol or relation

Bending of sheet
Bend radius R
Sheet thickness h
Minimum bend radius, (2R/h)min ð2R=hÞmin ¼

1

ef
� 1

where ef denotes the true fracture strain in uniaxial tension
Bending of bars
Bar diameter d
Mandrel diameter D
Strain imposed on outer fiber

e ¼ 1

ð1þ D=dÞ

Table 12 Formulas related to deep drawing of cups from sheet metal

Variable or quantity Symbol or relation

Blank diameter D
Cup diameter d
Reduction (R), %

R ¼ ðD� dÞ100
D

Limiting drawing ratio (LDR) LDR � Dmax/d
where Dmax denotes the maximum blank diameter that can be drawn without cup failure

Table 13 Formulas for anisotropic sheet materials (See also Table 14)

Variable or quantity Symbol or relation

Basic definitions
Normal plastic anisotropy (R) R=dew/det � ew/et

where ew, et denote the true width and thickness strains during uniform, uniaxial tension of a sheet specimen
Average normal plastic anisotropy ðRÞ R ¼ ðR0
 þ 2R45
 þ R90
 Þ=4
Planar plastic anisotropy (DR) DR ¼ ðR0
 � 2R45
 þ R90
 Þ=2
Effective stress ðsÞ and effective strain increment

ðdeÞ assuming plane-stress conditions in principal
coordinates and planar plastic isotropy
ðR0
 ¼ R90
 ¼ R45
 ¼ RÞ

�s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ð1þ RÞ
2ð2þ RÞ

s
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs1Þ2 þ ðs2Þ2 � 2R

ð1þ RÞ ðs1s2Þ
s

de ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2þ RÞ
3ð1þ 2RÞ2

s
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðde1 � Rde3Þ2 þ ðde2 � Rde3Þ2 þ Rðde1 � de2Þ2

q

Hill quadratic yield function (orthotropic texture) F(syy � szz)
2 + G(szz�sxx)

2 + H(sxx�syy)
2 + 2Lsyz

2 + 2Mszx
2 + 2Nsxy

2=1

Uniaxial sheet tension test assuming uniform deformation and planar isotropy ðR0
 ¼ R90
 ¼ R45
 ¼ RÞ:
Axial true stress s1

Axial true strain e1
Effective stress ðsÞ

�s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ð1þ RÞ
2ð2þ RÞ

s
s1

(continued)
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Table 14 Barlat’s anisotropic yield function Yld2000-2d for plane-stress deformation of sheet material (Ref 13, 14)

Variable or quantity Symbol or relation(a)

Basic definitions
Yield function (f) and associated effective stress ðsÞ f ¼ j~S 0

1 � ~S 0
2ja þ j2~S 00

2 þ ~S 00
1 ja þ j2~S 00

1 þ ~S 00
2 ja ¼ 2sa

ð~S 0
1;
~S 0
2Þ and ð~S 00

1 ;
~S 00
2 Þ are the principal values of two linearly transformed stress deviators (see below).

Recommended values for the exponent a are 6 and 8 for body-centered cubic and face-centered cubic metals,
respectively.

Yield condition
�s ¼ f

2

� 1=a

¼ hð�eÞ

Work-equivalent effective strain ðeÞ, defined incrementally for plane stress de ¼ �xx

��
dexx þ �yy

��
deyy þ 2

�xy
��
dexy

Hardening function ½hðeÞ� Most prevalent choices:

� Flow stress in uniaxial tension in the rolling direction: de ¼ dexx
� Flow stress in balanced biaxial tension ðsyy ¼ sxxÞ; de ¼ �dezz

First linear transformation
Components of the transformed stress deviator ~s 0xx ¼ a1ð2sxx � syyÞ=3

~s 0yy ¼ a2ð2syy � sxxÞ=3
~s 0xy ¼ a7sxy

Principal values of the transformed stress deviator
~S 0
1 ¼ ~s 0xx þ ~s 0yy þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~s 0xx � ~s 0yy
� �2

þ4~s0 2xy

r( )�
2

~S 0
2 ¼ ~s 0xx þ ~s 0yy �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~s 0xx þ ~s 0yy
� �2

þ4~s0 2xy

r( )�
2

Second linear transformation
Components of the transformed stress deviator ~s 00xx ¼ fð8a5 � 2a6 � 2a3 þ 2a4Þsxx þ ð4a6 þ a3 � 4a4 � 4a5Þsyyg=9

~s 00yy ¼ fð4a3 � 4a4 � 4a5 þ a6Þsxx þ ð8a4 þ 2a5 � 2a6 � 2a3Þsyyg=9
~s 00xy ¼ a8sxy

Principal values of the transformed stress deviator ~S 00
1 ¼ ~s 00xx þ ~s 00yy þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð~s 00xx � ~s 00yyÞ2 þ 4~s 00 2xy

q� �
2

~S 00
2 þ ~s 00xx þ ~s 00yy �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~s 00xx � ~s 00yy
� �2

þ4~s 00 2xy

r( )�
2

Coefficients and input data(c)
Anisotropy coefficients(b) a1 to a8
Flow stresses in uniaxial tension for directions at 0, 45, and 90
 from rolling
direction

s0, s45, s90

Bulge test flow stress (assumed to be the balanced biaxial flow stress) sb

r values in uniaxial tension for directions at 0, 45, and 90
 from rolling
direction

r0, r45, r90

Biaxial r values measured with the disk compression test rb = deyy/dexx

(a) The axes (x, y, z) denote the rolling direction, transverse direction, and normal direction of a sheet, respectively. (b) The eight anisotropy coefficients a1 to a8 can be calculated using a numerical solver (e.g., Newton-
Raphson) using the eight physical parameters (flow stresses and r values) as input. (c) Note that sb and rb are important experimental data to define the shape of the yield locus. However, if not available, they can be estimated
using another yield function or a crystal-plasticity model.

Table 13 (continued)

Variable or quantity Symbol or relation

Effective strain ðeÞ
�e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2þ RÞ
3ð1þ RÞ

s
e1

Plane-strain compression of sheet assuming uniform deformation and planar isotropy ðR0
 ¼ R90
 ¼ R45
 ¼ RÞ:
Through-thickness true stress s3

Through-thickness true strain e3
Effective stress ðsÞ

�s ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3ð1þ 2RÞ
2ð1þ RÞð2þ RÞ

s
s3

Effective strain e
�e ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2þ RÞð1þ 3Rþ 2R2Þ

3ð1þ 2RÞ2
s

e3

Ratio of plane-strain flow stress (sps) to uniaxial flow stress (suni) (at equal levels of plastic work)
Ratio of plane-strain flow stress (sps) to uniaxial flow stress (suni) sps

suni

¼ ð1þ RÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2R

p
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Glossary of Terms

A

ab initio. From the beginning (Latin); often
used to refer to first-principles modeling
approaches.

abnormal grain growth. Rapid, nonuniform,
and usually undesirable growth of one or a
small fraction of grains in a polycrystalline
material during annealing. The phenomenon
is most frequent in fine-grained materials in
which a larger-than-average grain (or grains)
consumes surrounding small grains whose
growth is limited by particle pinning. Also
known as secondary recrystallization.

acicular alpha. A product of nucleation and
growth from b to the lower-temperature allo-
trope a-phase. It may have a needlelike
appearance in a micrograph and may have
needle, lenticular, or flattened bar morphol-
ogy in three dimensions. This type of trans-
formation product is commonly observed in
titanium and zirconium alloys.

aging. A change in material property or proper-
ties with time. See also quench aging and
strain aging.

alligatoring. The longitudinal splitting of flat
slabs in a plane parallel to the rolled surface.

allotriomorphic crystal. A crystal having a
normal lattice structure but an outward shape
that is imperfect, because it is determined to
some extent by the surroundings. The grains
in a metallic aggregate are allotriomorphic
crystals.

allotropy. The property by which certain ele-
ments may exist in more than one crystal
structure.

allotropic transformation. The ability of a
material to transform from one crystal struc-
ture to another. Closely synonymous with
polymorphism.

alloying element. An element added to and
remaining in a metal that changes structure
and properties.

amorphous material. A material that lacks the
long-range three-dimensional atomic periodic-
ity that is characteristic of a crystalline solid.

angle of bite. In the rolling of metals, the loca-
tion where all of the force is transmitted
through the rolls; the maximum attainable
angle between the roll radius at the first con-
tact and the line of roll centers. Operating
angles less than the angle of bite are termed
contact angles or rolling angles.

angstrom (Å). A unit of linear measure equal
to 10�10 m, or 0.1 nm. Although not an
accepted SI unit, it is occasionally used for
small distances, such as interatomic dis-
tances, and some wavelengths.

angularity. The conformity to, or deviation
from, specified angular dimensions in the
cross section of a shape or bar.

anion. A negatively charged ion that migrates
toward the anode (positive electrode) under
the influence of a potential gradient.

anisotropy. Variations in one or more physical
or mechanical properties with direction with
respect to a fixed reference system in the
material.

annealing. A generic term denoting a treat-
ment—heating to and holding at a suitable
temperature followed by cooling at a suitable
rate—used primarily to soften metallic mate-
rials but also to produce desired changes
simultaneously in other properties or in
microstructure. When applied only for the
relief of stress, the process is called stress
relieving or stress-relief annealing. In ferrous
alloys, annealing is carried out above the
upper critical temperature, but the time-
temperature cycles vary widely in maximum
temperature attained and cooling rate used,
depending on composition, material condi-
tion, and desired results. In nonferrous alloys,
annealing cycles are designed to remove part
or all of the effects of cold working (recrys-
tallization may or may not be involved), cause
coalescence of precipitates from the solid
solution in relatively coarse form, or both,
depending on composition and material
condition.

aspect ratio. The ratio of the length of one
axis to that of another, for example, c/a, or
the continued ratio of three axes, such as
a:b:c.

asperities. Protrusions rising above the general
surface contours that constitute the actual
contact areas between touching surfaces.

austempering. A heat treatment for ferrous
alloys in which a part is quenched from the
austenitizing temperature at a rate fast enough
to avoid formation of ferrite or pearlite and
then held at a temperature just above the mar-
tensite start temperature until transformation
to bainite is complete. Although designated
as bainite in both austempered steel and aus-
tempered ductile iron, austempered steel

consists of two-phase mixtures containing fer-
rite and carbide, while austempered ductile
iron consists of two-phase mixtures containing
ferrite and austenite.

austenite. A high-temperature form of iron. In
steel heat treating, the steel is heated into
the austenite region before rapidly cooling
(quenching).

austenite stabilizer. An alloying element that,
when added to iron, increases the region of
the phase diagram in which austenite (face-
centered cubic iron) is stable. Strong austen-
ite stabilizers are carbon, nickel, and
manganese.

average grain diameter. The mean diameter of
an equiaxed grain section whose size repre-
sents all the grain sections in the aggregate
being measured. See also grain size.

Avrami plot/(Avrami equation). Plot describ-
ing the kinetics of phase transformations in
terms of the dependence of fraction X of
microstructure that has transformed (e.g.,
recrystallized, decomposed, etc.) as a func-
tion of time (t) or strain (e). Avrami plots
usually consist of a graph of log [ln(1/(1 �
X))] versus log t (or log e) and are used to
determine the so-called Avrami exponent n
in the relation X = 1 � exp(� Btn).

axis (crystal). The edge of the unit cell of a
space lattice. Any one axis of any one lattice
is defined in length and direction relative to
other axes of that lattice.

B

bar. A section hot rolled from a billet to a form,
such as round, hexagonal, octagonal, square,
or rectangular, with sharp or rounded corners
or edges and a cross-sectional area of less
than 105 cm2 (16 in.2). A solid section that
is long in relationship to its cross-sectional
dimensions, having a completely symmetri-
cal cross section and a width or greatest dis-
tance between parallel faces of 9.5 mm (3/8
in.) or more.

barreling. Convexity of the surfaces of cylin-
drical or conical bodies, often produced unin-
tentionally during upsetting or as a natural
consequence during compression testing.

basal plane. That plane of a hexagonal or
tetragonal crystal perpendicular to the axis
of highest symmetry. Its Miller indices are
(0001).
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Bauschinger effect. A reduction in yield
strength on straining a material in the oppo-
site direction to the initial testing.

bendability. The ability of a material to be bent
around a specified radius without fracture.

bending. The straining of material, usually flat
sheet or strip metal, by moving it around a
straight axis lying in the neutral plane. Metal
flow takes place within the plastic range of
the metal, so that the bent part retains a per-
manent set after removal of the applied
stress. The cross section of the bend inward
from the neutral plane is in compression;
the rest of the bend is in tension.

bending and forming. The processes of bend-
ing, flanging, folding, twisting, offsetting, or
otherwise shaping a portion of a blank or a
whole blank, usually without materially
changing the thickness of the metal.

bending moment. The moments (force times
distance) that tend to bend a beam in the
plane of the loads.

bending stress. A stress involving tensile and
compressive forces, which are not uniformly
distributed. Its maximum value depends on
the amount of flexure that a given application
can accommodate. Resistance to bending can
be termed stiffness.

bending under tension. A forming operation in
which a sheet is bent with the simultaneous
application of a tensile stress perpendicular
to the bend axis.

bend (longitudinal). A forming operation in
which the axis is perpendicular to the rolling
direction of the sheet.

bend or twist (defect). Distortion similar to
warpage generally caused during forging or
trimming operations. When the distortion is
along the length of the part, it is termed
bend; when across the width, it is termed
twist. When bend or twist exceeds tolerances,
it is considered a defect. Corrective action
consists of hand straightening, machine
straightening, or cold restriking.

bend radius. The radius measured on the inside
of a bend that corresponds to the curvature of a
bent specimen or the bent area in a formed part.

bend test. Evaluation of a sheet metal response
to a bending operation, such as around a
fixed radius tool.

bend (transverse). A forming operation in
which the bend axis is parallel to the rolling
direction of the sheet.

beta structure. Structurally analogous body-
centered cubic phases (similar to b-brass) or
electron compounds that have ratios of three
valence electrons to two atoms.

beta transus. The minimum temperature above
which equilibriuma does not exist. Forb eutec-
toid additions, the b transus ordinarily is
applied to hypoeutectoid compositions or those
that lie to the left of the eutectoid composition.
This temperature pertains primarily to the
transformation of titanium or zirconium alloys.

biaxial stretchability. The ability of sheet
material to undergo deformation by loading

in tension in two directions in the plane of
the sheet.

billet. A semifinished section that is hot rolled
from a metal ingot, with a rectangular cross
section usually ranging from 105 to 230
cm2 (16 to 36 in.2), the width being less than
twice the thickness. Where the cross section
exceeds 230 cm2 (36 in.2), the term bloom
is properly but not universally used. Sizes
smaller than 105 cm2 (16 in.2) are usually
termed bars. A solid semifinished round or
square product that has been hot worked by
forging, rolling, or extrusion. See also bar.

bite. Advance of material normal to the plane
of deformation and relative to the dies prior
to each deformation step.

blank. In forming, a piece of sheet material,
produced in cutting dies, that is usually sub-
jected to further press operations. A piece
of stock from which a forging is made.

blanking. The operation of punching, cutting,
or shearing a piece out of stock to a predeter-
mined shape.

blister. A local protuberance in the surface of the
sheet, often elongated, resulting from an inter-
nal separation due to the expansion of
entrapped gas. The gas may be entrapped dur-
ing casting, pickling, annealing, or electroplat-
ing in a previously existing subsurface defect.

block and finish. The forging operation in
which a part to be forged is blocked and fin-
ished in one heat through the use of tooling
having both a block impression and a finish
impression in the same die block.

blocking. (1) A forging operation often used to
impart an intermediate shape to a forging,
preparatory to forging of the final shape in
the finishing impression of the dies. Blocking
can ensure proper working of the material
and can increase die life. (2) A schedule for
conducting treatment combinations in an
experimental study such that any effects on
the experimental results due to a known
change in raw materials, processes, opera-
tors, machines, and so on become concen-
trated in the levels of the blocking variable.
The reason for blocking is to isolate a sys-
tematic effect and prevent it from obscuring
the main effects. Adapted from Ref 1

bloom. A semifinished hot rolled product, rectan-
gular in cross section, produced on a blooming
mill. See also billet. For steel, the width of a
bloom is not more than twice the thickness,
and the cross-sectional area is usually not less
than approximately 230 cm2 (36 in.2). Steel
blooms are sometimes made by forging.

board hammer. A type of forging hammer in
which the upper die and ram are attached to
“boards” that are raised to the striking posi-
tion by power-driven rollers and let fall by
gravity. See also drop hammer.

boss. A relatively short, often cylindrical protru-
sion or projection on the surface of a forging.

bottom draft. Slope or taper in the bottom of a
forge depression that tends to assist metal
flow toward the sides of depressed areas.

boundary condition. A requirement to be met
by a solution to a set of differential equations
on a specified set of values of the indepen-
dent variables.

bow. The tendency of material to curl down-
ward during shearing, particularly when
shearing long, narrow strips.

Bravais lattices. The 14 possible three-dimen-
sional arrays of atoms in crystals (see space
lattice).

brick element. The element for three-dimen-
sional finite-element modeling that is brick
shaped (six faces) and has eight nodes.

Bridgman correction. Factor used to obtain
the flow stress from the measured axial stress
during tension testing of metals in which
necking has occurred.

Brillouin zones. Energy states for the free elec-
trons in a metal, as described by the use of
the band theory (zone theory) of electron
structure. Also called electron bands.

brittle fracture. A fracture that occurs without
appreciable plastic deformation.

brittleness. A tendency to fracture without
appreciable plastic deformation.

buckling. A bulge, bend, kink, or other wavy
condition of the workpiece caused by com-
pressive stresses.

bulge test. A test wherein the blank is clamped
securely around the periphery and, by means
of hydrostatic pressure, the blank is
expanded. The blank is usually gridded so
that the resulting strains can be measured.
This test is usually performed on large blanks
of 20 to 30 cm (8 to 12 in.) in diameter.

bulging. Theprocessof increasing thediameterof
a cylindrical shell (usually to a spherical shape)
or of expanding the outer walls of any shell or
boxshapewhosewallswerepreviously straight.

bulk forming. Forming processes, such as
extrusion, forging, rolling, and drawing, in
which the input material is in billet, rod, or
slab form and a considerable increase in
surface-to-volume ratio in the formed part
occurs under the action of largely compres-
sive loading. Compare with sheet forming.

Burgers vector. The crystallographic direction
along which a dislocation moves and the unit
displacement of dislocations; the magnitude
of the Burgers vector is the smallest unit dis-
tance of slip in the direction of shear due to
the movement of one dislocation.

burnishing. The smoothing of one surface
through frictional contact with another surface.

burr. A thin ridge or roughness left on forgings
or sheet metal blanks by cutting operations
such as slitting, shearing, trimming, blank-
ing, or sawing.

C

CAD/CAM. An abbreviation for computer-
aided design/computer-aided manufacturing.

camber. The tendency of material being
sheared from sheet to bend away from the
sheet in the same plane.
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canned extrusion. A coextrusion process in
which the billet consists of an outer material,
or can, that is relatively ductile and nonreac-
tive, and the core is a reactive, brittle powder
or other material.

canning. A dished distortion in a flat or nearly
flat sheet metal surface, sometimes referred
to as oil canning. Distortion of a flat or nearly
flat metal surface that can be deflected by fin-
ger pressure but will return to its original
position when the pressure is removed.
Enclosing a highly reactive metal within a
relatively inert material for the purpose of
hot working without undue oxidation of the
active metal.

casting. (1) Metal object cast to the required
shape by pouring of injecting liquid metal
into a mold, as distinct from one shaped by
a mechanical process. (2) Pouring molten
metal into a mold to produce an object of
desired shape. (3) Ceramic forming process
in which a body slip is introduced into a
porous mold, which absorbs sufficient water
from the slip to produce a semirigid circle.

casting modulus. A simplified approach to
determining solidification time. The time is
proportional to the square of the section
modulus (the ratio of volume to surface
area), known as Chvorinov’s rule.

cation. A positively charged ion that migrates
through the electrolyte toward a cathode
(negative electrode) under the influence of a
potential gradient.

Cauchy distribution. The general formula for
the probability density function of the Cau-
chy distribution is:

f ðxÞ ¼ 1

s�ð1þ ððx� tÞ=sÞ2Þ

where t is the location parameter, and s is the
scale parameter. The case where t = 0 and
s = 1 is called the standard Cauchy distribu-
tion. The equation for the standard Cauchy
distribution reduces to:

f ðxÞ ¼ 1

�ð1þ x2Þ

Cauchy distributions look similar to a normal
distribution; however, they have much heavier
tails. When studying hypothesis tests that
assume normality, the manner in which the
tests perform on data from a Cauchy distribu-
tion is a good indicator of how sensitive the
tests are to heavy-tail departures from normal-
ity. The mean and standard deviation of the
Cauchy distribution are undefined. The practi-
cal meaning of this is that collecting 1000 data
points gives an estimate of the mean and stan-
dard deviation that is no more accurate than
from a single point. Adapted from Ref 1

cavitation. The formation of microscopic cav-
ities during the cold or hot deformation of
metals, generally involving a component of
tensile stress. Cavities may nucleate at sec-
ond-phase particles lying within grains or at

grain boundaries (with or without particles)
as a result of slip intersection or grain-bound-
ary sliding. Under severe conditions, cavities
may grow and coalesce to give rise to frac-
ture. In liquids, cavitation is the formation
and instantaneous collapse of cavities or bub-
bles caused by rapid and intense pressure
changes. Cavitation caused by untrasonic
radiation is sometimes used to effect violent
local agitation. Cavitation caused by severe
turbulent flow often leads to damage of adja-
cent material surfaces.

cell. Micron-sized volume bounded by low-
misorientation walls comprised of dislocation
tangles.

center bursting. Internal cracking due to ten-
sile stresses along the central axis of products
being extruded or drawn.

center points. Points at the center value of all
factor ranges. Adapted from Ref 1

chamfer. A beveled surface to eliminate an
otherwise sharp corner. A relieved angular
cutting edge at a tooth corner.

check. A crack in a die impression corner, gen-
erally due to forging strains or pressure, loca-
lized at some relatively sharp corner. Die
blocks too hard for the depth of the die
impression have a tendency to check or
develop cracks in impression corners. One
of a series of small cracks resulting from
thermal fatigue of hot forging dies (often
called a heat check or heat checking).

chord modulus. The slope of the chord drawn
between any two specific points on a
stress-strain curve. See also modulus of
elasticity.

circle grid. A regular pattern of circles, often
2.5 mm (0.1 in.) in diameter, marked on a
sheet metal blank.

circle-grid analysis. The analysis of deformed
circles to determine the severity with which
a sheet metal blank has been deformed.

clad. Outer layer of a coextruded or codrawn
product. See also sleeve.

clamping pressure. Pressure applied to a lim-
ited area of the sheet surface, usually at the
periphery, to control or limit metal flow dur-
ing forming.

clearance. In punching and shearing dies, the
gap between the die and the punch. In form-
ing and drawing dies, the difference between
this gap and metal thickness.

closed-die forging. The shaping of hot metal
completely within the walls or cavities of
two dies that come together to enclose the
workpiece on all sides. The impression for
the forging can be entirely in either die or
divided between the top and bottom dies.
Impression die forging, often used inter-
changeably with the term closed-die forging,
refers to a closed-die operation in which the
dies contain a provision for controlling the
flow of excess material, or flash, that is gen-
erated. By contrast, in flashless forging, the
material is deformed in a cavity that allows
little or no escape of excess material.

closed dies. Forging or forming impression dies
designed to restrict the flow of metal to the
cavity within the die set, as opposed to open
dies, in which there is little or no restriction
to lateral flow.

closed pass. A pass of metal through rolls
where the bottom roll has a groove deeper
than the bar being rolled and the top roll
has a collar fitting into the groove, thus pro-
ducing the desired shape free from flash or
fin.

close-tolerance forging. A forging held to
unusually close dimensional tolerances so
that little or no machining is required after
forging. See also precision forging.

cluster mill. A rolling mill in which each of
two small-diameter work rolls is supported
by two or more backup rolls.

coarsening. The increase in the average size of
second-phase particles, accompanied by the
reduction in their number, during annealing,
deformation, or high-temperature service
exposure. Coarsening thus leads to a
decrease in the total surface energy asso-
ciated with the matrix-particle interfaces.

codrawing. The simultaneous drawing of two or
more materials to form an integral product.

coefficient of friction. A measure of the ease
with which one body will slide over another.
It is obtained by dividing the tangential force
resisting motion between the two bodies by
the normal force pressing the two bodies
together.

coefficient of thermal expansion (CTE).
Change in unit of length (or volume) accom-
panying a unit change of temperature, at a
specified temperature or temperature range.

coextrusion. The simultaneous extrusion of
two or more materials to form an integral
product.

cogging. The reducing operation in working an
ingot into a billet with a forging hammer or a
forging press.

coil breaks. Creases or ridges that appear as par-
allel lines transverse to the direction of rolling
and extend across the width of the sheet. Coil
breaks are caused by the deformation of local
areas during coiling or uncoiling of annealed
or insufficiently temper-rolled steel sheets.

coining. A closed-die squeezing operation in
which all surfaces of a workpiece are con-
fined or restrained, resulting in a well-defined
imprint of the die on the work. A restriking
operation used to sharpen or change an exist-
ing radius or profile. Coining can be done
while forgings are hot or cold and is usually
performed on surfaces parallel to the parting
line of the forging.

cold forming. See cold working.
cold heading. Working metal at room tempera-
ture such that the cross-sectional area of a
portion or all of the stock is increased. See
also heading and upsetting.

cold lap. A flaw that results when a workpiece
fails to fill the die cavity during the first
forging. A seam is formed as subsequent dies
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force metal over this gap to leave a seam on
the workpiece surface. See also cold shut.

cold rolled sheet. A mill product produced
from a hot rolled pickled coil that has been
given substantial cold reduction at room tem-
perature. After annealing, the usual end prod-
uct is characterized by improved surface,
greater uniformity in thickness, increased
tensile strength, and improved mechanical
properties as compared with hot rolled sheet.

cold shut. A fissure or lap on a forging surface
that has been closed without fusion during
the forging operation. A folding back of
metal onto its own surface during flow in
the die cavity; a forging defect.

cold trimming. The removal of flash or excess
metal from a forging at room temperature in
a trimming press.

cold-worked structure. Amicrostructure result-
ing from plastic deformation of a metal or alloy
below its recrystallization temperature.

cold working. The plastic deformation of metal
under conditions of temperature and strain
rate that induce strain hardening. Usually,
but not necessarily, conducted at room tem-
perature. Also referred to as cold forming or
cold forging. Contrast with hot working.

columnar structure. A coarse structure of par-
allel, elongated grains formed by unidirec-
tional growth that is most often observed in
castings but sometimes seen in structures.
This results from diffusional growth accom-
panied by a solid-state transformation.

compact (noun). The object produced by the
compression of metal powder, generally
while confined in a die.

compact (verb). The operation or process of pro-
ducing a compact; sometimes called pressing.

compression test. A method for assessing the
ability of a material to withstand compres-
sive loads.

compressive strength. The maximum com-
pressive stress a material is capable of devel-
oping. With a brittle material that fails in
compression by fracturing, the compressive
strength has a definite value. In the case of
ductile, malleable, or semiviscous materials
(which do not fail in compression by a shat-
tering fracture), the value obtained for com-
pressive strength is an arbitrary value
dependent on the degree of distortion that is
regarded as effective failure of the material.

compressive stress. A stress that causes an
elastic or plastic body to deform (shorten)
in the direction of the applied load. Contrast
with tensile stress.

computational fluid dynamics (CFD). An area
of computer-aided engineering devoted to the
numerical solution and visualization of fluid-
flow problems.

computer-aided design (CAD). Any design
activity that involves the effective use of
the computer to create or modify an engi-
neering design. Often used synonymously
with the more general term computer-aided
engineering (CAE).

computer-aided materials selection system. A
computerized database of materials proper-
ties operated on by an appropriate knowledge
base of decision rules through an expert sys-
tem to select the most appropriate materials
for an application.

concurrent engineering. A style of product
design and development that is done by con-
currently using all of the relevant informa-
tion in making each decision. It replaces a
sequential approach to product development
in which one type of information was pre-
dominant in making each sequential deci-
sion. Concurrent engineering is carried out
by a multifunctional team that integrates the
specialties or functions needed to solve the
problem. Sometimes called simultaneous
engineering.

constitutive equation. Equation expressing the
relation between stress, strain, strain rate, and
microstructural features (e.g., grain size).
Constitutive equations are generally phenom-
enological (curve fits based on measured
data) or mechanism-based (based on mecha-
nistic model of deformation and appropriate
measurements). Phenomenological constitu-
tive equations are usually valid only within
the processing regime in which they were
measured, while mechanism-based relations
can be extrapolated outside the regime of
measurement, provided the deformation
mechanism is unchanged. A mathematical
relationship that describes the flow stress of
a material in terms of the plastic strain, the
strain rate, and temperature.

constraint modeling. A form of computer
modeling in which constraints are used to
create a set of rules that control how changes
are made to a group of geometric elements
(lines, arcs, form features, etc.). These rules
are typically embodied in a set of equations.
Constraint models are defined as either para-
metric or variational.

continuum mechanics. The science of mathe-
matically describing the behavior of continu-
ous media. The same basic approach can
apply to descriptions of stress, heat, mass,
and momentum transfer.

controlled rolling. Multistand plate or bar roll-
ing process, typically for ferrous alloys, in
which the reduction per pass, rolling speed,
time between passes, and so on are carefully
chosen to control recrystallization, precipita-
tion, and phase transformation in order to
develop a desired microstructure and set of
properties.

conventional forging. Forging process in
which the work material is hot and the dies
are at room temperature or slightly elevated
temperature. To minimize the effects of die
chilling on metal flow and microstructure,
conventional forging usually involves strain
rates of the order of 0.05 s�1 or greater. Also
known as nonisothermal forging.

core. (1) Inner material in a coextruded or
codrawn product. (2) In casting, a specially

formed material inserted in a mold to shape
the interior part of the casting that cannot
be shaped as easily by the pattern. (3) In fer-
rous alloys prepared for case hardening, that
portion of the alloy that is not part of the
case.

coring. (1) A central cavity at the butt end of a
rod extrusion; sometimes called extrusion
pipe. (2) A condition of variable composition
between the center and surface of a unit of
microstructure (such as a dendrite, grain, or
carbide particle); results from nonequilib-
rium solidification, which occurs over a
range of temperature.

corrugating. The forming of sheet metal into a
series of straight, parallel alternate ridges and
grooves with a rolling mill equipped with
matched roller dies or a press brake equipped
with specially shaped punch and die.

corrugations. Transverse ripples caused by a
variation in strip shape during hot or cold
reduction.

Coulomb friction. Interface friction condition
for which the interface shear stress is propor-
tional to the pressure normal to the interface.
The proportionality constant is called the
Coulomb coefficient of friction, m, and takes
on values between 0 (perfect lubrication)
and 1=

ffiffiffi
3

p
(sticking friction) during metal-

working. See also friction shear factor.
cracked edge. A series of tears at the edge of
the sheet resulting from prior processing.

crank. Forging shape generally in the form of a
“U” with projections at more or less right
angles to the upper terminals. Crank shapes
are designated by the number of throws (for
example, two-throw crank).

creep. Time-dependent strain occurring under
stress.

creep forming. Forming, usually at elevated
temperatures, where the material is deformed
over time with a preload, usually weights
placed on the parts during a stress-relief
cycle.

crimping. The forming of relatively small cor-
rugations in order to set down and lock a
seam, to create an arc in a strip of metal, or
to reduce an existing arc or diameter. See
also corrugating.

cross breaks. Visually apparent line-type dis-
continuities more or less transverse to the
coil rolling direction, resulting from bending
the coil over too sharp a radius and thus
kinking the metal.

crystal. A solid composed of atoms, ions, or
molecules arranged in a pattern that is peri-
odic in three dimensions.

crystal lattice. A regular array of points about
which the atoms or ions of a crystal are
centered.

crystalline. That form of a substance com-
prised predominantly of (one or more) crys-
tals, as opposed to glassy or amphorous.

crystalline defects. The deviations from a per-
fect three-dimensional atomic packing that
are responsible for much of the structure-
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sensitive properties of materials. Crystal
defects can be point defects (vacancies), line
defects (dislocations), or surface defects
(grain boundaries).

crystal-plasticity modeling. Physics-based
modeling techniques that treat the phenom-
ena of deformation by way of slip and twin-
ning in order to predict strength and the
evolution of crystallographic texture during
the deformation processing of polycrystalline
materials. See also deformation texture, slip,
Schmid’s law, Taylor factor, and twinning.

crystal system. One of seven groups into which
all crystals may be divided: triclinic, mono-
clinic, orthorhombic, hexagonal, rhombohe-
dral, tetragonal, and cubic.

cube texture. A texture found in wrought
metals in the cubic system in which nearly
all the crystal grains have a plane of the type
(100) parallel or nearly parallel to the plane
of working and a direction of the type [001]
parallel or nearly parallel to the direction of
elongation.

cumulative distribution function (CDF). A
frequency distribution arranged to give the
number of observations that are less than
given values. 100% of the observations will
be less than the largest class interval of the
observations.

cup. (1) A sheet metal part; the product of the
first drawing operation. (2) Any cylindrical
part or shell closed at one end.

cup fracture (cup-and-cone fracture). A
mixed mode fracture, often seen in tensile
test specimens of a ductile material, in which
the central portion undergoes plane-strain
fracture and the surrounding region under-
goes plane-stress fracture. One of the mating
fracture surfaces looks like a miniature cup;
it has a central depressed flat-face region sur-
rounded by a shear lip. The other fracture
surface looks like a miniature truncated cone.

cupping. (1) The first step in deep drawing. (2)
Fracture of severely worked rods or wire in
which one end looks like a cup and the other
a cone.

cupping test. A mechanical test used to deter-
mine the ductility and stretching properties
of sheet metal. It consists of measuring the
maximum part depth that can be formed
before fracture. The test is typically carried
out by stretching the testpiece clamped at
its edges into a circular die using a punch
with a hemispherical end. See also cup frac-
ture, Erichsen test, and Olsen ductility test.

curling. Forming of an edge of circular cross
section along a sheet or along the end of a
shell or tube, either to the inside or outside,
for example, the pinholes in sheet metal
hinges and the curled edges on cans, pots,
and pans.

D

damage. General term used to describe the
development of defects such as cavities,

cracks, shear bands, and so on that may cul-
minate in gross fracture in severe cases. The
evolution of damage is strongly dependent
on material, microstructure, and processing
conditions (strain, strain rate, temperature,
and stress state).

DBTT. See ductile-to-brittle transition temper-
ature (DBTT).

dead-metal zone. Region of metal undergoing
limited or no deformation during bulk form-
ing of a workpiece, generally developed
adjacent to the workpiece-tooling interface
as a result of friction, die chilling, or defor-
mation-zone geometry.

deduction. The process of starting at the lowest
level and reasoning toward a conclusion. In
the context of materials design, starting with
the chemical composition and processing
conditions and moving toward a desired final
performance through the microstructure and
properties developed. Compare this process
with induction. Adapted from Ref 2

deep drawing. Forming operation character-
ized by the production of a parallel-wall
cup from a flat blank of sheet metal. The
blank may be circular, rectangular, or a more
complex shape. The blank is drawn into the
die cavity by the action of a punch. Deforma-
tion is restricted to the flange areas of the
blank. No deformation occurs under the bot-
tom of the punch—the area of the blank that
was originally within the die opening. As the
punch forms the cup, the amount of material
in the flange decreases. Also called cup
drawing or radial drawing.

deflection. The amount of deviation from a
straight line or plane when a force is applied
to a press member. Generally used to specify
the allowable bending of the bed, slide, or
frame at rated capacity with a load of prede-
termined distribution.

deformation (adiabatic) heating. Temperature
increase that occurs in a workpiece due to the
conversion of strain energy, imparted during
metalworking, into heat.

deformation energy method. A metalforming
analysis technique that takes into account only
the energy required to deform the workpiece.

deformation limit. In drawing, the limit of
deformation is reached when the load required
to deform the flange becomes greater than the
load-carrying capacity of the cup wall. The
deformation limit (limiting drawing ratio) is
defined as the ratio of the maximum blank
diameter that can be drawn into a cup without
failure, to the diameter of the punch.

deformation-mechanism map. Strain rate/
temperature map that describes forming or
service regimes under which deformation is
controlled by micromechanical processes
such as dislocation glide, dislocation climb,
and diffusional flow limited by bulk or
boundary diffusion.

deformation processing. A class of
manufacturing operation that involves chang-
ing the shape of a workpiece by plastic

deformation through the application of a com-
pressive or tensile force. Often carried out at
ambient or elevated temperature.

deformation texture. Preferred orientation of
the crystals/grains comprising a polycrystal-
line aggregate that is developed during defor-
mation processing as a result of slip and
rotation within each crystal that comprises
the aggregate.

Demarest process. A fluid forming process in
which cylindrical and conical sheet metal
parts are formed by a modified rubber bulg-
ing punch. The punch, equipped with a
hydraulic cell, is placed inside the work-
piece, which in turn is placed inside the die.
Hydraulic pressure expands the punch.

density. Weight per unit volume.
design of experiments. Methodology for
choosing a small number of screening experi-
ments to establish the important material and
process variables in a complex manufacturing
process.

deterministic experiment. An experiment in
which, when the experiment is repeated with
identical input, the same output is obtained.
There is no randomness associated in the
development of the answer.

developed blank. A sheet metal blank that
yields a finished part without trimming or
with the least amount of trimming.

deviatoric. The nonhydrostatic component of
the state of stress on a body. It is the deviato-
ric component that causes shape change
(plastic deformation).

die. (1) A tool, usually containing a cavity, that
imparts shape to solid, molten, or powdered
metal primarily because of the shape of the
tool itself. Used in many press operations
(including blanking, drawing, forging, and
forming), in die casting, and in forming
green powder metallurgy compacts. Die-cast-
ing and powder metallurgy dies are some-
times referred to as molds. See also forging
dies. (2) A complete tool used in a press for
any operation or series of operations, such
as forming, impressing, piercing, and cutting.
The upper member or members are attached
to the slide (or slides) of the press, and the
lower member is clamped or bolted to the
bed or bolster, with the die members being
so shaped as to cut or form the material
placed between them when the press makes
a stroke. (3) The female part of a complete
die assembly as described previously.

die assembly. The parts of a die stamp or press
that hold the die and locate it for the
punches.

die block. A block, often made of heat treated
steel, into which desired impressions are
machined or sunk and from which closed-
die forgings or sheet metal stampings are
produced using hammers or presses. In
forging, die blocks are usually used in pairs,
with part of the impression in one of the
blocks and the rest of the impression in the
other. In sheet metal forming, the female
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die is used in conjunction with a male punch.
See also closed-die forging.

die button. An insert in a die that matches the
punch and is used for punching and piercing
operations. The die button is readily remov-
able for sharpening or replacement as an
individual part of a die.

die cavity. The machined recess that gives a
forging or stamping its shape.

die check. A crack in a die impression due to
forging and thermal strains at relatively sharp
corners. Upon forging, these cracks become
filled with metal, producing sharp, ragged
edges on the part. Usual die wear is the grad-
ual enlarging of the die impression due to
erosion of the die material, generally occur-
ring in areas subject to repeated high pres-
sures during forging.

die chill. The temperature loss experienced by
a billet or preform when it contacts dies that
are maintained at a lower temperature.

die clearance. Clearance between a mated
punch and die; commonly expressed as clear-
ance per side. Also called clearance or
punch-to-die clearance.

die coating. Hard metal incorporated into the
working surface of a die to protect the working
surface or to separate the sheet metal surface
from direct contact with the basic die material.
Hard-chromium plating is an example.

die forging. A forging that is formed to the
required shape and size through working in
machined impressions in specially prepared
dies.

die forming. The shaping of solid or powdered
metal by forcing it into or through the die
cavity.

die impression. The portion of the die surface
that shapes a forging or sheet metal part.

die insert. A relatively small die that contains
part or all of the impression of a forging or
sheet metal part and is fastened to the master
die block.

die line. A line or scratch resulting from the use
of a roughened tool or the drag of a foreign
particle between tool and product.

die lock. A phenomenon in which the deforma-
tion is limited in a forging near the die face
due to chilling of the workpiece and/or fric-
tion at the workpiece-die interface.

die lubricant. In forging or forming, a com-
pound that is sprayed, swabbed, or otherwise
applied on die surfaces or the workpiece dur-
ing the forging or forming process to reduce
friction. Lubricants also facilitate release of
the part from the dies and provide thermal
insulation. See also lubricant.

die match. The alignment of the upper (moving)
and lower (stationary)dies inahammerorpress.
An allowance for misalignment (or mismatch)
is included in forging tolerances.

die radius. The radius on the exposed edge of a
deep-drawing die, over which the sheet flows
in forming drawn shells.

die section. A section of a cutting, forming, or
flanging die that is fastened to other sections

to make up the complete working surface.
Also referred to as cutting section.

die set. (1) The assembly of the upper and
lower die shoes (punch and die holders), usu-
ally including the guide pins, guide pin bush-
ings, and heel blocks. This assembly takes
many forms, shapes, and sizes and is fre-
quently purchased as a commercially avail-
able unit. (2) Two (or, for a mechanical
upsetter, three) machined dies used together
during the production of a die forging.

die shift. The condition that occurs after the dies
havebeen set up in a forgingunit inwhich a por-
tion of the impression of one die is not in perfect
alignmentwith the corresponding portion of the
other die. This results in a mismatch in the
forging, a condition that must be held within
the specified tolerance.

die stamping. The general term for a sheet
metal part that is formed, shaped, or cut by
a die in a press in one or more operations.

dimpling. (1) The stretching of a relatively
small, shallow indentation into sheet metal.
(2) In aircraft, the stretching of metal into a
conical flange for a countersunk head rivet.

direct (forward) extrusion. See extrusion.
directional solidification. Controlled solidifi-
cation of molten metal in a casting so as to
provide feed metal to the solidifying front
of the casting. Usually, this results in the
metal solidifying in a preferred direction. In
the limit, the solidification can be controlled
to grow as a single grain (single-crystal
casting).

discontinuous yielding. The nonuniform plas-
tic flow of a metal exhibiting a yield point
in which plastic deformation is inhomogen-
eously distributed along the gage length.
Under some circumstances, it may occur in
metals not exhibiting a distinct yield point,
either at the onset of or during plastic flow.

dishing. The formation of a shallow concave
surface in which the projected area is very
large compared with the depth of the
impression.

dislocation. A linear imperfection in a crystal-
line array of atoms. Two basic types include:
(1) an edge dislocation corresponds to the
row of mismatched atoms along the edge
formed by an extra, partial plane of atoms
within the body of a crystal; and (2) a screw
dislocation corresponds to the axis of a spiral
structure in a crystal, characterized by a dis-
tortion that joins normally parallel planes
together to form a continuous helical ramp
(with a pitch of one interplanar distance)
winding about the dislocation. Most preva-
lent is the so-called mixed dislocation, which
is any combination of an edge dislocation
and a screw dislocation.

dislocation density. The total length of disloca-
tion lines per unit volume, or the number of
dislocation lines that cut through a unit
cross-sectional area.

dispersion strengthening. The strengthening of
a metal or alloy by incorporating chemically

stable submicron-sized particles of a nonmetal-
lic phase that impede dislocation movement at
elevated temperature.

double-cone test. Simulative bulk forming test
consisting of the compression of a sample
shaped like a flying saucer between flat dies.
The variation of strain and stress state devel-
oped across the sample is used to obtain a
large quantity of data on microstructure evo-
lution and failure in a single experiment.

draft. The amount of taper on the sides of the
forging and on projections to facilitate removal
from the dies; also, the corresponding taper on
the sidewalls of the die impressions. In open-
die forging, draft is the amount of relative
movementof thedies towardeachother through
the metal in one application of power.

drawability. A measure of the formability of a
sheet metal subject to a drawing process. The
term is usually used to indicate the ability of
a metal to be deep drawn. See also drawing
and deep drawing.

draw bead. An insert or riblike projection on
the draw ring or hold-down surfaces that aids
in controlling the rate of metal flow during
deep-drawing operations. Draw beads are
especially useful in controlling the rate of
metal flow in irregularly shaped stampings.

draw forming. A method of curving bars,
tubes, or rolled or extruded sections in which
the stock is bent around a rotating form
block. Stock is bent by clamping it to the
form block, then rotating the form block
while the stock is pressed between the form
block and a pressure die held against the
periphery of the form block.

drawing. A term used for a variety of forming
operations, such as deep drawing a sheet
metal blank; redrawing a tubular part; and
drawing rod, wire, and tube. The usual draw-
ing process with regard to sheet metal work-
ing in a press is a method for producing a
cuplike form from a sheet metal disk by
holding it firmly between blankholding sur-
faces to prevent the formation of wrinkles
while the punch travel produces the required
shape.

drawing die. A type of die designed to produce
nonflat parts such as boxes, pans, and so on.
Whenever practical, the die should be
designed and built to finish the part in one
stroke of the press, but if the part is deep in
proportion to its diameter, redrawing opera-
tions are necessary.

drawing ratio. The ratio of the blank diameter
to the punch diameter.

draw radius. The radius at the edge of a die or
punch over which sheet metal is drawn.

draw stock. The forging operation in which the
length of a metal mass (stock) is increased at
the expense of its cross section; no upset is
involved. The operation includes converting
ingot to pressed bar using “V,” round, or flat
dies.

drop forging. The forging obtained by ham-
mering metal in a pair of closed dies to
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produce the form in the finishing impression
under a drop hammer; forging method
requiring special dies for each shape.

drop hammer. A term generally applied to
forging hammers in which energy for forging
is provided by gravity, steam, or compressed
air.

drop hammer forming. A process for produc-
ing shapes by the progressive deformation of
sheet metal in matched dies under the repeti-
tive blows of a gravity-drop or power-drop
hammer. The process is restricted to rela-
tively shallow parts and thin sheet from
approximately 0.6 to 1.6 mm (0.024 to
0.064 in.).

drop through. The type of ejection where the
part or scrap drops through an opening in
the die.

dry-film lubricant. A type of lubricant applied
by spraying or painting on coils or sheets
prior to blanking, drawing, or stamping. The
lubricant can have a wax base and be sprayed
hot onto the sheet surface and solidify on
cooling, or be a water-based polymer and
be roll coated onto the surface (one or both
sides) and be heated to cure and dry. Such
lubricants have uniform thickness, low coef-
ficients of friction, and offer protection from
corrosion in transit and storage.

ductile fracture. Failure of metals as a result of
cavity nucleation, growth, and coalescence.
Ductile fracture may occur during metal form-
ing at both cold and hot working temperatures.

ductile-to-brittle transition temperature
(DBTT). A temperature or range of tempera-
tures over which a material reaction to
impact (high strain rate) loads changes from
ductile, high-energy-absorbing to brittle,
low-energy-absorbing behavior. The DBTT
determinations are often done with Charpy
or Izod test specimens measuring absorbed
energy at various temperatures.

ductility. A measure of the amount of deforma-
tion that a material can withstand without
breaking.

dynamic friction. The friction forces between
two surfaces in relative motion. See also
static friction.

dynamic material modeling. A methodology
by which macroscopic measurements of flow
stress as a function of temperature and strain
rate are used with continuum criteria of insta-
bility to identify regions of temperature and
strain rate in which voids, cracks, shear bands,
and flow localization are likely to occur.

dynamic recovery. Recovery process that
occurs during cold or hot working of metals,
typically resulting in the formation of low-
energy dislocation substructures/subgrains
within the deformed original grains. Dynamic
recovery reduces the observed level of strain
hardening due to dislocation multiplication
during deformation.

dynamic recrystallization. The formation of
strain-free recrystallized grains during hot
working. It results in a decrease in flow stress

and formation of equiaxed grains, as opposed
to dynamic recovery in which the elongated
grains remain.

dynamic strain aging. A behavior in metals in
which solute atoms are sufficiently mobile to
move toward and interact with dislocations
during deformation. This results in strength-
ening over a specific range of elevated tem-
perature and strain rate.

E

earing. The formation of ears or scalloped
edges around the top of a drawn shell, result-
ing from directional differences in the plas-
tic-working properties of rolled metal with,
across, and at angles to the direction of
rolling.

edge dislocation. A line imperfection that cor-
responds to the row of mismatched atoms
along the edge formed by an extra, partial
plane of atoms within the body of a crystal.

edger (edging impression). The portion of a
die impression that distributes metal during
forging into areas where it is most needed
in order to facilitate filling the cavities of
subsequent impressions to be used in the
forging sequence.

edge strain. Repetitive areas of local deforma-
tion extending inwardly from the edge of
temper-rolled sheet.

edging. (1) In sheet metal forming, reducing
the flange radius by retracting the forming
punch a small amount after the stroke but
before release of the pressure. (2) In rolling,
the working of metal in which the axis of
the roll is parallel to the thickness dimension.
Also called edge rolling. The result is chang-
ing a rounded edge to a square edge. (3) The
forging operation of working a bar between
contoured dies while turning it 90� between
blows to produce a varying rectangular cross
section.

effective draw. The maximum limits of form-
ing depth that can be achieved with a multi-
ple-action press; sometimes called
maximum draw or maximum depth of draw.

effective strain. The (scalar) strain conjugate to
effective stress defined in such a manner that
the product of the effective stress and the
effective strain increment is equal to the
increment in imposed work during a defor-
mation process.

effective stress. A mathematical way to express
a two- or three-dimensional stress state by a
single number.

elastic deformation. A change in dimensions
that is directly proportional to and in phase
with an increase or decrease in applied force;
deformation that is recoverable when the
applied force is removed.

elasticity. The property of a material by which
the deformation caused by stress disappears
upon removal of the stress. A perfectly elastic
body completely recovers its original shape
and dimensions after the release of stress.

elastic limit. The maximum stress a material
can sustain without any permanent strain
(deformation) remaining upon complete
release of the stress.

elastic modulus. See Young’s modulus.
elastohydrodynamic lubrication. A condition
of lubrication in which the friction and film
thickness between two bodies in relative
motion is determined by the elastic proper-
ties of the bodies in combination with the
viscous properties of the lubricant.

electrical resistivity. The electrical resistance
offered by a material to the flow of current,
times the cross-sectional area of current flow
and per unit length of current path; the recip-
rocal of the conductivity. Also called resis-
tivity or specific resistance.

electric-discharge machining (EDM). Metal-
removal (machining) process based on the
electric discharge/spark erosion resulting
from current flowing between an electrode
and workpiece placed in close proximity to
each other in a dielectric fluid. The electrode
may be a wire (as in wire EDM) or a con-
toured shape (so-called plunge EDM); the
latter technique is used for making metal-
working dies.

electromagnetic forming. A process for form-
ing metal by the direct application of an
intense, transient magnetic field. The work-
piece is formed without mechanical contact
by the passage of a pulse of electric current
through a forming coil. Also known as mag-
netic pulse forming.

electron backscatter diffraction (EBSD).
Materials characterization technique con-
ducted in a scanning electron microscope
(and sometimes a transmission electron
microscope) used to establish the crystallo-
graphic orientation of individual (micron-
sized) regions of material through analysis
of Kikuchi patterns formed by backscattered
electrons. Automated EBSD systems can
thus be used to determine the texture over
small-to-moderate-sized total volumes of
material.

elongation. (1) A term used in mechanical test-
ing to describe the amount of extension of a
testpiece when stressed. (2) In tensile testing,
the increase in the gage length, measured
after fracture of the specimen within the gage
length, usually expressed as a percentage of
the original gage length.

elongation, percent. The extension of a
uniform section of a specimen expressed as
a percentage of the original gage length:

Elongation;%¼ðLx � L0Þ
L0

� 100

where L0 is the original gage length, and Lx
is the final gage length.

embossing. A process for producing raised or
sunken designs in sheet material by means of
male and female dies, theoretically with mini-
mal change in metal thickness. Examples are
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letters, ornamental pictures, and ribs for stiffen-
ing. Heavy embossing and coining are similar
operations.

engineering strain. A term sometimes used for
average linear strain or nominal strain in
order to distinguish it from true strain. In ten-
sile testing, it is calculated by dividing the
change in the gage length by the original
gage length.

engineering stress. A term sometimes used for
average linear stress or nominal stress in
order to differentiate it from true stess. In
tension testing, it is calculated by dividing
the load applied to the specimen by its origi-
nal cross-sectional area.

Erichsen test. A cupping test used to assess the
ductility of sheet metal. The method consists
of forcing a conical or hemispherical-ended
plunger into the specimen and measuring
the depth of the impression at fracture.

error function. The function that often results
as a solution to a partial differential equation.
The error function is defined as:

erfðxÞ ¼ 2

�

Z x

0

e�x2dx

The error function is also called the probabil-
ity integral.

erosion resistance. The ability of a die material
to resist sliding wear and thus maintain its
original dimension.

etching. Production of designs, including grids,
on a metal surface by a corrosive reagent or
electrolytic action.

Euler angles. Set of three angular rotations
used to specify unambiguously the spatial
orientation of crystallites relative to a fixed
reference frame.

expert system. A computer-based system that
captures the knowledge of experts through
the integration of databases and knowledge
bases using search and logic deduction
algorithms.

extruded hole. A hole formed by a punch that
first cleanly cuts a hole and then is pushed
farther through to form a flange with an
enlargement of the original hole. This may
be a two-step operation.

extrusion. The conversion of an ingot or billet
into lengths of uniform cross section by forc-
ing metal to flow plastically through a die
orifice. In forward (direct) extrusion, the die
and ram are at opposite ends of the extrusion
stock, and the product and ram travel in the
same direction. Also, there is relative motion
between the extrusion stock and the die. In
backward (indirect) extrusion, the die is at
the ram end of the stock, and the product tra-
vels in the direction opposite that of the ram,
either around the ram (as in the impact extru-
sion of cylinders, such as cases for dry cell
batteries) or up through the center of a hol-
low ram.

extrusion billet. A metal slug used as extrusion
stock.

extrusion forging. Forcingmetal into or through
a die opening by restricting flow in other direc-
tions. A part made by the operation.

extrusion pipe. A central oxide-lined disconti-
nuity that occasionally occurs in the last 10
to 20% of an extruded bar. It is caused by
the oxidized outer surface of the billet flow-
ing around the end of the billet and into the
center of the bar during the final stages of
extrusion. Also called coring.

extrusion stock. A rod, bar, or other section
used to make extrusions.

eyeleting. The displacing of material about an
opening in sheet or plate so that a lip protrud-
ing above the surface is formed.

F

fatigue. The phenomenon leading to fracture
under repeated or fluctuating stresses having
a maximum value less than the ultimate ten-
sile strength of the material. Fatigue failure
generally occurs at loads that, applied stati-
cally, would produce little perceptible effect.
Fatigue fractures are progressive, beginning
as minute cracks that grow under the action
of the fluctuating stress.

fatigue limit. The maximum cyclic stress that a
material can withstand for an infinitely large
number of stress cycles. Also called endur-
ance limit.

fatigue-strength reduction factor. The ratio of
the fatigue strength of a member or specimen
with no stress concentration to the fatigue
strength with stress concentration. This factor
has no meaning unless the stress range and
the shape, size, and material of the member
or specimen are stated.

fiber texture. Crystallographic texture in which
all or a large fraction of the crystals in a
polycrystalline aggregate are oriented such
that a specific direction in each crystal is par-
allel to a specific sample direction, such as
the axis of symmetry of a cylindrical object.
Often found in wrought products such as
wire and round extrusions that have been
subjected to large axisymmetric deformation.

fillet. The concave intersection of two surfaces.
In forging, the desired radius at the concave
intersection of two surfaces is usually
specified.

film strength. The ability of a surface film to
resist rupture by the penetration of asperities
during sliding or rolling of two surfaces over
each other.

fin. The thin projection formed on a forging by
trimming or when metal is forced under pres-
sure into hairline cracks or die interfaces.

finishing dies. The die set used in the last
forging step.

finish trim. Flash removal from a forging; usu-
ally performed by trimming but sometimes
by band sawing or similar techniques.

finite-element analysis (FEA). A computer-
based technique used to solve simultaneous
equations that is used to predict the response

of a workpiece or structure to applied loads
and temperature. The FEA is a tool used to
model deformation and heat treating processes.

finite-element modeling (FEM). A numerical
technique in which the analysis of a complex
part is represented by a mesh of elements
interconnected at node points. The coordi-
nates of the nodes are combined with the
elastic-plastic properties of the material to
produce a stiffness matrix, and this matrix
is combined with the applied loads to deter-
mine the deflections at the nodes and hence
the stresses. All of the aforementioned is
done with special FEM software. The FEM
approach also may be used to solve other
field problems in heat transfer, fluid flow,
acoustics, and so on. Also known as finite-
element analysis (FEA).

fixture. A tool or device for holding and accu-
rately positioning a piece or part on a
machine tool or other processing machine.

flame hardening. A heat treating method for
surface hardening steel of the proper specifi-
cations in which an oxyacetylene flame heats
the surface to a temperature at which
subsequent cooling, usually with water or
air, will give the required surface hardness.

flame straightening. The correction of distor-
tion in metal structures by localized heating
with a gas flame.

flange. A projecting rim or edge of a part; usu-
ally narrow and of approximately constant
width for stiffening or fastening.

flanging. A bending operation in which a nar-
row strip at the edge of a sheet is bent down
(up) along a straight or curved line. It is used
for edge strengthening, appearance, rigidity,
and the removal of sheared edges. A flange
is often used as a fastening surface.

flaring. The forming of an outward acute-angle
flange on a tubular part.

flash. Metal in excess of that required to
completely fill the blocking or finishing forging
impression of a set of dies. Flash extends out
from the body of the forging as a thin plate at
the linewhere the diesmeet and is subsequently
removed by trimming. Because it cools faster
than the body of the component during forging,
flash can serve to restrict metal flow at the line
where dies meet, thus ensuring complete filling
of the impression.

flash extension. That portion of flash remaining
on a forged part after trimming; usually
included in the normal forging tolerances.

flash line. The line left on a forging after the
flash has been trimmed off.

flash pan. The machined-out portion of a
forging die that permits the flow through of
excess metal.

flattening. (1) A preliminary operation per-
formed on forging stock to position the metal
for a subsequent forging operation. (2) The
removal of irregularities or distortion in
sheets or plates by a method such as roller
leveling or stretcher leveling. (3) For wire,
rolling round wire to a flattened condition.
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flattening dies. Dies used to flatten sheet metal
hems; that is, dies that can flatten a bend by
closing it. These dies consist of a top and
bottom die with a flat surface that can close
one section (flange) to another (hem, seam).

fleck scale. A fine pattern of scale marks on the
sheet surface that can be either dark or light.
The dark pattern originates from scale and
other impurities embedded in the strip during
hot rolling that are not removed during pick-
ling. The light pattern originates from a scale
pattern imprinted on the work rolls in the fin-
ishing stands in the hot mill being printed
onto the strip.

flex roll. A movable roll designed to push up
against a sheet as it passes through a roller
leveler. The flex roll can be adjusted to
deflect the sheet any amount up to the roll
diameter.

flex rolling. Passing sheets through a flex roll
unit to minimize yield point elongation in
order to reduce the tendency for stretcher
strains to appear during forming.

flexural strength. A property of solid material
that indicates its ability to withstand a flex-
ural or transverse load.

flow curve. A curve of true stress versus true
strain that shows the stress required to pro-
duce plastic deformation. A graphical repre-
sentation of the relationship between load
and deformation during plastic deformation.

flow lines. (1) Texture showing the direction of
metal flow during hot or cold working. Flow
lines can often be revealed by etching the
surface or a section of a metal part. (2) In
mechanical metallurgy, paths followed by
minute volumes of metal during deformation.

flow localization. A situation where material
deformation is localized to a narrow zone.
Such zones often are sites of failure. Flow
localization results from poor lubrication,
temperature gradients, or flow softening
resulting from adiabatic heating, generation
of softer crystallographic texture, grain
coarsening, or spheroidization of second
phases.

flow softening. Stress-strain behavior observed
under constant strain-rate conditions charac-
terized by decreasing flow stress with
increasing strain. Flow softening may result
from deformation heating as well as a num-
ber of microstructural sources, such as the
generation of a softer crystallographic texture
and the spheroidization of a lamellar phase.

flow stress. The uniaxial true stress required to
cause plastic deformation at a particular
value of strain, strain rate, and temperature.

flow through. A forging defect caused by metal
flow past the base of a rib with resulting rup-
ture of the grain structure.

fluid-cell process. A modification of the Guerin
process for forming sheet metal, the fluid-cell
process uses higher pressure and is primarily
designed for forming slightly deeper parts,
using a rubber pad as either the die or punch.
A flexible hydraulic fluid cell forces an

auxiliary rubber pad to follow the contour
of the form block and exert a nearly uniform
pressure at all points on the workpiece. See
also fluid forming and rubber-pad forming.

fluid forming. A modification of the Guerin
process, fluid forming differs from the fluid-
cell process in that the die cavity, called a
pressure dome, is not completely filled with
rubber but with hydraulic fluid retained by a
cup-shaped rubber diaphragm.

fluting. A series of sharp parallel kinks or
creases that can occur when sheet steel is
formed clylindrically. Fluting is caused by
inhomogeneous yielding of these sheets.

foil. Metal in sheet form less than 0.15 mm
(0.006 in.) thick.

fold. A forging defect caused by folding metal
back onto its own surface during its flow in
the die cavity.

forgeability. Term used to describe the relative
ability of material to deform without fracture.
Also describes the resistance to flow from
deformation.

forging. The process of working metal to a
desired shape by impact or pressure in ham-
mers, forging machines (upsetters), presses,
rolls, and related forming equipment.
Forging hammers, counterblow equipment,
and high-energy-rate forging machines apply
impact to the workpiece, while most other
types of forging equipment apply squeeze
pressure in shaping the stock. Some metals
can be forged at room temperature, but most
are made more plastic for forging by heating.

forging dies. Forms for making forgings; they
generally consist of a top and bottom die.
The simplest will form a completed forging
in a single impression; the most complex,
consisting of several die inserts, may have a
number of impressions for the progressive
working of complicated shapes. Forging dies
are usually in pairs, with part of the impres-
sion in one of the blocks and the rest of the
impression in the other block.

forging plane. In forging, the plane that
includes the principal die face and is perpen-
dicular to the direction of ram travel. When
the parting surfaces of the dies are flat, the
forging plane coincides with the parting line.
Contrast with parting plane.

forging quality. Term used to describe stock of
sufficient quality to make it suitable for com-
mercially satisfactory forgings.

forging stock. A wrought rod, bar, or other sec-
tion suitable for subsequent change in cross
section by forging.

formability. The ease with which a metal can
be shaped through plastic deformation. Eval-
uation of the formability of a metal involves
measurement of strength, ductility, and the
amount of deformation required to cause
fracture. The term workability is used inter-
changeably with formability; however, form-
ability refers to the shaping of sheet metal,
while workability refers to shaping materials
by bulk forming. See also forgeability.

formability-limit diagram. An empirical curve
showing the biaxial strain levels beyond
which failure may occur in sheet metal form-
ing. The strains are given in terms of major
and minor strains measured from deformed
circles, previously printed onto the sheet.

formability parameters. Material parameters
that can be used to predict the ability of sheet
metal to be formed into a useful shape.

forming. The plastic deformation of a billet or
a blanked sheet between tools (dies) to obtain
the final configuration. Metalforming pro-
cesses are typically classified as bulk forming
and sheet forming. Also referred to as
metalworking.

forming-limit diagram (FLD) or forming-
limit curve (FLC). An empirical curve in
which the major strains at the onset of neck-
ing in sheet metal are plotted vertically and
the corresponding minor strains are plotted
horizontally. The onset-of-failure line divides
all possible strain combinations into two
zones: the safe zone (in which failure during
forming is not expected) and the failure zone
(in which failure during forming is
expected).

form rolling. Hot rolling to produce bars hav-
ing contoured cross sections; not to be con-
fused with the roll forming of sheet metal
or with roll forging.

forward extrusion. Same as direct extrusion.
See also extrusion.

fracture. The irregular surface produced when
a piece of metal is broken.

fracture criterion. A mathematical relationship
among stresses, strains, or a combination of
stresses and strains that predicts the occurrence
of ductile fracture. Should not be confused with
fracture mechanics equations, which deal with
more brittle types of fracture.

fracture-limit line. An experimental method
for predicting surface fracture in plastically
deformed solids. Is related to the forming-
limit diagram used to predict failures in sheet
forming.

fracture load. The load at which splitting
occurs.

fracture-mechanism map. Strain rate/tempera-
ture map that describes regimes under which
different damage and failure mechanisms are
operative under either forming or service
conditions.

fracture strain («f). The true strain at fracture
defined by the relationship:

ef¼ In
Initial cross� sectional area

Final cross� sectional area

� �

fracture strength. The engineering stress at
fracture, defined as the load at fracture
divided by the original cross-sectional area.
The fracture strength is synonymous with
the breaking strength.

fracture stress. The true stress at fracture,
which is the load for fracture divided by the
final cross-sectional area.
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fracture toughness. Ageneric term formeasures
of resistance to extension of a crack. The term is
sometimes restricted to results of fracture
mechanics tests, which are directly applicable
in fracture control. However, the term com-
monly includes results from simple tests of
notched or precracked specimens not based on
fracture mechanics analysis. Results from tests
of the latter type are often useful for fracture
control, based on either service experience or
empirical correlations with fracture mechanics
tests. See also stress-intensity factor.

free bending. A bending operation in which the
sheet metal is clamped at one end and
wrapped around a radius pin. No tensile force
is exerted on the ends of the sheet.

friction. The resisting force tangential to the
common boundary between two bodies
when, under the action of an external force,
one body moves or tends to move relative
to the surface of the other.

friction coextrusion. A solid core along with a
tube made of a cladding material is friction
extruded.

friction extrusion. A rotating round bar is
pressed against a die to produce sufficient
frictional heating to allow softened material
to extrude through the die.

friction hill. Shape of the normal pressure-
position plot that pertains to the axisymmet-
ric and plane-strain forging of simple and
complex shapes. The pressure is approxi-
mately equal to the flow stress at the edge
of the forging and increases toward the cen-
ter, thus producing the characteristic hilllike
shape. The exact magnitude of the increase
in pressure is a function of interface friction
and the diameter-to-thickness or width-to-
thickness ratio of the forging.

friction shear factor. Interface friction coeffi-
cient for which the interface shear stress is
taken to be proportional to the flow stress
divided by

ffiffiffi
3

p
. The proportionality constant

is called the friction shear factor (or interface
friction factor) and is usually denoted as m.
The friction shear factor takes on values
between 0 (perfect lubrication) and 1 (stick-
ing friction) during metalworking. See also
Coulomb friction.

Fukui cup test. A cupping test combining
stretchability and drawability in which a
round-nosed punch draws a circular blank into
a conical-shaped die until fracture occurs at
the nose. Various parameters from the test are
used as the criterion of formability.

fuzzy logic. The use of fuzzy sets in the repre-
sentation and manipulation of vague infor-
mation for the purpose of making decisions
or taking actions. Fuzzy logic enables com-
puters to make decisions based on informa-
tion that is not clearly defined.

G

gage. (1) The thickness of sheet or the diameter
of wire. The various standards are arbitrary

and differ with regard to ferrous and nonfer-
rous products as well as sheet and wire. (2)
An aid for visual inspection that enables an
inspector to determine more reliably whether
the size or contour of a formed part meets
dimensional requirements.

gage length. The original length of that part of
a test specimen over which strain or other
characteristics are measured.

galling. A condition whereby excessive friction
between high spots results in localized weld-
ing with subsequent spalling and further
roughening of the rubbing surface(s) of one
or both of two mating parts.

Gaussian distribution. See normal distribution.
grain. An individual crystal in a polycrystalline
metal or alloy.

grain boundary. A narrow zone in a metal or
ceramic corresponding to the transition from
one crystallographic orientation to another,
thus separating one grain from another; the
atoms in each grain are arranged in an
orderly pattern.

grain-boundary sliding. The sliding of grains
past each other that occurs at high temperature.
Grain-boundary sliding is common under creep
conditions in service, thus leading to internal
damage (e.g., cavities) or total failure, and dur-
ing superplastic forming, in which undesirable
cavitation may also occur if diffusional or
deformation processes cannot accommodate
the sliding at a sufficient rate.

grain growth. The increase in the average size of
grains in a crystalline aggregate during anneal-
ing (static conditions) or deformation (dynamic
conditions). The driving force for grain growth
is the reduction in total grain-boundary area
and its associated surface energy.

grain size. A measure of the area or volume of
grains in a polycrystalline material, usually
expressed as an average when the individual
sizes are fairly uniform.

gridding. Imprinting an array of repetitive geo-
metrical patterns on a sheet prior to forming
for subsequent determination of deformation.
Imprinting techniques include: (1) Electro-
chemical marking (also called electrochemi-
cal or electrolytic etching)—a grid-
imprinting technique using electrical current,
an electrolyte, and an electrical stencil to
etch the grid pattern into the blank surface.
A contrasting oxide usually is redeposited
simultaneously into the grid. (2) Photo-
print—a technique in which a photosensitive
emulsion is applied to the blank surface, a
negative of the grid pattern is placed in con-
tact with the blank, and the pattern is trans-
ferred to the sheet by a standard
photographic printing practice. (3) Ink
stamping. (4) Lithographing.

gripper dies. The lateral or clamping dies used
in a forging machine or mechanical upsetter.

Guinier-Preston (G-P) zone. A small precipi-
tation domain in a supersaturated metallic
solid solution. A G-P zone has no well-
defined crystalline structure of its own and

contains an abnormally high concentration
of solute atoms. The formation of G-P zones
constitutes the first stage of precipitation and
is usually accompanied by a change in prop-
erties of the solid solution in which they
occur.

H

Hall-Petch dependence. A reflection of the
effect of grain size on the yield strength of
a metal. It states that the yield strength is
inversely proportional to the square root of
the grain size.

Hall-Petch relationship. A general relation-
ship for metals that shows that the yield
strength is linearly related to the reciprocal
of the square root of the grain diameter.

hammering. The working of metal sheet into a
desired shape over a form or on a high-speed
hammer and a similar anvil to produce the
required dishing or thinning.

hand forge (smith forge). A forging operation
in which forming is accomplished on dies
that are generally flat. The piece is shaped
roughly to the required contour with little or
no lateral confinement; operations involving
mandrels are included. The term hand forge
refers to the operation performed, while hand
forging applies to the part produced.

hardness test. A test to measure the resistance
to indentation of a material. Tests for sheet
metal include Rockwell, Rockwell Superfi-
cial, Tukon, and Vickers.

Hartmann lines. See L€uders lines.
heading. The upsetting of wire, rod, or bar
stock in dies to form parts that usually con-
tain portions that are greater in cross-sec-
tional area than the original wire, rod, or bar.

healed-over scratch. A scratch that occurred
during previous processing and was partially
obliterated in subsequent rolling.

hemming. A bend of 180� made in two steps.
First, a sharp-angle bend is made; next, the
bend is closed using a flat punch and a die.

high-angle boundary. Boundary separating
adjacent grains whose misorientation is at
least 15�.

high-energy-rate forging. The production of
forgings at extremely high ram velocities
resulting from the sudden release of a com-
pressed gas against a free piston. Forging is
usually completed in one blow. Also known
as HERF processing, high-velocity forging,
and high-speed forging.

high-energy-rate forming. A group of forming
processes that applies a high rate of strain to
the material being formed through the appli-
cation of high rates of energy transfer. See
also high-energy-rate forging and electro-
magnetic forming.

hodograph. A curve traced in the course of
time by the tip of a vector representing some
physical quantity. In particular, the path
traced by the velocity vector of a given
particle.
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hole expansion test. A formability test in
which a tapered punch is forced through a
punched or a drilled and reamed hole, forcing
the metal in the periphery of the hole to
expand in a stretching mode until fracture
occurs.

hole flanging. The forming of an integral collar
around the periphery of a previously formed
hole in a sheet metal part.

homogenization. Heat treatment used to reduce
or eliminate nonuniform chemical composi-
tion that develops on a microscopic scale
(microsegregation) during the solidification
processing of ingots and castings. Homogeni-
zation is commonly used for aluminum
alloys and nickel-base superalloys.

Hooke’s law. A generalization applicable to all
solid material, which states that stress is
directly proportional to strain and is
expressed as:

Stress=strain ¼ �=e ¼ Constant ¼E

where E is the modulus of elasticity
(Young’s modulus). The constant relation-
ship between stress and strain applies only
below the proportional limit.

hot forming. See hot working. Similar to hot
sizing, however, the forming is done at tem-
peratures above the annealing temperature,
and deformation is usually larger.

hot isostatic pressing (HIP). A process for
simultaneously heating and forming a pow-
der metallurgy compact in which metal pow-
der, contained in a sealed flexible mold, is
subjected to equal pressure from all direc-
tions at a temperature high enough for full
consolidation to take place. Hot isostatic
pressing is also frequently used to seal resid-
ual porosity in castings and to consolidate
metal-matrix composites. A process that sub-
jects a component (casting, powder forgings,
etc.) to both elevated temperature and iso-
static gas pressure in an autoclave. The most
widely used pressurizing gas is argon. When
castings are hot isostatically pressed, the
simultaneous application of heat and pressure
virtually eliminates internal voids and micro-
porosity through a combination of plastic
deformation, creep, and diffusion.

hot rolled sheet. Steel sheet reduced to
required thickness at a temperature above
the point of scaling and therefore carrying
hot mill oxide. The sheet may be flattened
by cold rolling without appreciable reduction
in thickness or by roller leveling, or both.
Depending on the requirements, hot rolled
sheet can be pickled to remove hot mill oxide
and is so produced when specified.

hot shortness. A tendency for some alloys to
separate along grain boundaries when
stressed or deformed at temperatures near
the melting point. Hot shortness is caused
by a low-melting constituent, often present
only in minute amounts, that is segregated
at grain boundaries.

hot size. A process where a preformed part is
placed into a hot die above the annealing
temperature to set the shape and remove
springback tendencies.

hot strip or pickle line scratch. Scratches that
are superficially similar to slivers or skin
laminations but originate from mechanical
scoring of the strip in the hot mill, pickle
line, or slitter.

hot upset forging. A bulk forming process for
enlarging and reshaping some of the cross-
sectional area of a bar, tube, or other product
form of uniform (usually round) section. It is
accomplished by holding the heated forging
stock between grooved dies and applying
pressure to the end of the stock, in the direc-
tion of its axis, by the use of a heading tool,
which spreads (upsets) the end by metal dis-
placement. Also called hot heading or hot
upsetting. See also heading and upsetting.

hot working. The plastic deformation of metal
at such a temperature and strain rate that
recrystallization or a high degree of recovery
takes place simultaneously with the deforma-
tion, thus avoiding any strain hardening.
Also referred to as hot forging and hot form-
ing. Contrast with cold working.

hub. A boss that is in the center of a forging
and forms a part of the body of the forging.

hubbing. The production of die cavities by
pressing a male master plug, known as a
hub, into a block of metal.

hydrodynamic lubrication. A system of lubri-
cation in which the shape and relative motion
of the sliding surfaces causes the formation
of a liquid film having sufficient pressure to
separate the surfaces. See also elastohydro-
dynamic lubrication.

hydrostatic extrusion. A method of extruding
a billet through a die by pressurized fluid
instead of the ram used in conventional
extrusion.

hydrostatic stress. The average value of the
three normal stresses. The hydrostatic stress
is a quantity that is invariant relative to the
orientation of the coordinate system in which
the stress state is defined.

I

IACS. See percent IACS (%IACS).
impact extrusion. The process (or resultant
product) inwhich a punch strikes a slug (usually
unheated) in a confining die. The metal flow
maybe either betweenpunch and die or through
another opening. The impact extrusion of
unheated slugs is often called cold extrusion.

impact line. A blemish on a drawn sheet metal
part caused by a slight change in metal thick-
ness. The mark is called an impact line when
it results from the impact of the punch on the
blank; it is called a recoil line when it results
from transfer of the blank from the die to the
punch during forming, or from a reaction to
the blank being pulled sharply through the
draw ring.

impact strength. A measure of the resiliency
or toughness of a solid. The maximum force
or energy of a blow (given by a fixed proce-
dure) that can be withstood without fracture,
as opposed to fracture strength under a
steady applied force.

impression. A cavity machined into a forging
die to produce a desired configuration in the
workpiece during forging.

inclusion. A physical and mechanical discon-
tinuity occurring within a material or part,
usually consisting of solid, encapsulated
foreign material. Inclusions are often capa-
ble of transmitting some structural stresses
and energy fields, but to a noticeably
different degree than from the parent
material.

increase in area. An indicator of sheet metal
forming severity based on percentage
increase in surface area measured after
forming.

induction. The process of finding a desired
property by assuming that that property is
true and then finding the necessary condi-
tions under which it must be true. Induction
is the process of assuming the desired mate-
rial performance is true and then finding the
properties, microstructure, and processing
conditions that are required. Compare with
deduction. Adapted from Ref 2

ingot. A casting intended for subsequent roll-
ing, forging, or extrusion.

ingot conversion. A primary metalworking
process that transforms a cast ingot into a
wrought mill product.

ingot metallurgy. A processing route consist-
ing of casting an ingot that is subsequently
converted into mill products via deformation
processes.

inoculant. Materials that, when added to mol-
ten metal, modify the structure and thus
change the physical and mechanical proper-
ties to a degree not explained on the basis
of the change in composition resulting from
their use. Ferrosilicon-base alloys are com-
monly used to inoculate gray irons and duc-
tile irons.

intellectual property. Knowledge-based prop-
erty, usually represented by patents, copy-
rights, trademarks, or trade secrets.

interface heat-transfer coefficient (IHTC).
Coefficient defined as the ratio of the heat
flux across an interface to the difference in
temperature of material points lying on either
side of the interface. In bulk forming, the
IHTC is usually a function of the die and
workpiece surface conditions, lubrication,
interface pressure, amount of relative sliding,
and so on.

intermetallic alloy. A metallic alloy usually
based on an ordered, stoichiometric com-
pound (e.g., Fe3Al, Ni3Al, TiAl) and often
possessing exceptional strength and environ-
mental resistance at high temperatures,
unlike conventional (less highly alloyed) dis-
ordered metallic materials.
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interstitial-free steels. Steels where carbon and
nitrogen are removed in the steelmaking pro-
cess to very low levels, and any remaining inter-
stitial carbon and nitrogen is tied up with small
amountsof alloyingelements that formcarbides
and nitrides, that is, titanium and niobium.
Although these steels have low strength, they
exhibit exceptional formability.

ionic bond. (1) A type of chemical bonding in
which one or more electrons are transferred
completely from one atom to another, thus
converting the neutral atoms into electrically
charged ions. These ions are approximately
spherical and attract each other because of
their opposite charges. (2) A primary bond
arising from the electrostatic attraction
between two oppositely charged ions.

ironing. An operation used to increase the
length of a tube or cup through reduction of
wall thickness and outside diameter, the
inner diameter remaining unchanged.

isostatic pressing. A process for forming a
powder metallurgy compact/metal-matrix
composite or for sealing casting porosity by
applying pressure equally from all directions.
See also hot isostatic pressing (HIP).

isothermal forging. A hot forging process in
which a constant and uniform temperature
is maintained in the workpiece during
forging by heating the dies to the same tem-
perature as the workpiece.

isothermal transformation (IT) diagram. A
diagram that shows the isothermal time
required for transformation of austenite to
begin and to finish as a function of
temperature.

isotropy. The condition in which the properties
are independent of the direction in which
they are measured.

J

J-integral. A mathematical expression involv-
ing a line or surface integral that encloses
the crack front from one crack surface to
the other, used to characterize the fracture
toughness of a material having appreciable
plasticity before fracture. The J-integral
eliminates the need to describe the behavior
of the material near the crack tip by consider-
ing the local stress-strain field around the
crack front; JIc is the critical value of the J-
integral required to initiate growth of a pre-
existing crack.

Joffe effect. Change in mechanical properties,
especially the fracture strength, resulting
from testing in an environment that modifies
the surface characteristics of the material.

K

Keeler-Goodwin diagram. The forming-limit
diagram for low-carbon steel commonly used
for sheet metal forming.

kinetics. Term describing the rate at which
a metallurgical process (e.g., recovery,

recrystallization, grain growth, phase trans-
formation) occurs as a function of time or,
if during deformation, of strain.

kinks. Sharp bends or buckles caused by loca-
lized plastic deformation of a sheet.

klink. An internal crack caused by too rapid
heating of a large workpiece.

knockout. A mechanism for releasing work-
pieces from a die.

knockout mark. A small protrusion, such as a
button or ring of flash, resulting from depres-
sion of the knockout pin from the forging
pressure or the entrance of metal between
the knockout pin and the die.

knockout pin. A power-operated plunger
installed in a die to aid removal of the fin-
ished forging.

Kriging. An interpolation technique first used
in geostatistics to predict the location of ore
veins. It is named after D.G. Krige, a mining
engineer from South Africa.

Kronecker symbol. A second-order tensor, dij.
dij = 1 for i = j; dij = 0 for i 6¼ j.

kurtosis. A measure of whether a data distribu-
tion is peaked or flat relative to a normal dis-
tribution. Data sets with high kurtosis tend to
have a distinct peak near the mean and
decline rather rapidly. Data sets with low
kurtosis tend to have a flat top near the mean
rather than a sharp peak. Adapted from Ref 1

L

lancing. Cutting along a line in the workpiece
without detaching a slug from the blank.

laser cutting. A cutting process that severs
material with the heat obtained by directing
a laser beam against a metal surface. The
process can be used with or without an exter-
nally supplied shielding gas.

lateral extrusion. An operation in which the
product is extruded sideways through an ori-
fice in the container wall.

Latin hypercube design. An experimental
design consisting of n trials and for which each
factor has n distinct levels. Usually, the factor
levels are equally spaced. There is only one
sample in each row and each column. Latin
hypercube designs are especially useful for
computer experiments. Adapted from Ref 1

lattice. A regular geometrical arrangement of
points in space.

lattice constants. See lattice parameter.
lattice parameter. The length of any side of a
unit cell of a given crystal structure. The
term is also used for the fractional coordi-
nates x, y, z of lattice points when these are
variable.

leveling. The flattening of rolled sheet, strip, or
plate by reducing or eliminating distortions.

limiting dome height (LDH) test. A mechani-
cal test, usually performed unlubricated on
sheet metal, that simulates the fracture condi-
tions in a practical press-forming operation.
The results are dependent on the sheet
thickness.

limiting drawing ratio (LDR). See deforma-
tion limit.

linear elastic fracture mechanics. A method
of fracture analysis that can determine the
stress (or load) required to induce fracture
instability in a structure containing a crack-
like flaw of known size and shape. See also
stress-intensity factor.

liners. Thin strips of metal inserted between the
dies and the units into which the dies are
fastened.

location and scale parameters. A probability
distribution is characterized by location and
scale parameters, which are typically used
in modeling applications. The effect of the
location parameter is to translate the graph
of the probability density function, relative
to the standard normal distribution; that is,
a location parameter simply shifts the graph
left or right on the horizontal axis. The effect
of the scale parameter is to stretch out the
graph. A scale parameter greater than 1
stretches the probability density function. A
scale parameter less than 1 compresses the
probability density function. The compres-
sion approaches a spike as the scale parame-
ter goes to 0. A scale parameter of 1 leaves
the probability density function unchanged
(if the scale parameter is 1 to begin with).
Nonpositive scale parameters are not
allowed. The standard form of any distribu-
tion has location parameter 0 and scale
parameter 1. For the normal distribution, the
location and scale parameters correspond to
the mean and standard deviation, respec-
tively. However, this is not true for most
other distributions. Adapted from Ref 1

loose metal. A defect in an area of a stamping
where very little contour is present. The
metal in the area has not been stretched,
resulting in a shape with no stiffness. The
area may have waves in it or may sag so that
there is a dish in an area that is intended to be
flat or nearly flat. This defect differs from oil
canning in that the metal cannot be snapped
back into the desired shape when a load is
removed or reversed on the area.

low-angle boundary. Boundary separating
adjacent grains whose misorientation is less
than 15�. See also subgrain.

lubricant. A material applied to dies, molds,
plungers, or workpieces that promotes the
flow of metal, reduces friction and wear,
and aids in the release of the finished part.

lubricant residue. The carbonaceous residue
resulting from lubricant that is burned onto
the surface of a hot forged part.

L€uders lines. Elongated surface markings or
depressions, often visible with the unaided
eye, that form along the length of a round or
sheet metal tension specimen at an angle of
approximately 55� to the loading axis. Caused
by localized plastic deformation, they result
from discontinuous (inhomogeneous) yielding.
Also known as L€uders bands, Hartmann lines,
Piobert lines, or stretcher strains.
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lumped-parameter model. A mathematical
model in which the distributed properties of
physical quantities are replaced with their
lumped equivalents. When a problem can
be analyzed in terms of a finite number of
discrete elements, it can be expressed by
ordinary differential equations. To describe
the more realistic case of distributed para-
meters having many values spread over a
field in space requires the use of partial dif-
ferential equations.

M

machinability. The relative ease with which
material is removed from a solid by con-
trolled chip-forming in a machining process.

major strain. Largest principal strain in the
sheet surface. Often measured from the
major axis of the ellipse resulting from defor-
mation of a circular grid.

malleability. The characteristic of metals that
permits plastic deformation in compression
without fracture.

managing uncertainty. The process of balanc-
ing the needed accuracy of solution against
the cost of obtaining that solution.

mandrel. (1) A blunt-ended tool or rod used to
retain the cavity in a hollow metal product
during working. (2) A metal bar around
which other metal can be cast, bent, formed,
or shaped. (3) A shaft or bar for holding
work to be machined.

mandrel forging. The process of rolling or
forging a hollow blank over a mandrel to
produce a weldless, seamless ring or tube.

Mannesmann process. A process for piercing
tube billets in making seamless tubing. The
billet is rotated between two heavy rolls
mounted at an angle and is forced over a
fixed mandrel.

Marforming process. A rubber-pad forming
process developed to form wrinkle-free
shrink flanges and deep-drawn shells. It dif-
fers from the Guerin process in that the sheet
metal blank is clamped between the rubber
pad and the blankholder before forming
begins.

martensite. A generic term for microstructures
formed by diffusionless phase transformation
in which the parent and product phases have
a specific crystallographic relationship. Mar-
tensite is characterized by an acicular pattern
in the microstructure in both ferrous and non-
ferrous alloys. In alloys where the solute
atoms occupy interstitial positions in the
martensitic lattice (such as carbon in iron),
the structure is hard and highly strained; but
where the solute atoms occupy substitutional
positions (such as nickel in iron), the mar-
tensite is soft and ductile. The amount of
high-temperature phase that transforms to
martensite on cooling depends to a large
extent on the lower temperature attained,
there being a rather distinct beginning tem-
perature (Ms) and a temperature at which

the transformation is essentially complete
(Mf).

mass-conserving process. A manufacturing
process in which the mass of the starting
material is approximately equal to the mass
of the final product or part. Examples are
casting, precision forming, and powder
processes.

match. A condition in which a point in one die
half is aligned properly with the
corresponding point in the opposite die half,
within specified tolerance.

matched edges (match lines). Two edges of
the die face that are machined exactly at
90� to each other and from which all dimen-
sions are taken in laying out the die impres-
sion and aligning the dies in the forging
equipment.

material heat. The pedigree of the starting
stock or billet used to make a forging.

matrix phase. The continuous (interconnected)
phase in an alloy with two or more phases. In
cast or wrought materials, the matrix phase is
often comprised of the first phase to solidify.

mechanical texture. Directionality in the shape
and orientation of microstructural features
such as inclusions, grains, and so on.

mechanical working. The subjecting of mate-
rial to pressure exerted by rolls, hammers,
or presses in order to change the shape or
physical properties of the material.

mechanistic modeling. An approach that
requires a fundamental understanding of the
physics and chemistry governing the process.
These laws and principles are used to
describe the process and its parameters. The
results are then validated against controlled
test results.

mesh. (1) The number of screen openings per
linear inch of screen; also called mesh size.
(2) The screen number on the finest screen
of a specified standard screen scale through
which almost all of the particles of a powder
sample will pass.

metadata. Descriptive data about the material
for which data are reported. Metadata include
a complete description of the material (pro-
ducer, heat number, grade, temper, etc.), a
complete description of the test method, and
information about the test plan.

metal. An opaque lustrous elemental chemical
substance that is a good conductor of heat
and electricity and, when polished, a good
reflector of light. Most elemental metals are
malleable and ductile and are, in general,
denser than other elemental substances. As
to structure, metals may be distinguished
from nonmetals by their atomic binding and
electron availability. Metallic atoms tend to
lose electrons from the outer shells, the posi-
tive ions thus formed being held together by
the electron gas produced by the separation.
The ability of these “free electrons” to carry
an electric current, and the fact that this abil-
ity decreases as temperature increases, estab-
lish the prime distinctions of a metallic solid.

microalloyed steel. A low-to-medium-carbon
steel usually containing small alloying addi-
tions of niobium, vanadium, nitrogen, and
so on whose thermomechanical processing
is controlled to obtain a specific microstruc-
ture and thus a suite of properties.

microhardness test. An indentation test using
diamond indentors at very low loads, usually
in the range of 1 to 1000 g.

microstructure. The structure of polished and
etched metals as revealed by a microscope.

mill finish. A nonstandard (and typically non-
uniform) surface finish on mill products that
are delivered without being subjected to a
special surface treatment (other than a corro-
sion-preventive treatment) after the final
working or heat treating step.

mill product. Any commercial product of a
mill.

mill scale. The heavy oxide layer that forms
during the hot fabrication or heat treatment
of metals.

minimum bend radius. The smallest radius
about which a metal can be bent without
exhibiting fracture. It is often described in
terms of multiples of sheet thickness.

minor strain. The principal strain in the sheet
surface in a direction perpendicular to the
major strain. Often measured from the minor
axis of the ellipse resulting from deformation
of a circular grid.

mischmetal. From theGermanmischmetall, with
rootsmischen (tomix) andmetall (metal), it is a
natural mixture of rare earth metals containing
approximately 50 wt% Ce, 25% La, 15% Nd,
and 10% other rare earth metals, iron, and sili-
con. It is commonly used to make rare earth
additions to alloys (e.g., magnesium alloys),
rather than using more expensive pure forms
of the rare earth metals.

mismatch. The misalignment or error in regis-
ter of a pair of forging dies; also applied to
the condition of the resulting forging. The
acceptable amount of this displacement is
governed by blueprint or specification toler-
ances. Within tolerances, mismatch is a con-
dition; in excess of tolerance, it is a serious
defect. Defective forgings can be salvaged
by hot reforging operations.

misorientation. Angular difference between
the orientations of two grains adjacent to a
grain boundary, between a twin and its parent
matrix, and so on.

mitigating uncertainty. The process of remov-
ing uncertainty by refining the model(s), the
simulation(s), or the input variables.

mixed dislocation. Any combination of a screw
dislocation and an edge dislocation.

model. A physical, mathematical, or otherwise
logical representation of a system, entity,
phenomenon, or process.

modeling. Application of a standard, rigorous,
structured methodology to create and vali-
date a physical, mathematical, or otherwise
logical representation of a system, entity,
phenomenon, or process.
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modulus of elasticity (E). Themeasure of rigid-
ity or stiffness of a metal; the ratio of stress,
below the proportional limit, to the corre-
sponding strain. In termsof the stress-strain dia-
gram, the modulus of elasticity is the slope of
the stress-strain curve in the range of linear pro-
portionality of stress to strain. Also known as
Young’smodulus. Formaterials that do not con-
form to Hooke’s law throughout the elastic
range, the slope of either the tangent to the
stress-strain curve at the origin or at low stress,
the secant drawn from the origin to any speci-
fied point on the stress-strain curve, or the chord
connecting any two specific points on the stress-
strain curve is usually taken to be the modulus
of elasticity. In these cases, the modulus is
referred to as the tangent modulus, secant mod-
ulus, or chord modulus, respectively.

modulus of rigidity. See shear modulus.
Monte Carlo methods. A class of computa-
tional methods that rely on repeated random
sampling to compute results. This approach
is most useful when it is impossible or infea-
sible to compute an exact result when study-
ing systems with a large number of coupled
parameters. Adapted from Ref 3

Monte Carlo modeling. Numerical modeling
technique, based on statistical mechanics,
that can be used to describe the migration
of grain boundaries in polycrystalline aggre-
gates during annealing or deformation pro-
cesses and thus is applied to describe
recrystallization, grain growth, and the
accompanying evolution of texture. Also
referred to as the Potts technique.

m-value. See strain-rate sensitivity.

N

near-net shape forging. A forging produced
with a very small finish allowance over the
final part dimensions and requiring some
machining prior to use.

necking. (1) The reduction of the cross-sec-
tional area of metal in a localized area by
uniaxial tension or by stretching. (2) The
reduction of the diameter of a portion of the
length of a cylindrical shell or tube.

necklace recrystallization. Partial static or
dynamic recrystallization that nucleates hetero-
geneously on grain boundaries in various steels,
nickel-base superalloys, and so on. A micro-
structure of fine (necklace-like) grains lying on
the original grain boundaries is thus produced.

net shape forging. A forging produced to fin-
ished part dimensions that requires little or
no further machining prior to use.

neural network. Nonlinear regression-type
methodology for establishing the correlation
between input and output variables in a phys-
ical system. For example, neural networks
can be used to correlate processing variables
to microstructural features or microstructural
features to mechanical properties.

neuron. A node in a neural-network system
that can be considered as an internal variable

and whose value is a function of the neurons
in the previous layer.

Newtonian fluid. A fluid exhibiting Newtonian
viscosity wherein the shear stress is propor-
tional to the rate of shear.

no-draft (draftless) forging. A forging with
extremely close tolerances and little or no
draft that requires minimal machining to pro-
duce the final part. Mechanical properties can
be enhanced by closer control of grain flow
and by retention of surface material in the
final component.

nominal strain. The unit elongation given by
the change in length divided by the original
length. Also called engineering strain.

nominal stress. The unit force obtained when
the applied load is divided by the original
cross-sectional area. Also called engineering
stress.

nonfill (underfill). A forging condition that
occurs when the die impression is not
completely filled with metal.

normal anisotropy. A condition in which a
property or properties in the sheet thickness
direction differ in magnitude from the same
property or properties in the plane of the
sheet.

normal distribution. (1) The probability den-
sity function used to describe the various
properties of materials and the distribution
of most random variables encountered in
engineering design. (2) The general formula
for the probability density function of the
normal distribution is:

f ðxÞ ¼ e�ðx�mÞ2=ð2p2Þ

s
ffiffiffiffiffiffi
2p

p

where m is the location parameter, and s is
the scale parameter. The case where m =
0 and s = 1 is called the standard normal dis-
tribution. The equation for the standard nor-
mal distribution is:

f ðxÞ ¼ e�x2=2ffiffiffiffiffiffi
2p

p

The normal distribution is probably the
most important distribution in statistics. In
modeling applications, such as linear and
nonlinear regression, the error term is often
assumed to follow a normal distribution
with fixed location and scale. Adapted
from Ref 1

notching. An unbalanced shearing or blanking
operation in which cutting is done around
only three sides (usually) of a punch.

n-value. A term commonly referred to as the
strain-hardening exponent derived from the
relationship between true stress, s, with true
strain, e, given by s = Ken. Preferably called
the strain-hardening exponent.

O

objective function. Mathematical function
describing a desired material or process

characteristic whose optimization is the goal
of process design. In bulk forming, typical
objective functions may include forging
weight (minimum usually is best), die fill
(minimum underfill is best), and uniformity
of strain or strain rate (maximum uniformity
is best). In design optimization, it is the
grouping of design parameters that is
attempted to be maximized or minimized,
subject to the problem constraints. Also
known as criterion function.

offal. Sheet metal section trimmed or removed
from the sheet during the production of
shaped blanks or the formed part. Offal is
frequently used as stock for the production
of small parts.

offset. The distance along the strain coordinate
between the initial portion of a stress-strain
curve and a parallel line that intersects the
stress-strain curve at a value of stress (com-
monly 0.2%) that is used as a measure of
the yield strength. Used for materials that
have no obvious yield point.

offset yield strength. The stress at which the
strain exceeds by a specified amount (the off-
set) an extension of the initial proportional
portion of the stress-strain curve; expressed
in force per unit area.

Olsen ductility test. A cupping test in which a
piece of sheet metal, restrained except at the
center, is deformed by a standard steel ball
until fracture occurs. The height of the cup
at the time of fracture is a measure of the
ductility.

open-die forging. The hot mechanical forming
of metals between flat or shaped dies in
which metal flow is not completely
restricted. Also known as hand or smith
forging. See also hand forge (smith forge).

optimization. The process of searching for the
best combination of design parameters.
Design optimization suggests that, for a
given set of possible designs and design cri-
teria, there exists a single design that is best
or optimal.

orange peel. In metals, a surface roughening in
the form of a pebble-grained pattern that
occurs when a metal of unusually coarse
grain size is stressed beyond its elastic limit.

orientation-distribution function (ODF).
Mathematical function describing the nor-
malized probability of finding grains of given
crystallographic orientations/Euler angles.
Because crystallographic orientations are in
terms of Euler angles, the description of tex-
ture using ODFs is unambiguous, unlike pole
figures. See also texture, preferred orienta-
tion, and pole figure.

orthogonality. An experimental design is
orthogonal if the effects of any factor balance
out (sum to zero) across the effects of the
other factors. Adapted from Ref 1

Ostwald ripening. The increase in the average
size of second-phase particles, accompanied
by the reduction in their number, during
annealing, deformation, or high-temperature

Glossary of Terms / 681

www.iran-mavad.com 
مرجع مهندسى مواد و متالورژى



service exposure. Ostwald ripening leads to a
decrease in the total surface energy asso-
ciated with matrix-particle interfaces. Also
known as coarsening.

outliers. Observed values much lower or higher
than most other observations in a data set.
Values identified as outliers should be inves-
tigated. Data should be screened for outliers,
because they have substantial influence on
statistical analysis.

oxidation. A reaction where there is an increase
in valence resulting from a loss of electrons.
Such a reaction occurs when most metals or
alloys are exposed to atmosphere and the reac-
tion rate increases as temperature increases.

oxide-dispersion-strengthened (ODS) alloys.
A class of materials in which fine oxide par-
ticles are incorporated in metal powders,
compacted, and then fabricated into finished
forms by deformation processing. The result-
ing material has improved thermal softening
resistance with excellent thermal and electri-
cal conductivity. Examples are ODS copper
alloys and sintered aluminum powder.

oxidized surface. A tightly adhering oxide sur-
face layer that results in modified surface
color and reduced reflectivity. It is often
accompanied by surface penetration of oxide
that causes brittleness.

P

pack rolling. Hot, flat rolling process in which
the workpiece (or a stack of workpieces) in
the form of plate, sheet, or foil is encased
in a sacrificial can to reduce/eliminate con-
tamination (e.g., oxygen pickup) or poor
workability due to roll chill.

pancake forging. A rough forged shape, usu-
ally flat, that can be obtained quickly with
minimal tooling. Usually made by upsetting
a cylindrical billet to a large height reduction
in flat dies. Considerable machining is usu-
ally required to attain the finish size.

parting. A shearing operation used to produce
two or more parts from a stamping.

parting line. The line along the surface of a
forging where the dies meet, usually at the
largest cross section of the part. Flash is
formed at the parting line.

parting plane. The plane that includes the prin-
cipal die face and is perpendicular to the
direction of ram travel. When parting sur-
faces of the dies are flat, the parting plane
coincides with the parting line. Also referred
to as the forging plane.

pass. (1) A single transfer of metal through a
stand of rolls. (2) The open space between
two grooved rolls through which metal is
processed.

peak count. In surface measurements, the num-
ber of asperities above a given (defined)
height cut-off level and within a given width
cut-off. Frequency is taken at 50 min./in.

peak density. The average number of peaks
within the specified cut-off levels.

peak height. Peak-to-valley magnitude as
measured by a suitable stylus instrument. Peak
height is related to roughness height, depending
on uniformity of surface irregularities.

peen forming. A dieless, flexible-manufacturing
technique used primarily in the aerospace
industry for forming sheet metals by way of
the deformation imparted by the controlled-
velocity impact of balls.

percent IACS (%IACS). In 1913, values of
electrical conductivity were established and
expressed as a percent of a standard. The
standard chosen was an annealed copper wire
with a density of 8.89 g/cm3, a length of 1 m,
a weight of 12 g, with a resistance of 0.1532
O at 20 �C (70 �F). The 100% IACS (Interna-
tional Annealed Copper Standard) value was
assigned with a corresponding resistivity of
0.017241 Omm2/m. The percent IACS for
any material can be calculated by %IACS =
0.017241 Omm2/m � 100/volume resistivity.

perforating. The punching of many holes, usu-
ally identical and arranged in a regular pat-
tern, in a sheet, workpiece blank, or
previously formed part. The holes are usually
round but may be any shape. The operation is
also called multiple punching. See also
piercing.

permanent set. The deformation or strain
remaining in a previously stressed body after
release of the load.

permeability (magnetic). A general term used
to express various relationships between
magnetic induction and magnetizing force.
These relationships are either “absolute per-
meability,” which is a change in magnetic
induction divided by the corresponding
change in magnetizing force, or “specific
(relative) permeability,” the ratio of the abso-
lute permeability to the permeability of free
space.

phenomenological model. Empirical or data-
based modeling that relies on collecting data
from observations, specifying the correlation
structure between variables, using numerical
techniques to find parameters for the struc-
ture such that the correlation between the
data is maximized, and then validating the
model against a test data set.

phonon (wave). An organized movement of
atoms or molecules, such as a sound wave.

pickup. Small particles of oxidized metal
adhering to the surface of a mill product.

piercing. The general term for cutting (shearing
or punching) openings, such as holes and
slots, in sheet material, plate, or parts. This
operation is similar to blanking; the differ-
ence is that the slug or piece produced by
piercing is scrap, while the blank produced
by blanking is the useful part.

pilgering. Also called rocking or tube reducing.
The most common machines employ a set of
reciprocating grooved rolls and a tapered
mandrel. As the larger tube is fed into this
device, it is rolled in small increments to
the smaller size. Tube reducing is of

commercial importance for two reasons:
Very heavy reductions (up to 85%) can be
applied to mill length tubes, and the process
can be applied to the refractory alloys that
are difficult to cold draw because of high
power requirements. Adapted from Ref 1

pinchers. Surface defects having the appearance
of ripples or of elongated areas of variable sur-
face texture extending at an acute angle to the
sheet rolling direction and often branching.
Pinchers are usually caused by poor hot rolled
strip shape or improper drafting or incorrect
crown on the cold reduction mill. They are
sometimes referred to as feather pattern.

pinning. The retardation or complete cessation
of grain growth during annealing or deforma-
tion by second-phase particles acting on
grain boundaries.

Piobert lines. See L€uders lines.
pit. A small, clean depression in a sheet surface
caused by the rolling-in of foreign particles
such as sand, steel, and so on that subse-
quently fall out.

planar anisotropy. A term indicating variation
in one or more physical or mechanical prop-
erties with direction in the plane of the sheet.
The planar variation in plastic strain ratio is
commonly designated as Dr, given by Dr =
(r0 + r90 � 2r45)/2. The earing tendency of
a sheet is related to Dr. As dr increases, so
does the tendency to form ears.

plane strain. Deformation in which the normal
and shear components associated with one of
the three coordinate directions are equal to
zero. Bulk forming operations that approxi-
mate plane-strain conditions include sheet
rolling and sheet drawing.

plane stress. Stress state in which the normal
and shear components of stress associated
with one of the three coordinate directions
are equal to zero. Most sheetforming opera-
tions are performed under conditions approx-
imating plane stress.

planishing. Smoothing a metal surface by roll-
ing, forging, or hammering; usually the last
pass or passes of a shaping operation.

plastic deformation. The permanent (inelastic)
distortion of metals under applied stresses
that strain the material beyond its elastic
limit. The ability of metals to flow in a plas-
tic manner without fracture is the fundamen-
tal basis for all metalforming processes.

plastic flow. The phenomenon that takes place
when metals or other substances are stretched
or compressed permanently without rupture.

plastic instability. The deformation stage dur-
ing which plastic flow is nonuniform and
necking occurs.

plasticity. The property of a material that
allows it to be repeatedly deformed without
rupture when acted upon by a force sufficient
to cause deformation and that allows it to
retain its shape after the applied force has
been removed.

plastic-strain ratio (r-value). Ameasure of nor-
mal plastic anisotropy is defined by the ratio of
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the true width strain to the true thickness strain
in a tensile test. The average plastic strain ratio,
rm, is determined from tensile samples taken in
at least three directions from the sheet rolling
direction, usually at 0, 45, and 90�. The rm is
calculated as rm = (r0 + 2r45 + r90)/4. The ratio
of the true width strain to the true thickness
strain in a sheet tensile test is r = ew/et. A form-
ability parameter that relates to drawing, it is
also known as the anisotropy factor. A high r-
value indicates a material with good drawing
properties.

ploughing. Plastic deformation of the surface
of the softer component of a friction pair.

point lattice. A set of points in space located so
that each point has identical surroundings.
There are 14 ways of so arranging points in
space, corresponding to the 14 Bravais lattices.

Poisson distribution. The Poisson distribution
is used to model the number of events occur-
ring within a given time interval. The for-
mula for the Poisson probability mass
function is:

pðx; lÞ ¼ e�llx

x!
for x ¼ 0; 1; 2; � � �

where l is the shape parameter, which indi-
cates the average number of events in the
given time interval. Adapted from Ref 1

Poisson’s ratio (n). The absolute value of the
ratio of transverse (lateral) strain to the
corresponding axial strain resulting from uni-
formly distributed axial stress below the pro-
portional limit of the material in a tensile test.

pole figure. Description of crystallographic tex-
ture based on a stereographic-projection repre-
sentation of the times-random probability of
finding a specific crystallographic pole with a
specific orientation relative to sample reference
directions. For axisymmetric components, the
sample reference directions are usually the axis
and two radial directions; for a sheet material,
the rolling, transverse, and sheet-normal direc-
tions are used. Because pole figures provide
information only with regard to the orientation
of one crystallographic pole, several pole fig-
ures or an orientation-distribution function
(derivable from pole-figure measurements) are
needed to fully describe crystallographic tex-
ture. See also orientation-distribution function.

polycrystalline aggregate. The collection of
grains/crystals that form a metallic material.

polygonization. A recovery-type process dur-
ing the annealing of a worked material in
which excess dislocations of a given sign
rearrange themselves into low-energy, low-
angle tilt boundaries.

population. A statistical concept describing the
total set of objects or observations under
consideration.

porosity. Fine holes or voids within a solid; the
amount of these pores is expressed as a per-
centage of the total volume of the solid.

postforming. Any treatment after the part has
been formed, such as annealing, trimming,
finishing, and so on.

powder forging. The plastic deformation of a
powder metallurgy compact or preform into
a fully dense finished shape by using com-
pressive force; usually done hot and within
closed dies.

powder metallurgy (PM). The technology and
art of producing metal powders and using
metal powders for production of mass mate-
rials and shaped objects.

precipitation hardening. Hardening in metals
caused by the precipitation of a constituent
from a supersaturated solid solution.

precision. In testing, a measure of the variabil-
ity that can be expected among test results.
The precision of an instrument indicates its
ability to reproduce a certain reading. Preci-
sion is the inverse of standard deviation. A
decrease in the scatter of test results is repre-
sented by a smaller standard deviation, lead-
ing directly to an increase in precision.

precision forging. A forging produced to closer
tolerances than normally considered standard
by the industry.

preferred orientation. Nonrandom distribution
of the crystallographic orientations of the
grains comprising a polycrystalline aggregate.

preform. (1) The forging operation in which
stock is preformed or shaped to a predeter-
mined size and contour prior to subsequent
die forging operations. When a preform oper-
ation is required, it will precede a forging
operation and will be performed in conjunc-
tion with the forging operation and in the
same heat. (2) The initially pressed powder
metallurgy compact to be subjected to
repressing.

prelubed sheet. A sheet or coil that has had a
lubricant applied during mill processing to
serve as a forming lubricant in the fabrication
plant.

press forging. The forging of metal between
dies by mechanical or hydraulic pressure;
usually accomplished with a single work
stroke of the press for each die station.

press forming. Any sheet metal forming opera-
tion performed with tooling by means of a
mechanical or hydraulic press.

pressing. The product or process of shallow
drawing sheet or plate.

press load. The amount of force exerted in a
given forging or forming operation.

principal strain. The normal strain on any of
three mutually perpendicular planes on
which no shear strains are present.

principal strain direction. The direction of
action of the normal strains.

principal stress. One of the three normal stres-
ses in the coordinate system in which all of
the shear stresses are equal to zero.

prior particle boundary (PPB). An apparent
boundary between the pre-existing powder
metal particles that is still evident within
the microstructure of consolidated powder
metallurgy products because of the presence
of carbide or other phases that form at these
boundaries.

probability density function (PDF). (1) A
mathematical function that, when integrated
between two limits, gives the probability
that a random variable assumes a value
between these limits. (2) For a continuous
function, the probability density function is
the probability that the variate has the value
x. For continuous distributions, the probabil-
ity at a single point is zero; this is often
expressed in terms of an integral between
two points:

Z b

a

f ðxÞdx ¼ Pr½a � X � b�

For a discrete distribution, the probability
density function is the probability that the
variate takes the value x:

f ðxÞ ¼ Pr½X ¼ x�

Probability distributions are typically defined
in terms of the probability density function.
Adapted from Ref 1

processing map. A map of strain rate versus
temperature that delineates the regions that
should be avoided in processing to prevent
the formation of poor microstructures or
voids or cracks. These maps are generally
created by the dynamic material modeling
method or by mapping extensive results of
processing experience.

process model. A mathematical description of
the physical behavior underlying a
manufacturing process that is used to predict
performance of the process in terms of
operating parameters. Most often, process
models are reduced to software and are
manipulated with computers.

process modeling. Computer simulation of
deformation, heat treating, and machining
processes for the purpose of improving pro-
cess yield and material properties.

profile (contour) rolling. In ring rolling, a pro-
cess used to produce seamless rolled rings
with a predesigned shape on the outside or
the inside diameter, requiring less volume
of material and less machining to produce
finished parts.

progressive die. A die planned to accomplish a
sequence of operations as a strip or sheet of
material is advanced from station to station,
manually or mechanically.

progressive forming. Sequential forming at
consecutive stations with a single die or sep-
arate dies.

projection welding. Electrical resistance weld-
ing in which the welds are localized at
embossments or other raised portions of the
sheet surface.

proof load. A predetermined load, generally
some multiple of the service load, to which
a specimen or structure is submitted before
acceptance for use.

proof stress. The stress that will cause a speci-
fied small permanent set in a material. A spe-
cified stress to be applied to a member or
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structure to indicate its ability to withstand
service loads.

proportional limit. The greatest stress a mate-
rial is capable of developing without a devia-
tion from straight-line proportionality
between stress and strain. See also elastic
limit and Hooke’s law.

punch. (1) The male part of a die—as distin-
guished from the female part, which is
called the die. The punch is usually the
upper member of the complete die assembly
and is mounted on the slide or in a die set
for alignment (except in the inverted die).
(2) In double-action draw dies, the punch
is the inner portion of the upper die, which
is mounted on the plunger (inner slide) and
does the drawing. (3) The act of piercing
or punching a hole. Also referred to as
punching.

punching. The die shearing of a closed contour
in which the sheared-out sheet metal part is
scrap.

punch nose radius. The shape of the punch
end, contacting the material being formed to
allow proper material flow or movement.

punch press. (1) In general, any mechanical
press. (2) In particular, an endwheel gap-
frame press with a fixed bed, used in
piercing.

Q

quarter hard. A temper of nonferrous alloys
and some ferrous alloys characterized by ten-
sile strength approximately midway between
that of dead soft and half-hard tempers.

quench aging. Hardening by precipitation that
results after the rapid cooling from solid
solution to a temperature below which the
elements of a second phase become supersat-
urated. Precipitation occurs after the applica-
tion of higher temperatures and/or times and
causes increases in yield strength, tensile
strength, and hardness.

quenching. Rapid cooling of metals from a
suitable elevated temperature, generally
accomplished by immersion in water, oil,
polymer solution, or salt, although forced
air is sometimes used.

R

rabbit ear. Recess in the corner of a metal-
forming die to allow for wrinkling or folding
of the blank.

radial draw forming. The forming of sheet
metals by the simultaneous application of
tangential stretch and radial compression
forces. The operation is done gradually by
tangential contact with the die member. This
type of forming is characterized by very
close dimensional control.

radial forging. A process using two or more
moving anvils or dies for producing shafts
with constant or varying diameters along
their length or tubes with internal or external

variations in diameter. Often incorrectly
referred to as rotary forging.

radial roll (main roll, king roll). The primary
driven roll of the rolling mill for rolling rings
in the radial pass. The roll is supported at
both ends.

ram. The moving or falling part of a drop ham-
mer or press to which one of the dies is
attached; sometimes applied to the upper flat
die of a steam hammer. Also referred to as
the slide.

R-curve. In fracture mechanics, a plot of crack-
extension resistance as a function of stable
crack extension, which is the difference
between either the physical crack size or the
effective crack size and the original crack
size. R-curves normally depend on specimen
thickness and, for some materials, on temper-
ature and strain rate.

recovery. Process occurring during annealing
following cold or hot working of metals in
which defects such as dislocations are elimi-
nated or rearranged by way of mechanisms
such as dipole annihilation, the formation of
subgrains, and subgrain growth. Recovery
usually leads to a reduction in stored energy,
softening, reduction or elimination of resid-
ual stresses, and, in some instances, changes
in physical properties. Recovery may also
serve as a precursor to static recrystallization
at sufficient levels of prior cold or hot work.
See also dynamic recovery.

recrystallization. A process of nucleation and
growth of new strain-free grains or crystals in
a material. This process occurs upon heating
above the recrystallization temperature
(approximately 40% of the metal absolute
melting temperature) during/after hot working
or during annealing after coldworking. Recrys-
tallization can be dynamic (occurring during
straining), static (occurring following deforma-
tion, typically during heat treatment), or meta-
dynamic (occurring immediately after
deformation due to the presence of recrystalli-
zation nuclei formed during deformation).

recrystallization texture. Crystallographic tex-
ture formed during static or dynamic recrys-
tallization. The specific texture components
that are formed are dependent on the nature
of the stored work driving recrystallization
and the nucleation and growth mechanisms
that underlie recrystallization.

redrawing. The second and successive deep-
drawing operations in which cuplike shells
are deepened and reduced in cross-sectional
dimensions.

reduction. (1) In cupping and deep drawing, a
measure of the percentage of decrease from
blank diameter to cup diameter, or of the
diameter reduction in redrawing. (2) In
forging, extrusion, rolling, and drawing,
either the ratio of the original to the final
cross-sectional area or the percentage of
decrease in cross-sectional area.

reduction in area. The difference between the
original cross-sectional area and the smallest

area at the point of rupture in a tensile test;
usually stated as a percentage of the original
area.

redundant work. Energy in addition to that
required for uniform flow expended during
processing due to inhomogeneous
deformation.

relative density. Ratio of density to pore-free
density.

relief. Clearance obtained by removing mate-
rial, either behind or beyond the cutting edge
of a punch or die.

repressing. The application of pressure to a
sintered compact; usually done to improve a
physical or mechanical property or for
dimensional accuracy.

rerolling quality. Rolled billets from which the
surface defects have not been removed or
completely removed.

residual stress. An elastic stress that exists in a
solid body without an imposed external
force. Residual stresses often result from
forming or thermal processing and are caused
by such factors as cold working, phase
changes, temperature gradients, or rapid
cooling.

response surface modeling. A statistical, math-
ematical, or graphical model that describes the
variation of the response variable in terms of
the parameters of the problem.

restriking. (1) The striking of a trimmed but
slightly misaligned or otherwise faulty
forging with one or more blows to improve
alignment, improve surface condition, main-
tain close tolerances, increase hardness, or
effect other improvements. (2) A sizing oper-
ation in which coining or stretching is used to
correct or alter profiles and to counteract dis-
tortion. (3) A salvage operation following a
primary forging operation in which the parts
involved are rehit in the same forging die in
which the pieces were last forged.

retained austenite. An amount of the high-
temperature face-centered cubic phase of
iron (austenite) that does not transform to
martensite (is retained) when quenched to
room temperature.

reverse drawing. Redrawing of a sheet metal
part in a direction opposite to that of the orig-
inal drawing.

reverse flange. A sheet metal flange made by
shrinking, as opposed to one formed by
stretching.

reverse redrawing. An operation after the first
drawing operation in which the part is turned
inside out by inverting and redrawing, usu-
ally in another die, to a smaller diameter.

rheology. The science of deformation and the
flow of matter.

ring compression test. A workability test that
uses the expansion or contraction of the hole
in a thin compressed ring to measure the fric-
tional conditions. The test can also be used to
determine the flow stress.

ring rolling. The process of shaping weldless
rings from pierced disks or shaping
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thick-walled ring-shaped blanks between
rolls that control wall thickness, ring diame-
ter, height, and contour.

robust design. Designing products or processes
so that they are minimally affected by
uncertainty.

rod. A solid round section 9.5 mm (3/8 in.) or
less in diameter whose length is greater in
relation to its diameter.

roll. Tooling used in the rolling process to
deform material stock.

roll bending. The curving of sheets, bars, and
sections by means of rolls.

rolled-in scale. Localized areas of heavy oxide
not removed by the hot mill descaling sprays
and rolled out to elongated streaks during
further processing.

roller leveling. Leveling by passing flat sheet
metal stock through a machine having a
series of small-diameter staggered rolls that
are adjusted to produce repeated reverse
bending.

roll feed. Amechanism for feeding strip or sheet
stock to a press or other machine. The stock
passes between two revolving rolls mounted
one above the other, which feed it under the
dies a predetermined length at each stroke of
the press. Two common types of drive are
the oscillating-lever type and the rack-and-
pinion type. The single-roll feed may be used
to either push or pull the stock to or from the
press. The double-roll feed is commonly used
with wider presses (left to right) or in other
cases where a single-roll feed is impractical.

roll flattening. The flattening of sheets that
have been rolled in packs by passing them
separately through a two-high cold mill with
virtually no deformation. Not to be confused
with roller leveling.

roll forging. A process of shaping stock
between two driven rolls that rotate in oppo-
site directions and have one or more match-
ing sets of grooves in the rolls; used to
produce finished parts of preforms for
subsequent forging operations.

roll former. A device with three or more rolls
positioned to progressively plastically form
sheet or strip metal into curved or linear
shapes.

roll forming. A process in which coil sheet or
strip metal is formed by a series of shaped
rolls into the desired configuration. Metal-
forming through the use of power-driven
rolls whose contour determines the shape of
the product; sometimes used to denote power
spinning.

rolling. The reduction of the cross-sectional
area of metal stock, or the general shaping
of metal products, through the use of rotating
rolls.

rolling mandrel. In ring rolling, a vertical roll
of sufficient diameter to accept various sizes
of ring blanks and to exert rolling force on
an axis parallel to the main roll.

rolling mills. Machines used to decrease the
cross-sectional area of metal stock and to

produce certain desired shapes as the metal
passes between rotating rolls mounted in a
framework comprising a basic unit called a
stand. Cylindrical rolls produce flat shapes;
grooved rolls produce rounds, squares, and
structural shapes.

roll mark. A mark in light relief on the sheet
surface produced by an indentation in the
cold reduction mill work roll surface.

roll straightening. The straightening of metal
stock of various shapes by passing it through
a series of staggered rolls (the rolls usually
being in horizontal and vertical planes) or
by reeling in two-roll straightening machines.

roll threading. The production of threads by
rolling the piece between two grooved die
plates, one of which is in motion, or between
rotating grooved circular rolls.

roping. A surface defect consisting of a series
of generally parallel markings or ripples on
areas of rolled formed sheet parts that have
undergone substantial strain. The ripples are
always parallel to rolling direction.

rotary forging. A process in which the work-
piece is pressed between a flat anvil and a
swiveling (rocking) die with a conical work-
ing face; the platens move toward each other
during forging. Also called orbital forging.
Compare with radial forging.

rotary shear. A sheet metal cutting machine
with two rotating-disk cutters mounted on
parallel shafts driven in unison.

rotary swager. A swaging machine consisting
of a power-driven ring that revolves at high
speed, causing rollers to engage cam surfaces
and force the dies to deliver hammerlike blows
on the work at high frequency. Both straight
and tapered sections can be produced.

rotary swaging. A bulk forming process for
reducing the cross-sectional area or other-
wise changing the shape of bars, tubes, or
wires by repeated radial blows with one or
more pairs of opposed dies.

rotatability. An experimental design is rotat-
able if the variance of the predicted response
at any point x depends only on the distance
of x from the design center point. A design
with this property can be rotated around its
center point without changing the prediction
variance at x. Adapted from Ref 1

rough blank. A blank for a forming or drawing
operation, usually of irregular outline, with
necessary stock allowance for process metal,
which is trimmed after forming or drawing to
the desired size.

roughing stand. The first stand (or several
stands) of rolls through which a reheated bil-
let or slab passes in front of the finishing
stands. See also rolling mills.

roughness cut-off level. Terms used in the
measurement of surface roughness. (a) Width
cut-off: the greatest spacing of repetitive sur-
face irregularities used in the measurement
of roughness, usually 0.030 in. (b) Height
cut-off: the minimum surface irregularity in
peak count determinations, usually 50 min.

roughness height. The average height of sur-
face irregularities with reference to a mean
or nominal surface as determined by height
and width cut-offs. It may be expressed as
the deviation from the nominal surface, as
arithmetic average, or as root mean square.

rubber forming. A sheet metal forming process
in which rubber is used as a functional die part.

rubber-pad forming. A sheet metal forming
operation for shallow parts in which a con-
fined, pliable rubber pad attached to the press
slide (ram) is forced by hydraulic pressure to
become a mating die for a punch or group of
punches placed on the press bed or baseplate.
Developed in the aircraft industry for the
limited production of a large number of
diversified parts, the process is limited to
the forming of relatively shallow parts, nor-
mally not exceeding 40 mm (1.5 in.) deep.
Also known as the Guerin process. Varia-
tions of the Guerin process include the Mar-
forming process, the fluid-cell process, and
fluid forming.

run. The quantity produced in one setup.
r-value. The ratio of true width strain to true
thickness strain. Often called plastic-strain
ratio.

S

saddening. The process of lightly working an
ingot in the initial forging operation to break
up and refine the coarse, as-cast structure at
the surface.

scale parameter. See location and scale
parameters.

scale pattern. A transverse surface pattern on
cold rolled sheet caused by intermittent
removal of the scale in the scale-breaker
operation prior to pickling. The result is a
pattern of overpickled areas that are not
eliminated in cold reduction.

Schmid factor. In a uniaxial tension test, the
geometric factor that corresponds to the
product of the cosine of the angle between
the tension axis and the slip-plane normal
and the cosine of the angle between the ten-
sion axis and the slip direction. Often
denoted as m.

Schmid’s law. Criterion that slip in metallic
crystals is controlled by a critical resolved
shear stress that depends on specific material,
strain rate, and test temperature but is inde-
pendent of the stress normal to the slip plane.

scoring. (1) The marring or scratching of any
formed part by metal pickup on the punch
or die. (2) The reduction in thickness of a
material along a line to weaken it intention-
ally along that line.

scratches. Lines generally caused by sliding of
the sheet surface over sharp edges of proces-
sing equipment or over other sheets.

scratch resistance. The ability of a material to
resist scratching. It is a function of the mate-
rial hardness, although the lubricity of the
surface will also play a part.
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screw dislocation. A line imperfection that cor-
responds to the axis of a spiral structure in a
crystal and is characterized by a distortion
joining normally parallel lines together to
form a continuous helical ramp (with a pitch
of one interplanar distance) winding about
the dislocation.

screw press. A high-speed press in which the
ram is activated by a large screw assembly
powered by a drive mechanism.

scuffing. Localized damage caused by the occur-
rence of solid-phase welding between sliding
surfaces. No local surface melting occurs.

seam. A surface defect appearing as thin lines
in the rolling direction of sheet metals due
to voids elongated during rolling.

seaming. The process of joining sheet metal
parts by interlocking bends.

secant modulus. The slope of the secant drawn
from the origin to any specified point on the
stress-strain curve. See also modulus of
elasticity.

secondary recrystallization. See abnormal
grain growth.

secondary sheet. A shearing action that occurs
between soft work metal and a cutting edge
as a result of insufficient clearance.

secondary tensile stress. Tensile stress that
develops during a bulk deformation process
conducted under nominally compressive
loading due to nonuniform metal flow result-
ing from geometry, friction, or die-chilling
effects. Secondary tensile stresses are most
prevalent in open-die forging operations.

segregation. Anonuniform distribution of alloy-
ing elements, impurities, or microphases.

seizure. The stopping of relative motion
between two bodies as the result of severe
interfacial friction. Seizure may be accompa-
nied by gross surface welding.

semifinisher. An impression in a series of
forging dies that only approximates the finish
dimensions of the forging. Semifinishers are
often used to extend die life or the finishing
impression, to ensure proper control of grain
flow during forging, and to assist in obtaining
desired tolerances.

seminotching. A process similar to notching
except that the cutting operation is a partial
one only, permitting the cut shape to remain
with the blank or part.

set. The shape remaining in a stamped or press-
formed part after the punch force is removed.
See also permanent set.

severe plastic deformation. Processes of plastic
deformationwith accumulated natural logarith-
mic strains more than 4 that are usually used to
change material structure and properties.

shank. The portion of a die or tool by which it
is held in position in a forging unit or press.

shape distortion. A dimensional change due to
warping or bending resulting mainly from
thermal treatment.

shape fixability. The ability of a material to
retain the shape given to it by a forming
operation.

shaving. Backflow of the clad or sleeve mate-
rial during hydrostatic coextrusion.

shear. (1) A machine or tool for cutting metal
and other material by the closing motion of
two sharp, closely adjoining edges, for exam-
ple, squaring shear and circular shear. (2) An
inclination between two cutting edges, such
as between two straight knife blades or
between the punch cutting edge and the die
cutting edge, so that a reduced area will be
cut each time. This lessens the necessary
force but increases the required length of
the working stroke. This method is referred
to as angular shear. (3) The act of cutting
by shearing dies or blades, as in a squaring
shear. (4) The type of force that causes or
tends to cause two contiguous parts of the
same body to slide relative to each other in
a direction parallel to their plane of contact.

shear band. Region of highly localized shear
deformation developed during bulk forming
(and sometimes during sheet forming) as a
result of material properties (such as a high
flow-softening rate and low rate sensitivity
of the flow stress), metal flow geometry, fric-
tion, chilling, and so on.

shear burr. A raised edge resulting from metal
flow induced by blanking, cutting, or
punching.

shearing. A cutting operation in which the
work metal is placed between a stationary
lower blade and movable upper blade and
severed by bringing the blades together. Cut-
ting occurs by a combination of metal shear-
ing and actual fracture of the metal.

shear modulus (G). The ratio of shear stress to
the corresponding shear strain for shear stres-
ses below the proportional limit of the mate-
rial. Values of shear modulus are usually
determined by torsion testing. Also known
as modulus of rigidity.

shear strength. The maximum shear stress a
material can sustain. Shear strength is calcu-
lated from the maximum load during a shear
or torsion test and is based on the original
dimensions of the cross section of the
specimen.

shear stress. (1) A stress that exists when par-
allel planes in metal crystals slide across
each other. (2) The stress component tangen-
tial to the plane on which the forces act.

sheet. Any material or piece of uniform thick-
ness and of considerable length and width
as compared to its thickness. With regard to
metal, such pieces under 6.5 mm (¼ in.)
thick are called sheets, and those 6.5 mm
(¼ in.) thick and over are called plates. Occa-
sionally, the limiting thickness for steel to be
designated as sheet steel is No. 10 Manufac-
turer’s Standard Gage for sheet steel, which
is 3.42 mm (0.1345 in.) thick.

sheet forming. The plastic deformation of a
piece of sheet metal by tensile loads into a
three-dimensional shape, often without sig-
nificant changes in sheet thickness or surface
characteristics. Compare with bulk forming.

shell four-ball test. A lubricant test in which
three balls are clamped in contact, as in an
equilateral triangle. The fourth ball is held
in a rotating chuck and touches each of the
stationary balls. Load is applied through a
lever arm system that pushes the stationary
balls upward against the rotating ball.

shim. A thin piece of material used between
two surfaces to obtain a proper fit, adjust-
ment, or alignment.

shot peening. A method of cold working
metals in which compressive stresses are
induced in the exposed surface layers of parts
by impingement of a stream of shot (small
spherical particles), directed at the metal sur-
face at high velocity under controlled condi-
tions. It differs from blast cleaning in
primary purpose and in the extent to which
it is controlled to yield accurate and repro-
ducible results. Although shot peening cleans
the surface being peened, this function is
incidental. The major purpose of shot peen-
ing is to increase fatigue strength. Shot for
peening is made of iron, steel, or glass.

shrinkage. The contraction of metal during
cooling after hot forging. Die impressions
are made oversized according to precise
shrinkage scales to allow the forgings to
shrink to design dimensions and tolerances.

shrink flanging. The reduction of the length of
the free edge after the flanging process.

shuttle die. A multiple-station die in which the
separated workpieces are fed from station to
station by bars that are positioned in the die
proper. Also known as a transfer die.

sidepressing. A deformation process in which a
cylinder is laid on its side and deformed in
compression. It is a good test to evaluate
the tendency for fracture at the center of a
billet, or for evaluating the tendency to form
shear bands.

side thrust. The lateral force exerted between
the dies by reaction of a forged piece on the
die impressions.

single-stand mill. A rolling mill designed such
that the product contacts only two rolls at a
given moment.

sinking. The operation of machining the
impression of a desired forging into die
blocks.

sintering. The densification and bonding of
adjacent particles in a powder mass or com-
pact by heating to a temperature below the
melting point of the main constituent.

size effect. The behavior in which the dimen-
sions of the test specimen affect the value
of the mechanical property measured. Most
prominent for fatigue properties and strength
of brittle materials, where strength is lower
for large section size.

sizing. (1) Secondary forming or squeezing
operations needed to square up, set down,
flatten, or otherwise correct surfaces to pro-
duce specified dimensions and tolerances.
(2) Some burnishing, broaching, drawing,
and shaving operations are also called sizing.
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(3) A finishing operation for correcting oval-
ity in tubing. (4) Final pressing of a sintered
powder metallurgy part.

skewness. A measure of symmetry or the lack
of symmetry. A distribution is symmetric if
it looks the same on the left and right of the
center point. Adapted from Ref 1

skin lamination. A subsurface separation that
can result in surface rupture during forming.

slab. A flat-shaped semifinished rolled metal
ingot with a width not less than 250 mm
(10 in.) and a cross-sectional area not less
than 105 cm2 (16 in.2).

slabbing. The hot working of an ingot to a flat
rectangular shape.

sleeve. Outer layer of a coextruded or codrawn
product. See also clad.

slide. The main reciprocating member of a
press, guided in the press frame, to which
the punch or upper die is fastened; some-
times called the ram. The inner slide of a
double-action press is called the plunger or
punch-holder slide; the outer slide is called
the blankholder slide. The third slide of a tri-
ple-action press is called the lower slide, and
the slide of a hydraulic press is often called
the platen.

slide adjustment. The distance that a press slide
position can be altered to change the shut
height of the die space. The adjustment can
be made by hand or by power mechanism.

sliding friction test—flat dies. A test in which
a sheet steel sample is placed between two
flat, hardened die faces and pulled through
the dies under conditions that permit record-
ing of the load applied to the dies and the
force required to pull the strip.

sliding friction test—wedge dies. Similar to
the flat die test assembly except that one or
both of the flat dies has a wedge configura-
tion to confine the edges of the specimen.
This permits development of unit loadings
in excess of compressive strength of the
specimen, and cold reduction of drawn strip
is readily accomplished.

slip. Crystallographic shear process associated
with dislocation glide that underlies the large
plastic deformation of crystalline metals and
alloys. Slip is usually observed on close-
packed planes along close-packed directions,
in which case it is referred to as restricted
slip. In body-centered cubic materials, such
as alpha iron, slip occurs along several differ-
ent planes containing a close-packed direc-
tion and is referred to as pencil glide.

slip-line field. Graphical technique used to esti-
mate the deformation and stresses involved
in plane-strain metalforming processes.

slitting. Cutting or shearing along single lines to
cut strips from a sheet or to cut along lines of a
given length or contour in a sheet orworkpiece.

sliver. A surface defect consisting of an elon-
gated thin layer of partially attached metal.

slotting. A stamping operation in which elon-
gated or rectangular holes are cut in a blank
or part.

slug. (1) The metal removed when punching a
hole in a forging; also termed punchout. (2)
The forging stock for one workpiece cut to
length.

smith forging. See hand forge (smith forge).
smudge. A dark-appearing surface contamina-
tion on annealed sheet generally resulting
from cold-reduction oil residues or carbon
deposited from annealing gas with an unfa-
vorable CO/CO2 ratio. Smudge may
adversely affect painting or plating but may
be beneficial in the prevention of galling.

smut. A contaminant consisting of fine, dark-
colored particles on the surface of pickled
sheet products. This usually results from
heavy oxidation of the steel surface during
hot rolling.

snap through. Shock in a die due to the sudden
beginning and completion of fractures in cut-
ting dies, causing the compressed punch to
elastically snap into tension.

solid modeling. A form of computer modeling
in which the three-dimensional features of
the part or object are represented. With solid
modeling, a cut through the model reveals
interior details. The method also permits
accurate calculation of mass properties (e.g.,
mass and moment of inertia), and, with full
color, shading, and shadowing, it creates
realistic displays. Solid models may be
integrated with motion analysis software to
create realistic simulations. Solid models
may also be linked with finite-element
models.

sow block. A block of heat treated steel placed
between the anvil of the hammer and the
forging die to prevent undue wear to the
anvil. Sow blocks are occasionally used to
hold insert dies. Also called anvil cap.

space lattice. A set of equal and adjoining par-
allelepipeds formed by dividing space by
three sets of parallel planes, the planes in
any one set being equally spaced. There are
seven ways of so dividing space,
corresponding to the seven crystal system
structures. The unit parallelepiped is usually
chosen as the unit cell of the system. Due
to geometrical considerations, atoms can
only have one of 14 possible arrangements,
known as Bravais lattices.

spalling. The removal of small pieces of metal
from the working face of the die, usually as a
result of severe heat checking. Spalling is
most likely in hard materials with low
ductility.

spank. A press operation used to reform parts
that have already had their major contour
formed or drawn in the conventional manner.
The spank operation is often used where it is
not possible to produce the final contour,
such as sharp creases or corners, in a single
forming operation. It is also used at the end
of a production line where large sheet metal
parts have become distorted due to previous
operations, such as trimming, punching,
forming, and flanging. Spanking is used to

bring the panels back to the desired contour.
See also restriking.

special boundary. A grain boundary between
two grains whose crystallographic lattices
have a certain fraction (1/N, in which N is
an integer) of coincident lattice points. Such
boundaries, denoted using the notation SN,
may have low mobility and surface energy.

specific heat. Amount of heat required to
change the temperature of one unit weight
of a material by one degree.

specific modulus. The material elastic modulus
divided by the material density.

specific strength. The material strength divided
by the material density.

spheroidization. Process of converting a lamel-
lar, basketweave, or acicular second phase
into an equiaxed morphology via deforma-
tion, annealing, or a combination of deforma-
tion followed by annealing.

spinning. The forming of a seamless hollow
metal part by forcing a rotating blank to con-
form to a shaped mandrel that rotates con-
centrically with the blank. In the typical
application, a flat-rolled metal blank is forced
against the mandrel by a blunt, rounded tool;
however, other stock (notably, welded or
seamless tubing) can be formed. A roller is
sometimes used as the working end of the
tool.

spinoidal hardening. Strengthening caused by
the formation of a periodic array of coherent
face-centered cubic solid-solution phases on
a submicrostructural size level.

springback. The elastic recovery of metal after
stressing. The extent to which metal tends to
return to its original shape or contour after
undergoing a forming operation. This is com-
pensated for by overbending or by a second-
ary operation of restriking.

stacking-fault energy (SFE). The energy asso-
ciated with the planar fault formed by disso-
ciated dislocations in crystalline materials.
Low-SFE materials typically have wide
stacking faults, and high-SFE materials very
narrow or no stacking faults. The SFE affects
a number of material properties, such as
work-hardening rate and recrystallization.
Materials with low SFE undergo rapid dislo-
cation multiplication and hence show high
work-hardening rates and relative ease of
dynamic recrystallization because of the dif-
ficulty of dynamic recovery. Materials with
high SFE energies usually exhibit low
work-hardening rates because of the ease of
dynamic recovery and are difficult to
recrystallize.

stamping. A general term to denote all press-
working. In a more specific sense, stamping
is used to imprint letters, numerals, and tra-
demarks in sheet metal, machined parts, for-
gings, and castings. A tool called a stamp,
with the letter or number raised on its sur-
face, is hammered or forced into the metal,
leaving a depression on the surface in the
form of the letter or number.
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standard deviation. A measure of the disper-
sion of observed values or results from the
average, expressed as the positive square root
of the variance.

static friction. The force tangential to the inter-
face that is just sufficient to initiate relative
motion between two bodies under load.

sticker breaks. Repetitive transverse lines,
often curved, caused by localized welding of
coil wraps during annealing and subsequent
separation of these welded areas during an
uncoiling operation. Also referred to as sticker
marks.

stiffness. Resistance to elastic deformation.
stochastic search methods. A large group of
optimization techniques that uses probabilis-
tic methods. Two common methods are
genetic algorithms and simulated annealing.

stock. A general term used to refer to a supply
of metal in any form or shape and also to an
individual piece of metal that is formed,
forged, or machined to make parts.

stoichiometric. Having the precise weight rela-
tion of the elements in a chemical compound,
or quantities of reacting elements or com-
pounds being in the same weight relation as
the theoretical combining weight of the ele-
ments involved.

straightening. A finishing operation for cor-
recting misalignment in a forging or between
various sections of a forging.

strain. The unit of change in the size or shape
of a body due to force, in reference to its
original size or shape.

strain aging. The changes in ductility, hard-
ness, yield point, and tensile strength that
occur when a metal or alloy that has been
cold worked is stored for some time. In steel,
strain aging is characterized by a loss of duc-
tility and a corresponding increase in hard-
ness, yield point, and tensile strength.

strain hardening. An increase in hardness and
strength caused by plastic deformation at
temperatures below the recrystallization
range. Also known as work hardening.

strain-hardening coefficient or exponent. The
value n in the relationship s = Ken, where s
is the true stress; e is the true strain; and K,
which is called the strength coefficient, is
equal to the true stress at a true strain of
1.0. The strain-hardening exponent, also
called n-value, is equal to the slope of the
true stress/true strain curve up to maximum
load, when plotted on log-log coordinates.
The n-value relates to the ability of a sheet
material to be stretched in metalworking
operations. The higher the n-value, the better
the formability (stretchability). Also called
work-hardening exponent.

strain lines. Surface defects in the form of
shallow line-type depressions appearing in
sheet metals after stretching the surface a
few percent of unit area or length. See also
L€uders lines.

strain rate. The time rate of deformation
(strain) during a metalforming process.

strain-rate sensitivity. The degree to which
mechanical properties are affected by
changes in deformation rate. Quantified by
the slope of a log-log plot of flow stress (at
fixed strain and temperature) versus strain
rate. Also known as the m-value.

strength. The ability of a material to withstand
an applied force.

strength coefficient (K). A constant related to
the tensile strength used in the power-law
equation s = Ken. In mechanical engineering
nomenclature, it is called so, and the power-
law equation is given as s = soe

n. See also
n-value.

stress. The intensity of the internally
distributed forces or components of forces
that resist a change in the volume or shape
of a material that is or has been subjected
to external forces. Stress is expressed in force
per unit area. Stress can be normal (tension
or compression) or shear.

stress concentration. On a macromechanical
level, the magnification of the level of an
applied stress in the region of a notch, void,
hole, or inclusion.

stress-concentration factor (Kt). A multiply-
ing factor for applied stress that allows for
the presence of a structural discontinuity
such as a notch or hole; Kt equals the ratio
of the greatest stress in the region of the
discontinuity to the nominal stress for the
entire section. Also called theoretical stress-
concentration factor.

stress-intensity factor. A scaling factor, usu-
ally denoted by the symbol K, used in linear
elastic fracture mechanics to describe the
intensification of applied stress at the tip of
a crack of known size and shape. At the onset
of rapid crack propagation in any structure
containing a crack, the factor is called the
critical stress-intensity factor, or the fracture
toughness. Various subscripts are used to
denote different loading conditions or frac-
ture toughnesses.

stress raisers. Design features (such as sharp
corners) or mechanical defects (such as
notches) that act to intensify the stress at
these locations.

stress relaxation. Drop in stress with time
when material is maintained at a constant
strain. The drop in stress is a result of plastic
accommodation processes.

stress relief. The removal or reduction of resid-
ual stress by thermal treatment, mechanical
treatment (shot peening, surface rolling,
stretching, bending, and straightening), or
vibratory stress relief.

stress-strain curve. A graph in which
corresponding values of stress and strain from
a tension, compression, or torsion test are plot-
ted against each other. Values of stress are
usually plotted vertically (ordinates or y-axis)
and values of strain horizontally (abscissas or
x-axis). Also known as stress-strain diagram.

stretchability. The ability of a material to
undergo stretch-type deformation.

stretcher leveling. The leveling of a piece of
sheet metal (that is, removing warp and dis-
tortion) by gripping it at both ends and sub-
jecting it to a stress higher than its yield
strength.

stretcher straightening. A process for straight-
ening rod, tubing, and shapes by the applica-
tion of tension at the ends of the stock. The
products are elongated a definite amount to
remove warpage.

stretcher strains. Elongated markings that
appear on the surface of some sheet materials
when deformed just past the yield point.
These markings lie approximately parallel
to the direction of maximum shear stress
and are the result of localized yielding. See
also L€uders lines.

stretch flanging. The stretching of the length of
the free edge after the flanging process.

stretch forming. The shaping of a sheet or part,
usually of uniform cross section, by first
applying suitable tension or stretch and then
wrapping it around a die of the desired shape.

stretching. The mode of deformation in which
a positive strain is generated on the sheet sur-
face by the application of a tensile stress. In
stretching, the flange of the flat blank is
securely clamped. Deformation is restricted
to the area initially within the die. The
stretching limit is the onset of metal failure.

striking surface. Those areas on the faces of a
set of dies that are designed to meet when the
upper die and lower die are brought together.
The striking surface helps protect impres-
sions from impact shock and aids in main-
taining longer die life.

strip. A flat-rolled metal product of some max-
imum thickness and width, arbitrarily depen-
dent on the type of metal; narrower than
sheet.

stripping. The removal of the metal strip from
the punch after a cutting operation. Also a
term referring to the removal of a part adher-
ing to the punch on the upstroke after
forming.

subcritical crack growth (SCG). A failure
process in which a crack initiates at a preex-
isting flaw and grows until it attains a critical
length. At that point, the crack grows in an
unstable fashion, leading to catastrophic fail-
ure. Typical examples of SCG processes are
fatigue failure and stress corrosion.

subgrain. Micron-sized volume bounded by
well-defined dislocation walls. The misorien-
tations across the walls are low angle in
nature, that is, <15�.

subpress die. A die that is closed by the press
ram but opened by springs or other means
because the upper shoe is not attached to
the ram.

subsow block (die holder). A block used as an
adapter in order to permit the use of forging
dies that otherwise would not have sufficient
height to be used in the particular unit or to
permit the use of dies in a unit with different
shank sizes.
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superplastic forming. Forming using the
superplasticity properties of material at ele-
vated temperatures.

superplastic forming and diffusion bonding.
The process of combining the diffusion
bonding cycle into the superplastic forming.

superplasticity. The ability of certain metals to
develop extremely high tensile elongations at
elevated temperatures and under controlled
rates of deformation. Materials that show
high strain-rate sensitivity (�0.5) at deforma-
tion temperatures often exhibit superplasti-
city. The phenomenon is often developed
through a mechanism of grain-boundary slid-
ing in very fine-grained, two-phase alloys.

support plate. A plate that supports a draw ring
or draw plate. It also serves as a spacer.

surface finish. The classification of a surface in
terms of roughness and peak density.

surface hardening. A localized heat treating
process that produces a hard-quenched sur-
face in steel without introducing additional
alloying elements. Surface hardening can be
produced by flame, induction, or laser or
electron beam thermal treatments.

surface hardness. The hardness of that portion
of the material very near the surface, as
measured by microhardness or superficial
hardness testers.

surface oxidation. Development of an oxide
film or layer on the surface of metals in oxi-
dizing environments. Oxidation at high tem-
peratures is occasionally referred to as
scaling.

surface roughness. The fine irregularities in
the surface texture that result from the pro-
duction process. Considered as vertical
deviations from the nominal or average plane
of the surface.

surface texture. Repetitive or random devia-
tions from the nominal surface that form the
pattern of the surface. Includes roughness,
waviness, and flaws.

surface topography. The fine-scale features of
a surface as defined by the size and distribu-
tion of asperities. Surface topography is
measured by surface roughness and the direc-
tion of surface features (lay).

swage. (1) The operation of reducing or chang-
ing the cross-sectional area of stock by the
fast impact of revolving dies. (2) The taper-
ing of bar, rod, wire, or tubing by forging,
hammering, or squeezing; reducing a section
by progressively tapering lengthwise until
the entire section attains the smaller dimen-
sion of the taper.

sweep device. A single or double arm (rod)
attached to the upper die or slide of a press
and intended to move the operator’s hands
to a safe position as the dies close, if the
operator’s hands are inadvertently within
the point of operation.

Swift cup test. A simulative test in which cir-
cular blanks of various diameter are clamped
in a die ring and deep drawn into a cup by a

flat-bottomed cylindrical punch. The ratio of
the largest blank diameter that can be drawn
successfully to the cup diameter is known
as the limiting drawing ratio or deformation
limit.

T

Taguchi method. A technique for designing
and performing experiments to investigate
processes in which the output depends on
many factors (e.g., material properties, pro-
cess parameters) without having to tediously
and uneconomically run the process using
all possible combinations of values of those
variables. By systematically choosing certain
combinations of variables, it is possible to
separate their individual effects.

tailor-welded blank. Blank for sheet forming
typically consisting of steels of different
thickness, grades/strengths, and sometimes
coatings that are welded together prior to
forming. Tailor-welded blanks are used to
make finished parts with a desirable variation
in properties such as strength, corrosion
resistance, and so on.

tangent bending. The forming of one or more
identical bends having parallel axes by wip-
ing sheet metal around one or more radius
dies in a single operation. The sheet, which
may have side flanges, is clamped against
the radius die and then made to conform to
the radius die by pressure from a rocker-plate
die that moves along the periphery of the
radius die. See also wiper forming (wiping).

tangent modulus. The slope of the stress-strain
curve at any specified stress or strain. See
also modulus of elasticity.

Taylor factor. The ratio of the required stress
for deformation under a specified strain state
to the critical resolved shear stress for slip (or
twinning) within the crystals comprising a
polycrystalline aggregate. The determination
of the Taylor factor assumes uniform and
identical strain within each crystal in the
aggregate and provides an upper bound on
the required stresses. The Taylor factor aver-
aged over all crystals in a polycrystalline
aggregate (= M) provides an estimate of the
effect of texture on strength.

tearing. Failure and localized separation of a
sheet metal.

temper. In nonferrous alloys and in some fer-
rous alloys (steels that cannot be hardened
by heat treatment), the hardness and strength
produced by mechanical or thermal treat-
ment, or both, and characterized by a certain
structure, mechanical properties, or reduction
in area during cold working.

temperature-compensated strain rate.
Parameter used to describe the interdepen-
dence of temperature and strain rate in the
description of thermally activated (diffusion-
like) deformation processes. It is defined as _e
exp(Q/RT), in which _e denotes the strain rate,

Q is an apparent activation energy characteriz-
ing the micromechanism of deformation, R
is the gas constant, and T is the absolute tem-
perature. Flow stress, dynamic recrystalliza-
tion, and so on at various strain rates and
temperatures are frequently interpreted in
terms of the temperature-compensated strain
rate. Also known as the Zener-Hollomon
parameter (Z).

tempering. (1) In heat treatment, reheating
hardened steel to some temperature below
the eutectoid temperature to decrease hard-
ness and/or increase toughness. (2) The pro-
cess of rapidly cooling glass from near its
softening point to induce compressive stres-
ses on the surface balanced by interior ten-
sion, thereby imparting increased strength.

template (templet). A gage or pattern made in
a die department, usually from sheet steel;
used to check dimensions on forgings and
as an aid in sinking die impressions in order
to correct dimensions.

tensile ratio. The ratio of the tensile strength to
yield strength. It is the inverse of the yield
ratio.

tensile strength. In tensile testing, the ratio of
maximum load to original cross-sectional
area. Also known as ultimate strength. Com-
pare with yield strength.

tensile stress. A stress that causes two parts of
a body to pull apart. Contrast with compres-
sive stress.

tension. The force or load that produces
elongation.

tensor order. A measure of the number of
directional dimensions associated with a
quantity. A scalar, for example, has a ten-
sor order of 0, indicating that it has no
directionality associated with it. A vector,
having a single direction, is a quantity with
a tensor order of 1. The stress tensor has an
order of 2. Higher-order tensors exist with
a number of directions equal to their tensor
order.

tetrahedral element. The element for three-
dimensional finite-element modeling that is
tetrahedron shaped (four faces) and has four
nodes; also called the tet element.

texture. The description of the relative proba-
bility of finding the crystals comprising a
polycrystalline aggregate in various
orientations.

thermal conductivity. Ability of a material to
conduct heat. The rate of heat flow, under
steady conditions, through unit area, per unit
temperature gradient in the direction perpen-
dicular to the area. It is given in SI units as
watts per meter Kelvin (W/m K); in custom-
ary units as (Btu/ft2 �F).

thermal fatigue. Fracture resulting from the
presence of temperature gradients that vary
with time in such a manner as to produce
cyclic stresses in a structure.

thermocouple. A device for measuring temper-
ature, consisting of two dissimilar metals that
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produce an electromotive force roughly pro-
portional to the temperature difference
between their hot and cold junction ends.

thermomechanical processing (TMP). A gen-
eral term covering a variety of processes
combining controlled thermal and deforma-
tion treatments to obtain synergistic effects,
such as improvement in strength without loss
of toughness. Same as thermal-mechanical
treatment.

thick-film lubrication. A condition of lubrica-
tion in which the film thickness of the lubri-
cant is appreciably greater than that
required to cover the surface asperities when
subjected to the operating load. See also thin-
film lubrication.

thin-film lubrication. A condition of lubrica-
tion in which the film thickness of the lubri-
cant is such that the friction and wear
between the surfaces is determined by the
properties of the surfaces as well as the char-
acteristics of the lubricant.

three-point bending. The bending of a piece of
metal or a structural member in which the
object is placed across two supports and
force is applied between and in opposition
to them.

tilt boundary. Grain boundary for which the
crystal lattices of the grains on either side
of the boundary are related by a rotation
about an axis that lies in the plane of the
boundary.

torsion. A twisting deformation of a solid or
tubular body about an axis in which lines that
were initially parallel to the axis become
helices.

torsional stress. The shear stress on a trans-
verse cross section resulting from a twisting
action.

total elongation. The total amount of perma-
nent extension of a testpiece broken in a ten-
sile test; usually expressed as a percentage
over a fixed gage length. See also elongation,
percent.

toughness. The ability of a material to resist an
impact load (high strain rate) or to deform
under such a load in a ductile manner,
absorbing a large amount of the impact
energy and deforming plastically before frac-
turing. Such impact toughness is frequently
evaluated with Charpy or Izod notched
impact specimens. Impact toughness is
measured in terms of the energy absorbed
during fracture. Fracture toughness is a mea-
sure of the ability of a material to withstand
fracture in the presence of flaws under static
or dynamic loading of various types (tensile,
shear, etc.). An indicator of damage toler-
ance, fracture toughness is measured in terms
of Mpa

ffiffiffiffi
m

p
or ksi

ffiffiffiffiffiffi
in:

p
transformation-induced plasticity (TRIP). A
phenomenon occurring chiefly in certain
highly alloyed steels that have been heat trea-
ted to produce metastable austenite or meta-
stable austenite plus martensite, whereby, on

subsequent deformation, part of the austenite
undergoes strain-induced transformation to
martensite. Steels capable of transforming in
this manner, commonly referred to as TRIP
steels, are highly plastic after heat treatment
but exhibit a very high rate of strain hardening
and thus have high tensile and yield strengths
after plastic deformation at temperatures
between 20 and 500 �C (70 and 930 �F). Cool-
ing to –195 �C (–320 �F) may or may not be
required to complete the transformation to
martensite. Tempering usually is done follow-
ing transformation.

transformation temperature. The temperature
at which a change in phase occurs. This term
is sometimes used to denote the limiting tem-
perature of a transformation range.

transition temperature. (1) An arbitrarily
defined temperature that lies within the tem-
perature range in which metal fracture char-
acteristics (as usually determined by tests of
notched specimens) change rapidly, such as
the ductile-to-brittle transition temperature
(DBTT). The DBTT can be assessed in sev-
eral ways, the most common being the tem-
perature for which the structure is 50%
ductile. The DBTT is commonly associated
with temper embrittlement and radiation
damage (neutron irradiation) of low-alloy
steels. (2) Sometimes used to denote an arbi-
trarily defined temperature within a range in
which the ductility changes rapidly with
temperature.

Tresca yield criterion. Prediction of yielding
in ductile materials when the maximum
shear stress on any plane reaches a critical
value, t = tc.

triaxiality. The ratio of the hydrostatic (mean)
stress to the flow (effective) stress. Triaxial-
ity provides a measure of the tendency for
cavities to grow during deformation
processing.

trimming. The mechanical shearing of flash or
excess material from a forging with a trim-
mer in a trim press; can be done hot or cold.

triple junction/triple point. Point at which
three grains meet in a polycrystalline aggre-
gate. Also, region in which high stress con-
centrations may develop during hot working
or elevated-temperature service, thus nucleat-
ing wedge cracking.

true strain. (1) The ratio of the change in dimen-
sion, resulting from a given load increment, to
the magnitude of the dimension immediately
prior to applying the load increment. (2) In a
body subjected to axial force, the natural loga-
rithm of the ratio of the gage length at the
moment of observation to the original gage
length. Also known as natural strain.

true stress. The value obtained by dividing the
load applied to a member at a given instant
by the cross-sectional area over which it
acts.

tube stock. A semifinished tube suitable for
subsequent reduction and finishing.

twinning. Also called deformation or mechani-
cal twinning, it is a deformation mechanism,
similar to dislocation slip, in which small
(often plate- or lens-shaped) regions of a
crystal or grain reorient crystallographically
to adopt a twin relationship to the parent
crystal. It is particularly common in noncubic
metals (e.g., alpha-titanium and tetragonal
tin) and in many body-centered cubic metals
deformed at high rates and/or low tempera-
tures. Twinning is often accompanied by an
audible crackling sound, from which “crying
tin” gets its name.

twist boundary. Grain boundary for which the
crystal lattices of the grains on either side of
the boundary are related by a rotation about
an axis that lies perpendicular to the plane
of the boundary.

TZM. A high-creep-strength titanium, zirco-
nium, and molybdenum alloy used to make
dies for the isothermal forging process.

U

ultimate strength. The maximum stress (ten-
sile, compressive, or shear) a material can
sustain without fracture; determined by
dividing maximum load by the original
cross-sectional area of the specimen. Also
known as nominal strength or maximum
strength.

ultrasonic inspection. The use of high-
frequency acoustical signals for the purpose
of nondestructively locating flaws within
raw material or finished parts.

uncertainty. Uncertainty refers to unpredict-
ability, indeterminacy, indefiniteness, or the
estimated percentage by which an observed
or calculated value may differ from the true
value.

underfill. A portion of a forging that has insuf-
ficient metal to give it the true shape of the
impression.

uniform elongation (eu). The elongation that
occurs at maximum load and immediately pre-
ceding the onset of necking in a tensile test.

upset. The localized increase in cross-sectional
area of a workpiece or weldment resulting
from the application of pressure during
mechanical fabrication or welding.

upset forging. A forging obtained by upset of a
suitable length of bar, billet, or bloom.

upsetter. A horizontal mechanical press used to
make parts from bar stock or tubing by upset
forging, piercing, bending, or otherwise
forming in dies. Also known as a header.

upsetting. The working of metal so that the
cross-sectional area of a portion or all of
the stock is increased. See also heading.

V

vacuum forming. Sheetforming process most
commonly used for titanium in which a blank
is placed into a chamber that has a heated
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die, and a vacuum is applied to creep form
the part onto the die. The part is usually cov-
ered with an insulating material, and the bag
is outside this material.

validation. The process of substantiating that
material property test data have been gener-
ated according to standard methods and prac-
tices, or other indices of quality, reliability,
and precision. The validation process is the
first step toward ratification or confirmation
of the data, making them legally effective
and binding in some specified application.

variability of data. The degree to which ran-
dom variables deviate from a central value
or mean. In statistical terms, this is measured
by the sample standard deviation or sample
variance.

variance. A measure of the squared dispersion
of observed values or measurements
expressed as a function of the sum of the
squared deviations from the population mean
or sample average. Adapted from Ref 4

vent. A small hole in a punch or die for admit-
ting air to avoid suction holding or for reliev-
ing pockets of trapped air that would prevent
die closure or action.

vent mark. A small protrusion resulting from
the entrance of metal into die vent holes.

viscoelasticity. A property involving a combi-
nation of elastic and viscous behavior that
makes deformation dependent on both tem-
perature and strain rate. A material having
this property is considered to combine the
features of a perfectly elastic solid and a per-
fect fluid.

viscosity. Bulk property of a fluid or semifluid
that causes it to resist flow.

visioplasticity. A physical-modeling technique
in which an inexpensive, easy-to-deform
material (e.g., clay, wax, lead) is gridded
and deformed in subscale tooling to establish
the effects of die design, lubrication, and so
forth on metal flow and defect formation by
way of postdeformation examination of grid
distortions.

W

warm working. Deformation at elevated tem-
peratures below the recrystallization temper-
ature. The flow stress and rate of strain
hardening are reduced with increasing tem-
perature; therefore, lower forces are required
than in cold working. See also cold working
and hot working.

wear plates. Replaceable elements used to face
wearing surfaces on a hydraulic press.

wear resistance. Resistance of a sheet metal to
surface abrasion. See also erosion resistance.

web. A relatively flat, thin portion of a forging
that effects an interconnection between ribs
and bosses; a panel or wall that is generally
parallel to the forging plane.

wedge compression test. A simple workability
test in which a wedge-shaped specimen is

compressed to a certain thickness. This gives
a gradient specimen in which material has
been subjected to a range of plastic strains.

Weibull distribution. The formula for the
probability density function of the general
Weibull distribution is:

f ðxÞ ¼ g
a

x� m
a

� �ðg�1Þ
expð�ððx� mÞ=aÞgÞ

x � m; g; a > 0

where g is the shape parameter, m is the loca-
tion parameter, and a is the scale parameter.
The case where m = 0 and a = 1 is called the
standard Weibull distribution. The case
where m = 0 is called the two-parameter
Weibull distribution. The equation for the
standard Weibull distribution reduces to:

f ðxÞ ¼ gxðg�1Þ expð�ðxgÞÞ x � 0; g > 0

The Weibull distribution is used extensively
in reliability applications to model failure
times. Adapted from Ref 1

Widmanstätten structure. Characteristic
structure produced when preferred planes
and directions in the parent phase are favored
for growth of a second phase, resulting in the
precipitated second phase appearing as
plates, needles, or rods within a matrix.

wiper forming (wiping). Method of curving
sheet metal sections or tubing over a form
block or die in which this form block is
rotated relative to a wiper block or slide
block.

wire. A thin, flexible, continuous length of
metal, usually of circular cross section
and usually produced by drawing through
a die.

wire drawing. Reducing the cross section of
wire by pulling it through a die.

wire drawing test. A test in which a cylindrical
draw die is used to reduce the diameter of
wire. The drawing force is measured and
reflects lubricant effectiveness.

wire rod. Hot rolled coiled stock that is to be
cold drawn into wire.

workability. See also formability, which is a
term more often applied to sheet materials.
The ease with which a material can be
shaped through plastic deformation in bulk
forming processes. It involves both the mea-
surement of the resistance to deformation
(the flow properties) and the extent of possi-
ble plastic deformation before fracture occurs
(ductility).

work hardening. See strain hardening.
work-hardening exponent. See strain-harden-
ing exponent.

workpiece. General term for the work material
in a metalforming operation.

wrap forming. See stretch forming.
wrinkling. A wavy condition obtained in deep
drawing of sheet metal in the area of the
metal between the edge of the flange and

the draw radius. Wrinkling may also occur
in other forming operations when unbalanced
compressive forces are set up.

wrought material. Material that is processed
by plastic deformation, typically to produce
a recrystallized microstructure. Cast and
wrought materials are produced by ingot
casting and deformation processes to produce
final mill products.

Y

yield. Evidence of plastic deformation in struc-
tural materials. Also known as plastic flow or
creep.

yield point. The first stress in a material, usu-
ally less than the maximum attainable stress,
at which an increase in strain occurs without
an increase in stress. Only certain metals—
those that exhibit a localized, heterogeneous
type of transition from elastic to plastic
deformation—produce a yield point. If there
is a decrease in stress after yielding, a dis-
tinction can be made between upper and
lower yield points. The load at which a sud-
den drop in the flow curve occurs is called
the upper yield point. The constant load
shown on the flow curve is the lower yield
point.

yield point elongation. The extension asso-
ciated with discontinuous yielding that
occurs at approximately constant load fol-
lowing the onset of plastic flow. It is asso-
ciated with the propagation of L€uder’s lines
or bands.

yield ratio. The ratio of the yield strength to
the tensile strength. It is the inverse of the
tensile ratio.

yield strength. The stress at which a material
exhibits a specified deviation from propor-
tionality of stress and strain. An offset of
0.2% is used for many metals. Compare with
tensile strength.

yield stress. The stress at which a material
exhibits the first measurable permanent plas-
tic deformation.

Young’s modulus. A measure of the rigidity of
a metal. It is the ratio of stress, within the
proportional limit, to corresponding strain.
Young’s modulus specifically is the modulus
obtained in tension or compression.

Z

Zener-Hollomon parameter (Z). See tempera-
ture-compensated strain rate.
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